Cracking the code: residents’ interpretations of written assessment comments
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CONTEXT Interest is growing in the use of qualitative data for assessment. Written comments on residents’ in-training evaluation reports (ITERs) can be reliably rank-ordered by faculty attendings, who are adept at interpreting these narratives. However, if residents do not interpret assessment comments in the same way, a valuable educational opportunity may be lost.

OBJECTIVES Our purpose was to explore residents’ interpretations of written assessment comments using mixed methods.

METHODS Twelve internal medicine (IM) postgraduate year 2 (PGY2) residents were asked to rank-order a set of anonymised PGY1 residents (n = 48) from a previous year in IM based solely on their ITER comments. Each PGY1 was ranked by four PGY2s; generalisability theory was used to assess inter-rater reliability. The PGY2s were then interviewed separately about their rank-ordering process, how they made sense of the comments and how they viewed ITERs in general. Interviews were analysed using constructivist grounded theory.

RESULTS Across four PGY2 residents, the G coefficient was 0.84; for a single resident it was 0.56. Resident rankings correlated extremely well with faculty member rankings (r = 0.90). Residents were equally adept at reading between the lines to construct meaning from the comments and used language cues in ways similarly reported in faculty attendings. Participants discussed the difficulties of interpreting vague language and provided perspectives on why they thought it occurs (time, discomfort, memorability and the permanency of written records). They emphasised the importance of face-to-face discussions, the relative value of comments over scores, staff-dependent variability of assessment and the perceived purpose and value of ITERs. They saw particular value in opportunities to review an aggregated set of comments.

CONCLUSIONS Residents understood the ‘hidden code’ in assessment language and their ability to rank-order residents based on comments matched that of faculty. Residents seemed to accept staff-dependent variability as a reality. These findings add to the growing evidence that supports the use of narrative comments and subjectivity in assessment.
INTRODUCTION

Assessment in medical education is evolving. Although most assessment is still based on numeric scores, there is increasing interest in the value that written comments might provide, especially in residency education.¹⁻⁴ Indeed, the literature involving assessment comments often uses the term ‘narrative’, reflecting a sense that the comments are intended to convey a story to the reader.³,⁵,⁶ Written comments may be better than scores at identifying learners in difficulty⁷ and have the advantage of being able to describe to residents both their strengths and areas in which they require improvement.⁸ However, narrative comments are also commonly critiqued for containing language that is frustratingly vague and lacking in meaning.⁹,¹⁰

Despite this critique, recent research suggests that it is possible to use comments in a reliable way. For example, one study reported that faculty attendings were reliably able to rank-order residents in postgraduate year 1 (PGY1s) in internal medicine (IM) based on comments alone.¹¹ Another found that comments in PGY1 could predict performance in PGY3.¹² A further study reported that faculty attendings were adept at ‘reading between the lines’ to construct meaning from otherwise apparently vague language.¹³ These participants were able to make sense of what their colleagues were expressing in their narratives, suggesting a shared understanding of an implicit, or hidden, code in assessment language. The high reliabilities seen in these studies provide some validity evidence for the use of narrative comments in the assessment of residents.¹⁴ However, the potential for comments to be useful to residents (thereby indicating consequential validity) is unknown because we do not know whether residents interpret or ‘decode’ written comments in the same way as their attendings.

In one study investigating residents’ perceptions of their ward assessments, Watling et al. reported widespread dissatisfaction.¹⁵ Many residents – from multiple specialties – viewed the workplace-based assessment strategy known as an in-training evaluation report (ITER) as being of ‘limited importance to their professional development’.¹⁵ The dominant theme identified in these interviews was the importance of engagement, on the part of both the faculty member and the resident him or herself. Similar findings have been reported by others in obstetrics training,¹⁶ in clinical clerkships,¹⁷,¹⁸ and in a recent review of the literature related to workplace-based assessment more generally.¹⁹ These studies do not focus solely on comments and consider broader aspects of the assessment process, but they do suggest that learners may not perceive a great deal of educational value in their assessments. To our knowledge, no studies have explored residents’ understanding or perceptions of the written comment portion of such assessments. This is important because it may help us to understand why residents perceive little value, which may in turn offer guidance for faculty and instrument development. If residents are misinterpreting what their attending physicians are trying to convey, or discounting or devaluing the messages the comments contain, then aspects of validity are at stake and formative advantages that might be gained will be suboptimal.

To address this gap, our study sought to explore residents’ interpretations of written assessment comments. The research questions we addressed include: (i) Can PGY2 residents rank-order PGY1 residents based on comments alone as reliably as faculty members? (ii) How do they make sense of what is written? (iii) What do they see as the purpose of ITERs, and do they believe they are useful? Towards these goals, our study used mixed methods, as described below, including a quantitative, experimental component and interviews conducted and analysed using a constructivist grounded theory approach.

METHODS

This study is part of a programme of research that uses a multi-phase, mixed-methods design,¹²,¹³,²⁰ involving multiple projects conducted over time and linked together by a common purpose: to better understand interpretations, uses and barriers inherent in using qualitative comments to inform trainee assessment.²¹ Within each individual study, methodological choices are made with the pragmatic goal of using ‘a method and philosophy that attempts to fit together the insights provided by qualitative and quantitative research into a workable solution’.²²,²³ Our pragmatic approach therefore included an experimental protocol that generated rank-order data, analysed by quantitative methods, as well as interview transcripts, analysed using elements of constructivist grounded theory (as described in the Analysis section below).
The protocol used here replicates a study design used previously for faculty participants. As in the faculty study, the materials consisted of all ITER comments collected over an entire academic year for 48 PGY1 residents in IM who graduated in 2011. There were 56 residents in that year, 48 of whom had eight or more ITERs with comments. A document that included the year’s worth of comments was created for each resident. These documents were placed into 12 packages of documents for 15–16 residents such that each PGY1 resident appeared in four packages and no two packages were the same. We recruited PGY2 residents from our programme (n = 74) as participants by generating a randomised list and sending personalised invitations in batches of eight to 10 until we obtained 12 who consented (which occurred after 36 invitations had been sent). We chose PGY2s to ensure that participants each had a full year of experience of receiving ITERs in our system. This sample size was chosen because it enabled each PGY1’s comments to be rank-ordered by four participants.

Each participant was given his or her package of ITER comments for 15–16 PGY1s, fully blinded and anonymised. They were asked to sort them into categories defined by previous research (A = outstanding, excellent, exemplary; B = solid, safe, may need some fine tuning; C = borderline, bare minimum, remediable; D = unsafe, unacceptable, multiple deficits), after which they were asked to rank-order the comments within each category from best to worst. To answer the second and third research questions, participants were then interviewed by a research assistant (RA) who had experience with the protocol and who was unknown to the residents. Participants were asked to talk through how they made their rank-order decisions, how they interpreted the ITER comments, and to provide thoughts about the ITERs and assessment in general. Participants took a mean of 46.5 minutes (range: 32–65 minutes) to perform the task and to be interviewed. The interviews resulted in a total of 159 pages of transcripts for analysis.

All phases of this study were approved by the research ethics board at the Faculty of Medicine, University of Toronto.

Analysis

Rank-order data were analysed for reliability using urGENOVA (University of Iowa), with the data and study design being entered using G_String_IV Version 6.2 (University of Iowa), a software application that allows for straightforward coding of nested and unbalanced studies. We used an all-random, one-facet design with judges (our resident participants) nested within PGY1 resident being ranked. Spearman correlations were calculated using IBM SPSS Statistics for Windows Version 23 (IBM Corp., Armonk, NY, USA) between the rank-orders generated by resident judges in this study and rank-orders generated in the previous study conducted in faculty staff using the same dataset.

The interviews were transcribed verbatim and analysed using a constructivist grounded theory approach. We began, of course, with knowledge of our previously developed framework, but it was only partially applicable to these new interview transcripts given the differences in participants’ roles in assessment (i.e. faculty staff versus residents). The analysis was therefore conducted in an open, inductive way that allowed us to evolve a new framework for understanding residents’ perceptions while being mindful of findings from similar research. Sensitising concepts from the previously developed framework included issues around subjectivity and fairness of assessments. The principal investigator (PI) and the RA who conducted the interviews read and discussed all transcripts as they were completed. The PI undertook primary open coding and developed a code book with definitions and examples, while keeping detailed memos. During this process, a second RA read and coded a subset of the transcripts based on these initial codes. The PI and RA met frequently to discuss the application and understanding of the codes using constant comparison and refining, merging or deleting codes as necessary until they reached consensus. The PI and RA then reviewed the key themes in depth to identify further nuances and sub-themes and to ensure theoretical sufficiency. The final themes were discussed and debated with the entire research team. We returned to the transcripts repeatedly to resolve disagreements in interpretation and to respond to questions from team members regarding the themes. NVivo Version 10 (QSR International Pty Ltd, Melbourne, Vic., Australia) was used to assist in the organising, analysis and coding of the data.

RESULTS

Reliability of rankings and correlations

The mean number of PGY2 resident rankers (represented as judges) per PGY1 comment set was
3.97. The G coefficient illustrating the extent to which the average of all rankers used the narrative comments to consistently differentiate between residents was 0.84. For a single ranker, inter-judge reliability was $G = 0.56$. This means that if the comments assigned to a PGY1 resident were to be assessed by a single ranker, the correlation between that ranker and another single ranker would be expected to be near $r = 0.56$. If a randomly selected set of four rankers were to be compared with another set of four rankers, this correlation would be expected to rise to 0.84. The variance components underlying these results are shown in Table 1.

Because the PGY1s forming the dataset in this study had been previously rank-ordered by faculty attendings, we were able to calculate correlations between faculty and resident rankings of the same PGY1s, based on an average of four judges in each group. This correlation was extremely high at $r = 0.90$ (p < 0.001), indicating that faculty and residents ranked the same residents in largely the same order.

### Analysis of interviews

During the interviews residents articulated the strategies they used to help them decide on how to rank a given PGY1. These strategies included looking for consistency, ascertaining the domains commented on, and the specificity and quantity of commentary, and examining contextual factors such as which attending physician was believed to have written the comment (given that author identity was not known to participants), on which rotation the comment had been delivered (which was sometimes embedded in the comment) and time of year (which was apparent from the chronological order of presentation). As these themes echo what has been previously reported by faculty attendings, they will not be discussed in detail; rather, we will concentrate on the unique themes identified that reflect residents’ own perspectives. These themes focus on the need for interpretation in order to construct meaning, the use of vague language and why it occurs, the relative value of scores versus comments, staff-dependent variability in assessment and residents’ perceptions of the purpose of ITERs. It should be noted that residents’ comments relate to both the ITERs read during the study task and to their own personal experiences with ITER comments.

#### Interpretation to construct meaning

Our resident participants ‘read between the lines’ and took pains to explain how they interpreted what they read:

So if they used “excellent” specifically…, I felt like it was very obvious what they were trying to say but there was a little bit of reading between the lines if they said “good” versus “very good”… (R2)

So many of them were generic: “excellent resident”, “good enthusiasm”, “happy to work with them”, “pleasure to work with”; I mean that’s easy enough to interpret that things are good but it doesn’t really give me an idea of how the resident is doing. They’re very nice and positive and I would say thank you if someone told me that, but it doesn’t help me get better, so that’s the only reason I have trouble interpreting it per se. I know what they mean but I don’t know if they’re not saying things. I don’t know if they’re avoiding saying things they want to say because they don’t want to hurt the resident’s feelings or what not. (R7)

Residents did not take language at face value; rather, they made interpretations and inferences. These inferences were influenced by their own personal experiences with ITERs and comments, as well as by rumours they heard from others in the IM programme:

I know in my personal experience with these ITERs, there are certain rotations and certain staff that are known to rank lower, and that you

---

**Table 1** Reliability of the rank-ordering of postgraduate year 1 residents (PGY1) by PGY2 resident judges based on comments, with variance components.

<table>
<thead>
<tr>
<th>Source of variance</th>
<th>PGY1 resident</th>
<th>PGY2 judge nested within PGY1 resident</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated variance component</td>
<td>0.054</td>
<td>0.042</td>
</tr>
<tr>
<td>Percentage of total variance</td>
<td>56.4</td>
<td>43.6</td>
</tr>
<tr>
<td>Reliability for a single judge</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>Reliability based on average of four judges</td>
<td>0.84</td>
<td></td>
</tr>
</tbody>
</table>
have to work harder to get that “exceeds expectations”. (R12)

Vague language and why it occurs

Despite the high inter-ranker reliability observed, residents struggled with vague and non-specific language, as R7 explained above, and in the following:

Most of the evaluations I found very vague in their wording as well. “Mature, sound clinical judgement” was one that came out a lot. Um, “hardworking and enthusiastic, good knowledge base”, they say that about everyone; it doesn’t really say anything. Another common thing people would say, um, “above expectations for this level of training”. I would say three quarters of the pile was above expectations and so it makes me wonder what is “expectations”? Are the expectations too low because everyone is exceeding them? (R12)

Residents offered many potential reasons to explain why language might be vague. These rationales, grouped into several sub-themes, are described below.

Time and effort

One commonly offered rationale referred to the apparent time and effort required to write ‘good’ comments. Residents repeatedly used words such as ‘busy’ and ‘time-consuming’, and noted that it ‘takes a dedicated effort’ to provide more detailed comments. However, some also felt that this should not be regarded as an excuse:

It’s part of their job description, I think, to [[pause]] do this. And it’s time-consuming; I’m not saying it’s difficult – it’s easy. (R1)

Emotions and discomfort

Residents also recognised that it could be emotionally difficult for their staff to give them meaningful feedback:

Um, and it’s also hard to sometimes write about weaknesses or stuff people can work on because it sort of instils conflict. (R3)

Some residents felt that attendings might err on the side of ‘mak[ing] their residents feel good when they should be commenting on how to make them better doctors’ (R7)

Not memorable

Many residents suspected that staff might not always remember their residents in great detail, especially if evaluations are delayed, thus resulting in generic comments:

So I could imagine trying to fill these things out for people who were, again, pretty solid residents but nothing really stood out and then trying to do that maybe a couple of weeks later would be kind of difficult. And so, yeah, you probably would go back to ... pretty generic statements. (R10)

Apart from the time lag, they also noted that the person filling out the ITER comments may not actually know the resident well because he or she had been given limited exposure:

A lot of the time you get vague, unhelpful comments. By people who have known you for a day, or have never met you before. (R1)

Permanent record

Residents perceived that faculty attendings were concerned about the permanency of a written record. In many instances this was described as manifesting in a reluctance to record feedback in writing because this might affect the resident in the future:

I think that even, for example, if staff had some feedback to give you... if they’re a staff that really cares about your career, I don’t think they would include it there, but rather tell you verbally... (R1)

I think most negative comments would come face-to-face, which I think allows them to be expressed but wouldn’t necessarily hurt any future applications. (R3)

Many residents spoke about the differences between verbal and written feedback, generally favouring face-to-face interactions. For example, one resident agreed that verbal feedback is better:

You can ask questions, you can seek more feedback... if they say you need to work on something you can talk to them about [it] and sort of get the back-and-forth, where the ITERs [are] just written. (R12)
Others felt that it might be ‘easier to say stuff to people in person’ (R11) and that it would be less subject to misinterpretation:

I think it’s perhaps, the person writing it doesn’t want things to be misinterpreted, that if there is a culture that – that’s just not what’s usually put on ITERS, that they wouldn’t want for it to be taken the wrong way. (R11)

The notion that constructive critique is ‘just not what’s usually put on ITERs’ emphasises residents’ perceptions that putting something critical on a permanent record was largely ‘not done’. Together, these sub-themes capture residents’ perceptions of why vague language occurs.

Scores versus comments

Participants were asked about the relative value or importance of the numeric scores versus comments on the ITER. Nearly all of them expressed opinions favouring comments over scores. For example, comments were seen to be more useful, more meaningful and simply ‘better’. They felt comments were more trustworthy than scores and more useful for providing feedback than numbers. Some felt they were easier to interpret and would be better at generating reflection. Opinions on scores varied: some felt they were more reliable and objective, whereas others felt they were just as – or even more – subjective than comments. Of interest, the terms ‘subjective’ and ‘subjectivity’ came up only a handful of times in the interviews and applied to both scores and comments. Numeric scores were thought to be useful in giving a quick sense of where a resident is and how he or she compares with others. They could be seen as being more useful for external purposes, such as in comparing across residents and flagging weak residents.

In many cases residents talked about complementary purposes, such as in using the comments for evaluation that is not already included in the scores or using them to flesh out high or low scores:

I think you can’t separate the two. It’s artificial to do that. I think the written comments will basically provide context to the numerical rankings and vice versa, like, you need them both. (R5)

Each can provide context for the interpretation of the other. That said, several residents felt that scores should be replaced by comments as they regarded scores as useless and arbitrary:

Maybe if it was more comment-based I think it would be helpful… but right now I just – I don’t think it relays what it’s supposed to relay… Just the difficulty interpreting a 3 versus a 4 versus a 5. (R2)

Staff-dependent variability

The next major theme encompassed instances in which residents spoke of variations between attendings, using the familiar phrase ‘it’s staff-dependent’. In particular, they noted differences in writing style, such as the degree of vagueness or specificity or use of adjectives and ‘flowery language’:

I think sometimes it’s like, depending on the evaluator, some people are just more descriptive. (R8)

Another noted that if the same resident were to be evaluated by two people:

…one person will put “great team player, hard-working” and another one will write three paragraphs about how fantastic they were. And it could just be one evaluator’s, um, much less wordy… (R12)

Residents seem to accept that these differences were to be expected in relation to written comments in general:

You have to understand the person that’s evaluating, right? And I think if you have an understanding of what they usually [write] in terms of their written comments, I think you can get a better sense of what that person is trying to convey. (R6)

Consider as well the following:

Obviously there’s going to be variations from, uh, evaluators or physicians or supervisors… and some of them may, just by their own nature, be a little bit more verbose or more generic, which actually may end up affecting the overall evaluation. Like, for example, if you have a supervisor who tends to be a bit more generic, they may actually underestimate how good the resident is. Um, so it really is a lot of “luck of the draw”. (R5)
The use of the word ‘obviously’ indicates that, from the resident’s point of view, this is something that everyone knows, whereas the end phrase ‘luck of the draw’ further conveys the sense that this is just the way it is. This also applied to numeric scores as many residents noted differences in how different evaluators score:

So some staff like to give everyone 3s, some staff like to give everyone 5s, um, so it’s difficult to interpret and, um, the residents themselves have been cautioned in interpreting these, so, not to get too bummed out if you get all 3s from a specific staff when you’re normally getting 4s and 5s, um, because it’s… I think it is very staff-dependent. (R2)

**Purpose of ITERs**

We asked residents specifically about what they thought the purpose of the ITER to be as a way to elucidate their responses to the utility of comments. They thought ITERs had several potential purposes, including to help residents, to guide the programme and to meet accreditation standards:

I mean it is obviously for evaluation and tracking progress but I think it’s also great in terms of feedback and that’s why I think people rely on the comments more than the numbers themselves. (R6)

Many residents felt the ITERs were – or could be – very helpful, depending on how they were conducted:

So I think ITERs in general have the potential to be fantastic, and I mean, I had very similar things in medical school at U of T, and overall I find them very useful. (R12)

In relation to the written comments, particularly, residents also felt that specific comments were best, not just because they helped residents know where to improve, but also because they felt more personal and implied that the attending ‘cares more about that person’ (R10). Although vague comments could at times be frustrating to decipher, they were not always seen negatively. Some residents felt that they might still have a purpose:

When there is useful feedback, constructive criticism, that’s also really useful as well, and the rest – it’s kind of nice, I’d say, just to hear you’re doing a good job. (R10)

Interestingly, the opportunity to read comments delivered over an entire year made many residents realise how useful ITERs might be in aggregate:

I think that, um, on any one rotation it means nothing. I think… it would be good to actually see [comments] for the entire year all together. (R11)

Similarly, reflecting on his or her own experience, one resident said:

Personally I find that when I get the sort of longer-term ITERs, the 6-month ones, I can actually see a trend of how I am doing. I find those more helpful. (R12)

According to our participants, whereas a single rotation’s comment or score might feel like an outlier, seeing a compilation of comments can give a good sense of how a resident has been doing over time. This allowed residents to see the trajectory of performance, including areas in which the resident seemed to improve and those in which performance may have remained problematic:

In this case it was maybe a couple of things in the beginning that weren’t really commented on at the end so I assumed the person [had] improved. (R10)

**DISCUSSION**

There has been ongoing debate about the value of ITERs as assessment instruments and about the value of workplace-based assessment more generally. Prior research found that faculty attendings can reliably interpret comments collected from these forms of assessment. This provided necessary validity evidence for using ITER comments for assessment, but whether or not residents would understand this apparently ‘hidden code’ in the often vague written language of faculty attendings remained unknown. If residents misinterpret or devalue the messages conveyed in the comments they receive, the educational value of the ITER process is potentially limited. We found, in response to our first research question, that IM residents were able to interpret comments with a high degree of reliability and in much the same way as faculty attendings, suggesting that they are able to ‘crack the code’ extremely well. This is despite the challenges they expressed in interpreting vague...
comments and making inferences and interpretations to construct meaning from the language.

Our findings can support and extend those of previous researchers in several ways. The replicability of our quantitative and qualitative findings across different groups suggests that ITER comments are indeed meaningful and potentially useful sources of assessment data provided information is triangulated across multiple judgements. Similar to other studies with learners, our participants also valued credibility and engagement, which they often expressed as ‘exposure’ to the attending physician filling out the assessment. Residents’ recurrent discussion of the importance and value they place on verbal, face-to-face feedback discussions reflects research highlighting the importance of a dialogue between the assessor and the learner.

One unexpected finding in our study is that residents not only recognised that assessments can be quite ‘staff-dependent’, but that they seemed to accept this fairly unproblematically. This is surprising because such idiosyncrasy of assessment is often considered to be unfair, although recent work has begun to question whether a lack of consistency between assessors should be interpreted as error or rather as meaningful variability. We therefore expected our resident participants to express more frustration over staff variability, or to take the opportunity to complain about unfairness, but the overall tone of their comments was more neutral. On some level, residents seemed to accept that this is the reality – attendings are different, and have different writing styles, personalities and expectations – and residents seem prepared to interpret commentary in context, both in the study and in real life. When they discussed staff variability, they did so in a matter-of-fact way: they would mention it and then move on, rather than persevering or complaining about it.

There are several potential interpretations of this finding. One possibility is that our participants’ nonchalance stems from the nature of the task: they were not reviewing their own ITERs but, rather, those of depersonalised residents who had graduated years previously and thus the inconsistency held no personal meaning or consequence. By contrast, many of their comments about variability did relate to their own ITER experiences, which suggests that there is at least some element of acceptance of variability in practice. Another possibility is that the ability to examine an entire year’s worth of comments allowed the resident to take a bird’s eye view and to put outliers in context, by contrast with how they usually receive evaluations, which occurs for one rotation at a time. This interpretation is supported by comments made by some residents about how much more useful their own assessments are when seen at the 6-month or 1-year mark.

In this regard, our findings resonate with the medical education community’s emerging appreciation for expert subjectivity and collective assessment. In a paper provocatively subtitled ‘Learning to love the subjective and collective’, Hodges reminds us that ‘subjective’ should not be equated with ‘biased’ and indeed summarises from Surowiecki the premise that ‘many fallible judgements, summed together, create value’. Gingerich et al., drawing on work from Yeates et al., suggest that variability between assessors may be a result of assessors having ‘legitimate but different, and sometimes conflicting, interpretations of the same observations’. Govaerts et al. and van der Vleuten have suggested that assessors should not be thought of as ‘perfectly calibrated measurement instruments but [as] active agents constructing judgements’. In this view, different assessors are not expected to make similar judgements and variability may actually be desirable. This emerging literature reflects exciting new ways of thinking about assessment, based on solid theoretical underpinnings, as well as empirical research.

It is important to acknowledge, however, that our participants’ apparent acceptance (or at least tolerance) of attending physician variability does not mean residents necessarily value it. The question of the value of variability was not raised in the interviews, nor did it arise spontaneously, and hence we must be cautious in our interpretation. Residents’ acceptance of some variability is an intriguing finding that can be explored further in future studies. This is important not just for educators and assessment researchers, but also because it more closely reflects the realities of practice: not all of our patients will see us in the same way and as professionals we need to learn to accept (and learn from) ‘legitimate but different’ opinions of ourselves held by others.

Our findings have immediate and practical implications. Given that residents saw value in examining aggregated ITER comments, it seems that a simple intervention might involve the provision of more regular opportunities for residents to view their...
comments en masse. This should complement rather than replace the current practice of viewing assessments that come month by month, which allows for timely action on any deficiencies noted. Viewing of aggregate data is supported by the literature on programmatic assessment, which emphasises the use of multiple methods, assessment for learning, and qualitative information that relies on human judgement.\textsuperscript{35,36} Further, the apparent value that residents place on written comments – even when they are vague – suggests, as others have argued,\textsuperscript{3,26} that more commentary would be welcome. In addition, the importance of a face-to-face dialogue at the time of ITER assessments cannot be overstated. Having faculty attendings write brief assessments every 1–2 weeks would have the advantages of enhancing opportunities for feedback and allowing for more aggregated comments to be seen at each time-point, and might go a long way towards overcoming the sense of disengagement that results from frequent staff turnover. Although faculty members may resist the extra work, this reluctance can be mitigated by educating them about the great value to be obtained by residents; further, if the assessments are considered as formative, the task may not appear to be as threatening.

Interpretations of our findings should consider several limitations. Our participants were volunteers and their views may not reflect those of all IM residents. Likewise, we can comment on perceptions of utility only in a single, large IM programme. Further studies are required to assess transferability to other contexts. The RA who conducted the interviews was unknown to participants; however, SG is a faculty member and attending physician within the same department and this may have had an influence on who chose to accept or decline the invitation to participate, and may have affected the issues discussed during the interviews.

**CONCLUSIONS**

Our findings add to the growing evidence supporting the use of narrative comments and subjectivity in assessment.\textsuperscript{2,4,14} Residents in this study understood the hidden code in written comments, rank-ordered trainees reliably from them, perceived value in aggregate comment data, and accepted staff-dependent variability as a reality. Future research might explore the issue of whether residents not only tolerate but also value differing opinions of their performance.
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