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fMRI of the auditory system: understanding the neural basis of auditory gestalt
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Abstract

Functional magnetic resonance imaging (fMRI) has rapidly become the most widely used imaging method for studying brain functions in humans. This is a result of its extreme flexibility of use and of the astonishingly detailed spatial and temporal information it provides. Nevertheless, until very recently, the study of the auditory system has progressed at a considerably slower pace compared to other functional systems. Several factors have limited fMRI research in the auditory field, including some intrinsic features of auditory functional anatomy and some peculiar interactions between fMRI technique and audition. A well known difficulty arises from the high intensity acoustic noise produced by gradient switching in echo-planar imaging (EPI), as well as in other fMRI sequences more similar to conventional MR sequences. The acoustic noise interacts in an unpredictable way with the experimental stimuli both from a perceptual point of view and in the evoked hemodynamics. To overcome this problem, different approaches have been proposed recently that generally require careful tailoring of the experimental design and the fMRI methodology to the specific requirements posed by the auditory research. The novel methodological approaches can make the fMRI exploration of auditory processing much easier and more reliable, and thus may permit filling the gap with other fields of neuroscience research. As a result, some fundamental neural underpinnings of audition are being clarified, and the way sound stimuli are integrated in the auditory gestalt are beginning to be understood. © 2003 Elsevier Inc. All rights reserved.
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1. Introduction

In the short period of a decade since its first description [1-3], functional magnetic resonance imaging (fMRI), using the blood-oxygenation level dependent (BOLD) signal contrast, has become one of the key technologies in neuroscience. It has opened entirely new avenues for the study of human brain functions, which have substantially increased the knowledge about functional neuroanatomy of the human brain, and have begun unraveling some fine mechanisms operating at the level of the single functional systems or governing the interaction between different systems. This is mainly because of its sensitivity in analyzing brain functional phenomena and of the lack of biological invasiveness, resulting in unprecedented and unparalleled flexibility of use. The decisive advantage of fMRI, compared to the other functional neuroimaging methods, consists mainly of the unsurpassed spatial resolution that is in the range of the fractions of millimeters. Furthermore, compared to the methods using nuclear tracers [positron emission tomography (PET) or single photon emission computed tomography (SPECT)], fMRI provides much higher temporal resolution.
As an additional advantage, fMRI studies do not require the analysis of a group of volunteers but can produce valuable results at the level of single individuals, while the latter is more difficult with tracer-based functional neuroimaging methods. The analysis of single volunteers is crucial for studying small structures which show strong inter-individual variation [4], as is true for the auditory cortex. In that case, averaging data across different subjects and normalizing them into a standard stereotactic system, such as that proposed by Talairach and Tournoux [5], might well be associated with significant loss of information.

The ultimate goal of most functional brain mapping studies is to describe the regional and temporal nature of neuronal events. As a disadvantage of fMRI, neuronal activity is not measured directly, but instead by means of the hemodynamic effect associated with activation through a neurovascular “coupling” composed of a cascade of complex and poorly understood mechanisms [6].

This limits the temporal resolution of fMRI to be orders of magnitude poorer than that of electroencephalography (EEG) or magnetoencephalography (MEG), and the resolution in space faces a natural blurring and misregistration of the spatial sources of the BOLD signal, which differ slightly from the neuronal source location [7], since hemodynamic events can be somewhat dislocated compared to the neural events. However, the complexity of the physiological scenario underlying fMRI phenomena permits creative implementation of experimental fMRI paradigms allowing us to consistently expand the potential of MRI in identifying the anatomic sources [8] of the electrophysiological events together with their temporal behavior.

As an example, the use of the initial dip in the fMRI signal, instead of the large positive BOLD effect, has permitted the spatial resolution of fMRI to be pushed below the millimeter toward the dimensional range of the iso-orientation cortical columns, at least in the visual cortex of the cat at high field strengths [9].

Nevertheless, until very recently, the study of the auditory system has proceeded at a considerably slower speed compared to other functional systems. This is due to several factors, including the intrinsic anatomy of the auditory system and some peculiar interactions between audition and fMRI technique.

As concerns the functional anatomy of the auditory system, the reduced extension in space and the inter-individual variability of Heschl’s region represent certain difficulties. The specific difficulties in the study of audition through fMRI arise mainly from the loud acoustic noise the gradient system produces during echo-planar and other functional image acquisition. This considerable background noise can interfere with the experimental stimuli in an unpredictable way. Among the many effects derived from this interference, the most expected one occurs in the partial saturation of neural excitation-evoked regional hemodynamics that reduces, probably in a nonlinear fashion, the BOLD signal amplitude in response to auditory stimuli. To overcome these problems, different approaches have recently been proposed, which generally require a careful tailoring of the experimental designs, the fMRI methodology, and the strategies of data processing to the specific problems of audition and the particular research goal.

This article reviews the present state of fMRI research on audition, examining the solutions already existing and those under development to the specific problems of auditory fMRI. The increasing knowledge about the auditory system, derived in part from fMRI research, has already opened new avenues in the comprehension of basic and high level neural processes in audition.

2. Anatomic organization of the auditory system

The functional anatomy of the auditory system poses specific problems to fMRI analysis. First, the central auditory system includes a large ensemble of subcortical nuclei, connected each other and with the auditory cortex through ascending and descending white matter fiber pathways, serving both serial and parallel information processing within the auditory system. Two main ascending tracts subserve both tonotopic and nontonotopic (polysensory) functions.

The first nucleus the auditory nerve projects to is the cochlear nucleus in the brainstem. Most auditory pathway fibers cross the midline to form the lateral lemniscus on the contralateral side, while a few fibers do not cross the midline, passing ipsilaterally in the same way as those on the contralateral side.

They project, via the superior olivary complex, to the central nucleus of the inferior colliculus. All ascending auditory information is channeled through the central nucleus of the inferior colliculus. It connects the superior colliculus and other motor centers of the brain in order to control eye movements and other motor responses to auditory stimuli. The output of the inferior colliculus, through the brachium of the inferior colliculus, reaches the medial geniculate body, which is the thalamic auditory relay station. The medial geniculate body is divided into three portions: a ventral, a dorsal, and a median one. The ventral portion, receiving input from the central nucleus of the inferior colliculus, is part of the “tonotopic” ascending auditory pathway and contains laminae with neurons that prefer similar frequencies. On the other hand, the dorsal and medial portions of the medial geniculate receive input from all the tonotopic and nontonotopic divisions of the inferior colliculus as well as from visual and sensory areas, and thus participate within the “polysensory” pathways [10].

Interestingly, the number of fiber connections increases from caudal to cranial. The inferior colliculus has about 250,000 fibers, ten times more than the number of fibers in
the auditory nerve. This increase in fiber number indicates that considerable signal processing occurs within the pathway from the auditory nerve to the auditory cortex [11]. In fact, each subcortical station presents multiple connections to other subcortical structures, subserving this rich subcortical processing of auditory information whose main purpose is probably the integration of information from both ears (e.g., analyzing the arrival times and their relative sound intensities).

The functional parcellation of sound processing into the rich network of subcortical stations is far more problematic than a "centralized" processing within a single cortical area from the perspective of functional neuroimaging. Here the rules governing the functional parcellation of auditory information processing and the mechanisms and features of the functional interactions between different subcortical and cortical processing stations represent separate and additional problems for functional neuroimaging. Furthermore, the parcellation itself into tiny structures, like the subcortical nuclei are, is a substantial challenge for neuroimaging methods, where spatial resolution is not an easy and costless feature. Some techniques have been proposed to overcome the difficulties created by the parcellation of subcortical auditory processing into tiny and interacting structures. Among these techniques it is worth considering the methods that try to reduce the deterioration of fMRI signal in superficial structures by suppressing the effect of cerebrospinal fluid pulsations with a synchronization of image acquisition to the cardiac cycle.

As a further difficulty, converging results from studies of cortical cyto-architecture, myelo-architecture, and chemo-architecture [12], microelectrode recordings and lesion studies indicate that, in primates, the central processing of sounds and words is performed by a complex and interconnected array of cortical areas. This array is localized mainly at the superior surface of the temporal lobe (Fig. 1), along the inferior margin of the lateral fissure, and is normally hidden from view by the overlying superior operculum. The superior temporal surface is formed by the superior temporal gyrus (STG). This runs parallel to the lateral fissure, forms the temporal operculum, and constitutes a large cortical area arranged along the lower bank of the lateral fissure. The superior surface of the STG can be divided into three parts. From front to back these are the planum polare, the transverse temporal gyri (of Heschl), and the planum temporale [13] (Fig. 2).

The gyri directly involved in auditory perception are the transverse temporal gyri (of Heschl). Heschl’s gyri are one or more gyri coursing obliquely across the superior surface of the temporal lobe. These gyri exhibit marked numerical
variability among individuals, the most common configuration being of one transverse gyrus in the left and two in the right hemisphere (48%) [14]. The anterior gyrus (first gyrus of Heschl) corresponds to Brodmann area (BA) 41, and is separated caudally from the (inconstant) posterior (second) gyrus of Heschl (BA 42) by the intermediate transverse temporal sulcus [14]. More caudally, the transverse temporal sulcus separates the region of Heschl from the planum temporale, while ventral (anterior) to the first Heschl’s gyrus the superior temporal surface is called planum polare [13]. BA 22, which is believed to perform nonprimary auditory processing, partially encompasses the planum temporale, the planum polare, and the posterior and lateral extensions from Heschl’s gyri [13,15].

Primary auditory perception is thought to be located in the first transverse temporal gyrus (first Heschl’s gyrus), where a “core” or center for auditory processing has been identified in nonhuman primates. This core contains two [16,17] or three [18,19] primary-like fields with koniocortical organization in only ~15 mm of linear extension. The primary-like fields show a specific correspondence between cortical topography and sound frequencies, i.e., a precise “tonotopic organization.” Three tonotopical fields are identified within the core: a caudal primary area (A1); a rostro-lateral area (RL); and a rostrotemporal area (RT) [16]. This anatomic organization, and the evidence that selective ablation of A1 does not abolish pure tone sensitivity, suggests that auditory information is processed in series from the medial geniculate nucleus to the core, and in parallel within the three core fields [20].

The auditory “core” is surrounded by a “belt” region, which displays a less typical cytoarchitecture called parakoniocortex, appears to perform a higher level of processing, and is divided into several functional fields [16-22]. The functional properties of the auditory belt are thought to resemble those known to exist in the nonprimary visual
areas, where neurons integrate visual information spatially over larger receptive fields and respond preferentially to complex visual stimuli. In the same way, neurons belonging to the nonprimary centers of the auditory belt tend to respond poorly and inconsistently to conventional pure-tone stimuli. Instead, they present stronger and specific responses to bandpassed noise bursts [21,22]. It has proven difficult to demonstrate functional parcellation of the belt region in the absence of a tonotopic criterion. However, microelectrode studies in nonhuman primates suggest that at least seven separate auditory areas are present in the belt and are involved primarily in the processing of complex sounds [19].

Surrounding the belt region, mainly along the lateral surface of the STG, the auditory “parabelt” exhibits homotypical cytoarchitecture and associative functions. The primary auditory cortex is connected to a sensory speech processing area in the dorsal STG of the same hemisphere (Wernicke’s area). Wernicke’s area is partially coincident with BA 22 and extends backwards and upwards to the gyrus supramarginalis. The primary auditory cortex is also connected to a motor speech processing area (Broca’s area) which corresponds to BA 44 and 45 in the posterior inferior frontal lobe (pars opercularis of the inferior frontal gyrus). Recent electrophysiological and tract tracing studies in nonhuman primates indicate separate auditory streams originating in the auditory cortex and connected to spatial and nonspatial frontal cortical domains, similar to the ventrolateral object (“what”) and dorsolateral spatial (“where”) processing domains of the visual system in the prefrontal cortex [23,24].

3. Measuring the auditory system BOLD response with fMRI

3.1. Technical considerations

In the study of auditory processing, the acquisition as well as the analysis techniques play a key role, probably more critical than in the exploration of other brain functions. This is a consequence of the functional parcellation and of the complexity of auditory central processing, which require high spatial resolution analysis techniques. But a particular feature of the echo planar imaging (EPI) and other fast BOLD-sensitive sequences poses the most demanding problem to functional exploration of audition; it is the loud banking noise the magnetic field gradients produce each time they are switched on and off during image acquisition. This noise reaches sound pressure levels (SPL) in the range of about 100 dB, depending on factors such as the specific imaging sequence, type of gradients, brand of scanner, and size of the subject examined [25]. The noise which results from the EPI itself activates the auditory system [26-28], and interacts unpredictably with the true experimental stimuli during studies of functional activation tasks such as hearing threshold of experimental stimuli [29], phonetic [30], and foreground-background discrimination [31]. Therefore, contamination of the response to an experimental auditory stimulus by environmental noise within the bore of the magnet is of great concern.

The scanner banking produces a constant neuronal stimulation within the auditory system. The resulting activation is present during both the on and off periods of typical experimental blocks of a boxcar design and requires adequate consideration of the actual baseline in event-related design. Considering as true the hypothesis of “the pure insertion” [32], with a simple additive interaction between temporally concurrent stimuli, this may not represent a primary problem for functional MRI. But in case the neural response to a concurrent auditory stimulation does not add up linearly to the neural response to MRI noise, then an unpredictable modulation of the activity resulting from the interaction may strongly impair the reliability of the subsequent inferential statistical mapping.

Several strategies have been proposed to overcome this intrinsic problem of auditory fMRI. These methods can be divided into three categories. One approach is to use silent MRI sequences, which generate a sound level far below that of the experimentally delivered stimuli. Another approach consists of strongly reducing the noise perceived by the volunteers by means of passive or active noise reduction devices. The third possibility takes advantage of the delayed onset of the BOLD signal change which follows acoustic stimulation, and thereby separate the EPI noise from the experimental stimuli.

3.2. Silent sequences for BOLD imaging

The scanner noise arises from the gradient coil, when pulses of current are passed through it for spatial encoding of the MR signal. Since the gradient coil is placed inside a strong magnetic field, a pulsed Lorenz force is induced. This force vibrates the coil structure, which in turn generates a compression wave in the air that is perceived as the “scanner noise.” Hedeen and Edelstein [25] have shown that the response of a MRI gradient system to pulsed currents is linear. As a consequence, the sound spectrum generated by a particular gradient current waveform is the product of the frequency response of the gradient system and the Fourier transform of the waveform. The principle of silent sequences is to use gradient current waveforms that contain no frequencies for which the response of the gradient coils’ transfer function is high. Such band-limited pulse shapes can be designed using soft or sinusoidal ramps for all three gradient axes [33]. This approach is not applicable to EPI sequences, but can be suitable for alternative fast acquisition techniques (FLASH sequences). This procedure can provide very strong noise reduction, reaching noise levels as low as 40 dB, at the cost of a sensible prolongation of acquisition times (several seconds for each image slice), which makes multislice acquisition difficult to realize.

A further approach to generate silent and rapid sequences
is based on the BURST technique [34,35]. A train of excitation pulses is applied during a single, constant gradient. This RF-burst generates a train of echoes that can be acquired with a second, single read-out gradient. As a result, this technique does not require rapidly switched gradients, reducing imaging noise to about 40-50 dB. Compared to EPI, silent BURST offers a nearly identical imaging speed. However, signal-to-noise is about 5 to 10 times lower than for EPI.

4. Noise attenuation

Diminishing scanner noise is possible by means of passive and active noise attenuation. The easiest solution to noise attenuation is to adopt passive devices to reduce gradient noise: the combined use of ear muffs and ear plugs can attenuate noise up to 40-50 dB, depending on the material they are composed of and the specific frequency spectrum of gradient noise. Even the best combinations of these factors are thought to be incompatible with stronger attenuations, due to the presence of noise conduction through body tissues to the middle ear. This mechanism of noise conduction is far less efficient than air conduction but can account for approximately 50 dB sound level when air conduction is reduced, and is not eliminated unless the entire body of the volunteer is isolated. So a further reduction of air conducted noise can even make the body tissue conducted noise more audible.

An alternative to passive noise attenuation is the use of active devices. In this approach, neural networks consisting of cascaded time-delays are used as predictors of feedback to an active noise control system. This latter produces phase-reversed noise emissions, the frequency spectrum of which tries to match as completely as possible the spectrum of gradient noise, leading to a partial noise cancellation. If the cancellation noise is emitted inside the earmuffs, this technique is limited in its efficacy again by the body tissues noise conduction. It is thought that cancellation efficacy higher than 20-30 dB [36] is difficult to obtain. The production of noise emissions outside earmuffs exactly phase-reversed to the gradient noise components traveling through the body is a very complex problem. In this case, however, the active noise reduction could act additively to the passive one, not being limited by body conduction and so permitting to reach noise cancellations higher than 50-60 dB [37].

4.1. Separation of EPI scanner noise and experimental noise

The third approach to the reduction of the influence of gradient noise stimulation on the activity of auditory cortex consists of separating scanner noise from auditory stimuli through a particular choice of experimental parameters. This approach takes advantage of the temporal delay separating a neural stimulation from its hemodynamic effects. Typically, the BOLD signal change induced by a neuronal stimulation appears only after a delay, on the order of seconds. And the decay of the BOLD signal to the baseline equilibrium takes at least 10 s [33,38]. The delay in the hemodynamic response function can be used to disentangle EPI noise from additional acoustic stimuli. A multislice echo-planar slab covering the auditory cortex can be sampled a few times—after an auditory stimulation, before the corresponding BOLD signal decays completely, and before the BOLD response to the gradient noise appears. Using this approach requires attention to two considerations: 1) the separation of successive acquisition blocks should be long enough to allow the auditory system to recover from the response to the preceding noise-producing EPI acquisition; and 2) the scan period should be short enough not to pick up the rising limb of the BOLD response to the gradient noise. Assuming a delay time of about 2 s between the stimulus onset and the BOLD response, and a dispersion time of about 10 s, one might use scanning times shorter than about 2 s and repetition times (TRs) of about 15 s or longer [39-42]. The intermittent scanning approach has been termed “clustered” [43] or “sparse” [44] sampling, and is similar to averaged single trial sampling modes with varying delays between stimulus and scans [28,45,46]. Using long-enough TRs, the latter technique allows for single event-related fMRI experiments in silence. An obvious disadvantage is that this procedure is very time-consuming.

A comparable approach to separating scanner from experimental noise is to deliver the stimulus prior to a continuously running EPI acquisition. That is, a stimulus is applied for a certain time, and images are acquired after the stimulus has been turned off to pick up the falling limb of the BOLD signal curve. The measured signal time course at the beginning of the continuously running EPI measurements, however, is strongly biased by the T1-related saturation caused by the rapidly applied excitation pulses. To control for the saturation decay, scans with and without preceding experimental acoustic stimulation can be subtracted. This technique has been used to map the BOLD response to the EPI noise [27], to experimental sine tones [47], and to motor tasks [48]. An elegant way to separate the T1-related decay from the significantly weaker BOLD signal change is to prepare the EPI acquisition with preceding, silent saturation pulses [49].

5. Basic auditory processing

5.1. Response to sine tones

Although gradient noise produces an unwanted activation of the auditory system and interacts heavily with experimental stimuli [27], it has been shown that speech and other acoustic stimuli produce a reliable BOLD signal even in the presence of gradient noise [50]. The BOLD response to auditory stimuli depends on many factors. Its strength
correlates positively with the sound pressure level of the experimental stimuli [51], with the subject’s attention to the stimuli [52], and with the presentation rate [53,54]. The administration of pulsed sine tones is a simple method for activating Heschl’s gyrus and the planum temporale reliably enough that pulsed sine tones have been used, even for clinical applications, to examine the binaural interaction of auditory processing.

In fact, in unilateral deaf patients, the monaural stimulation of the intact ear determines a bilaterally balanced BOLD response, with a lateralization ratio between the left and right hemispheres that is just 1.3 greater contralateral to the healthy ear. Normal-hearing subjects, on the contrary, show a strong lateralization (3.4-5.2) of BOLD response contralateral to the side of monaural stimulation. These data seem to indicate a reorganization of the auditory pathways of unilateral deaf patients.

Consistent with these findings, the BOLD response to unilateral acoustic stimulation is greater in the ipsilateral cochlear nucleus than in the contralateral cochlear nucleus, but the response in the inferior colliculus, the medial geniculate body, and the auditory cortex are mainly contralateral [55]. This difference suggests that the major decussation of the auditory pathway occurs below the inferior colliculi. These fMRI findings are consistent with electroencephalographic data [56], and are believed to subserve sound localization in space [57].

Few studies have focused on BOLD activation of subcortical structures. Most noninvasive methods for brain mapping have limited success in visualizing functional changes in the brainstem. Of these, MRI appears to have the greatest potential. The limitations are due to the small size of the structures of interest, intrinsic motion of the structures related to cardiac pulsations, and severe artifacts related to the close proximity of bone, air, vessels, and brain that have very different magnetic susceptibilities. Image acquisition modes that are gated to the cardiac cycle partly overcome cardiac motion artifacts. Using gated imaging techniques, it is possible to measure the BOLD signal within the inferior colliculi in both normal subjects [58] and patients with tinnitus [55].

Since auditory percept mainly becomes understandable through the analysis of its temporal dimension, it has become progressively clear that a special memory “module” must exist, able to provide a very short term temporal integration of single auditory events. This function, called “auditory sensory memory” or “echoic memory,” is operating even before attention, does not even require consciousness, and indications about its activity are visible in EEG exams, where it is pinpointed by the phenomenon of the “mismatch negativity” [59]. A very recent fMRI study has discovered the neural bases of the echoic memory, which has a very precise anatomic basis correspondent to the right temporal plane [60].

5.2. fMRI of human tonotopic organization

Studies performed in several species have recognized an ordered representation of sound frequencies (tonotopy) in the superior surface of the temporal lobe, in one or more tonotopic “primary-like” areas [16,61-64]. Less clear, and even sometimes controversial [65,66], the evidence of a tonotopic organization of auditory cortex in humans has been suggested by the study of auditory-evoked potentials. These studies demonstrated a posteromedial to anterolateral representation of increasing sound frequencies [67-72]. Probably the finest-tuned tonotopic mapping of the human auditory cortex was achieved at the single unit level by Howard and colleagues [73]. Using chronic microelectrodes implanted in patients for epilepsy surgery, these authors documented that the units responding to sound exhibited a frequency-dependent response pattern. The majority (~3/4) of the units manifested sharply tuned, frequency-related excitatory responses. A minority (~1/4) exhibited, instead, large receptive fields and excitatory responses to almost the entire range of frequencies. The tonotopic organization was characterized by a medio-caudal gradient related to increasing sound frequencies. Interestingly, the tonotopic representation seems to be reorganized in subjects with tinnitus [74].

PET studies suggest that regional changes in glucose metabolism and blood flow in response to a 4000 Hz sine tone stimulus lie posteromedial to those induced by a 500 Hz tone [75]. The tonotopic principle described above is supported by recent fMRI studies that found a bilateral medio-lateral, fronto-occipital, and cranio-caudal distribution in the portions of the auditory cortex which respond to different frequencies [76-82].

It is of note that most tonotopic studies have used steady-state acoustic stimuli rather than single short events, such as proposed by Yang et al. [82], although the time-related behavior of the auditory system remains largely unexplored. For instance, it is not known whether the same or distinct neuronal populations are recruited by short vs. sustained auditory stimuli. Furthermore, even using a 15-s delay in intermittent image acquisition modes, as described above (e.g., Bilecen et al. [76]) may present difficulties, because the next stimulus may interfere with prolonged post-peak undershoot components and, therefore, arrive before the hemodynamic state has fully recovered to baseline. As suggested by recent studies [83], future fMRI studies using sophisticated experimental designs, including event-related experiments, will yield a more detailed understanding of the human tonotopic organization.

5.3. Sound localization and detection of sound movement

In the brain, spatial decoding of an acoustic source relies on differences in the phase (arrival time) and the amplitude of a tone that reaches the two ears. Although the human primary auditory cortex is involved in analyzing the time structure of acoustic information [84], areas outside the
primary auditory area appear to integrate and compare the interaural phase and amplitude of binaural sound [85]. fMRI has shown that this interaction is mediated by a network of areas outside the primary auditory fields [86,87], including bilateral premotor frontal cortex and parietal cortex [88,89]. Interestingly, a recent PET study [90] found that congenitally blind subjects recruit occipital areas usually involved in visual spatial orientation to achieve spatial orientation based on auditory cues, whereas sighted subjects do not. Further PET evidence suggests involvement of frontal areas in the analysis of auditory perception of objects and their spatial localization [24].

5.4. Speech and language perception

Recent fMRI evidence suggests that the central auditory system is equipped with a voice-selective area located in the upper bank of the superior temporal sulcus [91]. This area was activated more strongly by words and speech than by unstructured noise, and was activated by pseudowords and reversed speech, suggesting a role for acoustic rather than linguistic speech perception [92]. Such an area would be analogous to the face selective areas in the nonretinotopic visual association cortex involved in the mediation of recognition of human faces [93].

fMRI studies that map the areas involved in language processing support the classic models derived from lesion studies and show strongly lateralized cortical activation of the left hemisphere in the frontal, temporal, and parietal lobes [94]. They also provide evidence for temporoparietal language processing outside the classic areas, i.e., 1) outside Wernicke’s area in the middle temporal, inferior temporal, fusiform and angular gyri; and 2) outside Broca’s area in the left prefrontal cortex. Furthermore, the left frontal areas appear to be involved in receptive aspects of language processing. More recent fMRI work, using event-related designs, distinguishes between areas involved in syntactic and semantic language processing. Whereas syntactic processes activate areas in the planum polare bilaterally and in the left frontal operculum, normal speech is associated with bilateral activation in the primary auditory cortex and in adjacent areas of the superior temporal gyrus, not in the frontal cortex [95]. These data suggest that some automaticity of the linguistic processes is involved in normal speech comprehension, and that the left frontal and both temporal cortices play a role in comprehension of syntactic information [96].

Study of bilingual subjects has shown that there are differences in the spatial localization of the two languages, depending upon the time at which the language was acquired [97,98] and that specific regions are active during language switching. In early bilingual Spanish-English speakers, the two languages are represented in overlapping areas, and the switching is associated with changes in general executive attentional systems [97]. In late bilinguals, the spatial representation of the first and second language can be separated within the language-sensitive Broca’s area of the frontal lobe [98]. However, no separation was found in the language-sensitive Wernicke’s area in the temporal lobe.

5.5. Auditory perception of emotions

The auditory system has rich connections to limbic structures and has a great ability to convey emotional contents [99-101]. Auditory recognition of fear is reduced in patients with bilateral lesions of the amygdalae [100] or hippocampi [101], limbic structures that are clearly related to emotional processing. Normal subjects engaged in a task to discriminate words based on their expressed emotional tone showed bilateral activation specifically in the right inferior frontal lobe and increased activity in the right anterior auditory cortex, as compared to neutral acoustic stimulation [102]. Threatening auditory stimuli activate the retrosplenial portion of the left cingulate gyrus [103].

In a very recent study, the simple variation of sound amplitude along time, mimicking looming sounds, has demonstrated a great potential to activate brain structures related to attention [104].

6. Future improvements in auditory fMRI research

Two main research lines appear particularly promising in the panorama of auditory fMRI research. They both concern methodological improvements, even if from very different points of view, yet converging in the common application to the auditory system and bearing the potential of a reciprocal potentiation in their results. The first promising line of research pertains to the development of MRI techniques able to reduce the stimulation of the auditory cortex from gradient noise. In this direction, the most interesting perspective appears to be the development of “silent” (or less noisy) sequences for fMRI. As discussed above, this cannot be accomplished without reducing the efficiency in image acquisition. Nonetheless, a compromise can be worked out, capable of saving as much efficiency as possible while, at the same time, reducing gradient noise.

The second line of research consists of new perspectives in the neurophysiological interpretation of fMRI data concerning the auditory cortex. As a known limitation in employing fMRI data for interpreting the regional neurophysiology, the use of “inferential” models for the statistical voxel-by-voxel analysis of temporal behavior only allows verification of the presence of those dynamics included in the models. A complete description of neurovascular phenomena, allowing one to build exact models of what happens at the neuronal level, is probably still far in the future.

An interesting alternative is to examine the data without formulating “a priori models” through methods that allow the automatic decomposition of the spatiotemporal fMRI datasets into “components” that are constrained to be independent from each other in the spatial or temporal distribu-
tion. These methods convey astonishingly important research perspectives, since they allow researchers, for the first time, to find in the data what is not known in advance, and thus cannot formalize into inferential models. While this approach is potentially applicable to many brain regions, the first application has concerned the separation of spatiotemporal clusters of activity within the temporal cortex, sorting out that two fundamental operational modes can be identified. Their differentiation in space strictly resembles the distinction between “core” and “belt” auditory processing, while the differences in their temporal behaviors highlight the tight constraints that force the auditory cortex to a careful temporal analysis of the world of sounds, where the temporal dimension of the percept assumes a role of primary importance [105-107] (Fig. 3).
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Fig. 3. Surface representation of isolated temporal lobes. A blind temporal decomposition of fMRI data from a pulsed tone stimulation in silence has been carried out through spatial and temporal Independent Component Analysis. Two main behavior models were present, showing a transient and a sustained response to tonal stimulation. These two models corresponded spatially to the subdivision between “core” and “belt” auditory processing. The sustained component (green color) corresponded to Heschl gyrus, while the transient component (red color) corresponded to the planum temporale and the planum polare. Reprinted with permission from: Seifritz E, Esposito F, Hennel F, et al. Spatiotemporal pattern of neural processing in the human auditory cortex. Science 2002;297:1706-8. Copyright 2002 American Association for the Advancement of Science.