The new city regulators: Platform and public values in smart and sharing cities

Citation for published version (APA):

Document status and date:
Published: 01/04/2020

DOI:
10.1016/j.clsr.2019.105375

Document Version:
Publisher's PDF, also known as Version of record

Document license:
Taverne

Please check the document version of this publication:
• A submitted manuscript is the version of the article upon submission and before peer-review. There can be important differences between the submitted version and the official published version of record. People interested in the research are advised to contact the author for the final version of the publication, or visit the DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page numbers.

Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please follow below link for the End User Agreement:
www.umlib.nl/taverne-license

Take down policy
If you believe that this document breaches copyright please contact us at: repository@maastrichtuniversity.nl
providing details and we will investigate your claim.

Download date: 01 Nov. 2023
The New City Regulators: Platform and Public Values in Smart and Sharing Cities
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**Abstract**

Cities are increasingly influenced by novel and cosmopolitan values advanced by transnational technology providers and digital platforms. These values which are often visible in the advancement of the sharing economy and smart cities, may differ from the traditional public values protected by national and local laws and policies. This article contrasts the public values created by digital platforms in cities with the democratic and social national values that the platform society is leaving behind. It innovates by showing how co-regulation can balance public values with platform values. In this article, we argue that despite the value-creation benefits produced by the digital platforms under analysis, public authorities should be aware of the risks of technocratic discourses and potential conflicts between platform and local values. In this context, we suggest a normative framework which enhances the need for a new kind of knowledge-service creation in the form of local public-interest technology. Moreover, our framework proposes a negotiated contractual system that seeks to balance platform values with public values in an attempt to address the digital enforcement problem driven by the functional sovereignty role of platforms.

© 2019 Sofia Ranchordás and Catalina Goanta. Published by Elsevier Ltd. All rights reserved.

1. Introduction

The digital revolution is not only a technological revolution, but it is primarily a revolution of powers and values.\textsuperscript{2} In the last decade, it has become clear that the services facilitated by digital platforms (e.g., Facebook, Airbnb, Google, Uber) were not as value-neutral, unbiased, and impartial as they originally claimed.\textsuperscript{3} Rather, digital platforms are now well-known for being self-serving, opaque, and imbued with values that determine the types of services offered, shape the interactions between users and service providers, and define who has
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a voice and who does not.4 Yet, their central role in promoting innovation and growth, creating new communication opportunities, and removing market entry barriers to small and medium enterprises is indisputable.5 Thus far, it has remained nonetheless challenging to establish the precise value created by these platforms, how the values conveyed by these platforms differ from national public values, and whether they are contributing to the emergence of a novel source of values parallel to those of domestic law and policy.6

A growing number of scholars from different fields has delved into the phenomenon of “platformisation” which seeks to convey the impact of digital platforms on cultural industries, politics, and the economy.7 Legal scholars have contributed to this body of scholarship by explaining in general terms how the growing emergence of platform power and values is threatening fundamental rights, competition rules, and democracy.8 This strand of literature has particularly delved into the shortcomings of technology (e.g., opacity, complexity, biased algorithmic decision-making or discrimination).9

---


14 Rikke Frank Jørgensen, ‘What Platforms Mean When They Talk about Human Rights’ (2017) 9 Policy and Internet 280; Lorna However, scholars may sometimes overlook that the impact of digital platforms is also experienced in the physical world at the most basic and local levels. Citizens see their neighbourhoods depleted of affordable houses due to the rise of Airbnb or alike tourist accommodation, are surrounded by e-scooters and are often affected by the accidents, urban nuisance and vandalism that has accompanied their proliferation.10 At the same time, citizens also experience the prevalence of digital platforms at other levels as the number of digital municipal services provided by sophisticated platforms grows, or they realize that the tech companies contracted by their cities collect data on every single step they take.11 The recent destruction of multiple smart lightposts in Hong Kong in August 2019 as part of the demonstrations against the local government, show the citizens’ growing rejection of this loss of privacy.12 In spite of these developments, the impact of platform power and values at local level has nonetheless remained overlooked.13 The reliance on digital technology provided by Big Tech companies (e.g., Google/Alphabet) is not only putting the protection of human rights at stake, but it is also changing the fulfilment of the mandate of public functions, particularly because of the lack of scrutiny.14 Therefore, it is
important to understand the underlying governance choices made by public authorities and the values they decide to imbue them with.\footnote{Lorna McGregor, ‘Accountability for Governance Choices in Artificial Intelligence: Afterword to Eyal Benvenisti’s Foreword’ (2019) 29 European Journal of International Law 1079, 1084.} This article addresses this gap by inquiring into the role and practices of digital platforms in urban centers in the contexts of smart cities and the sharing economy.\footnote{See Duncan McLaren and Julian Agyeman, Sharing Cities: A Case for Truly Smart and Sustainable Cities (MIT Press 2015); Anthony Townsend, Smart Cities: Big Data, Civic Hackers, and the Quest for a New Utopia (W W Norton 2013).} Both phenomena are inserted in similar recent debates on the digitalisation of urban centers, the promotion of innovation, efficient allocation of urban resources, and sustainability.\footnote{For a criticism of smart cities, see for instance, Jiska Engelbert, Liesbet van Zoonen and Fadi Hirzalla, ‘Excluding citizens from the European smart city: The discourse practices of pursuing and granting smartness’ (2019) 142 Technological Forecasting and Social Change 347; Paolo Cardullo and Rob Kitchin, ‘Smart Urbanism and Smart Citizenship: The Neoliberal Logic of ‘Citizen-Focused’ Smart Cities in Europe’ (2018) 37 Environment and Planning C: Politics and Space 813. On the sharing economy, see for instance, Andrea Geissinger, Christofer Laurell, Christina Öberg and Christian Sandström, ‘How sustainable is the sharing economy? On the sustainability connotations of sharing economy platforms’ (2019) 206 Journal of Cleaner Production 419; Koen Frenken and Juliet Schor, ‘Putting the sharing economy into perspective’ (2017) 23 Environmental Innovation and Societal Transitions 3.} Nonetheless, both sharing-economy and smart-city enabling platforms have been accused of not being as citizen-centric, sustainable, and protective of public values as they claim.\footnote{For a general overview of machine learning, see for instance Tom Mitchell et al., ‘Machine learning’ (1990) 4(f) Annual Review of Computer Science 417.} In addition, in both fields we find platforms with significant market power developed by Big Tech that have the capacity to impose their own values on public authorities. Small local smart-city and sharing-economy platforms are thus outside the present analysis, as our focus lies within Big Tech.

In the sharing economy and smart cities, platforms mediate the relationship between citizens and government, reshaping it with their private data-driven and profit-oriented values. Platforms do so because they track, collect, process, and predict information regarding cities and citizens and they support decision-making by relying on big data analysis techniques such as machine learning.\footnote{McGregor, ‘Accountability for Governance Choices in Artificial Intelligence: Afterword to Eyal Benvenisti’s Foreword’ (2019) 29 European Journal of International Law 1079, 1084.} While focused on the influence of platforms in the regulation of local values, this article seeks to touch upon a crucial question with public policy implications: What values do platforms convey in a city, and how do they differ from public values?

In answering this question, we explore the potential conflicts between private, profit-oriented platforms whose priorities are defined by shareholders and their online communities, and the heterogeneous interests of local communities, citizens (including underrepresented minorities), and public actors.\footnote{Klaus Krippendorff, Qualitative Content Analysis: An Introduction to Its Methodology (Sage 2004) 15; Marnix Snel and Janaina de Moraes, Doing a systematic literature review in legal scholarship (Boom Juridische Uitgevers 2017).} In this context, we question the limited transparency of platforms and how this undermines the task of determining the underlying platform values. From a methodological perspective, this article draws its analysis on an interdisciplinary literature review (e.g., law, communication sciences, business, public administration, new media studies) on smart cities, platform values and value creation, as well as on the qualitative content analysis of the terms of service of Airbnb and Lime, and the promotional materials used on the websites of Sidewalk Labs and IBM Smarter Cities as examples of sharing economy and smart city platforms.\footnote{See also Sara Hofman et al., ‘The Public Sector’s Role in the Sharing Economy and the Implications for Public Values’ (2019) Government Information Quarterly (forthcoming).} We argue that despite the value-creation benefits produced by digital platforms, public authorities should be aware of the risks of technocratic discourses and potential conflicts between platform and local values.\footnote{For a very brief analysis of co-regulation in the context of an earlier form of the sharing economy, see Michele Finck and Sofia Ranchordas, ‘Sharing and the City’ (2016) 49 Vanderbilt Journal of Transnational Law 1299.} It is in this context that we aim to offer a normative framework for this problem through a co-regulatory or negotiated system that seeks to balance platform and public values.

This article’s contribution to existing literature is twofold: first, it offers an innovative legal analysis of the broader impact of digital platforms on public values in the urban context (where platforms tend to have a stronger influence); second, it suggests a normative framework for the protection of public values, based on the notion of local public-interest technology as well as on the introduction of an obligation to take into account the broader impact of private services on public infrastructure.

The article is organized as follows. Section 2 briefly describes how digital platforms have evolved from their traditional role as business matchmakers to influential urban intermediaries. It first defines the notion of value, provides an overview of the values of the platforms under analysis on the grounds of their terms of service, and compares them with public values identified on the basis of literature and public policy documents. Section 3 explores the tension between platform and public values within the context of smart cities and sharing-economy services and their impact on local communities. Section 4 reflects upon the role of digital platforms in smart cities and explains how these actors are conveying their values as providers of public services, to contextualize the normative framework we propose for aligning the values promoted by digital platforms and cities. Section 5 concludes.
2. Digital platforms and their values

2.1. The emergence of the urban platform economy

In the early 1970s, students from Stanford University’s Artificial Intelligence Laboratory concluded the world’s first digital peer-to-peer transaction, using ARPANET, the Internet’s precursor network, to purchase drugs from fellow students from the Massachusetts Institute of Technology.24 Two decades later, the New York Times was writing about the first sale made on the Internet as we know it today, which entailed a transaction consisting in a Sting CD.25 With the advent of microcomputing and the rise of Internet penetration in individual households, e-commerce became the first industry that shaped the notion of digital platforms as we currently identify them, by turning the intermediation of consumer transactions into a lucrative business model. As Internet users found more familiarity in the virtual sphere, digital platforms (e.g., Google, Facebook, Twitter, eBay), already regarded as intermediaries, started providing an increasingly wider range of information society services.26 The emergence of such intermediaries contributed to the development of online transactions, as these ‘matchmakers’ hosted information, facilitated the intermediation of transactions between strangers, and matched supply and demand.27 About a decade ago, Airbnb, Uber, Lyft, and other ‘sharing-economy’ platforms (broadly defined) started relying on this technology to offer services that would allow individuals to share their apartments, vehicles or other goods with strangers.28 The sharing-economy disrupted at first existing regulated sectors (e.g., hotels, taxis) and was at the outset of significant litigation throughout the world. In the last eight years, the sharing economy, the ‘gig economy’ or the platform economy have occupied hundreds of legal scholars throughout the world.29 As national and local governments start bending or revising their legal frameworks to address the challenges of unregulated sharing or ‘gig’ services, legal literature has shifted its interest to other topics.30 However, this shift does not take into account one of the key impacts of the platform economy: sharing-economy platforms are changing the landscape of cities and have a profound influence on local values.31

Although it has been clear for almost two decades that digital platforms would change our economy, platforms have thus far been regulated as value-neutral hosts of information.32 This traditional view no longer encompasses the current impact of digital platforms on our society, economy, and politics.33 Digital platforms have become regulators, vehicles of communication, innovation, online dispute resolution, and value creation.34

Big Tech platforms in particular have become the new essential infrastructures for information, economic and political influence.35 Although this phenomenon should not come as a surprise, the growing power of private platforms at the local level is nonetheless problematic for three reasons. First, urban centers with the ambition to become smart cities are currently partnering up with Big Tech to contract not only for software, but also to implement interconnected digital sensors and systems that influence the way cities are planned, how citizens move in a city, and the type of services offered.36 While, for example, Huawei offers useful digital platforms for cities, it is also well-known that this company has been under investigation in different countries on suspicion of espionage discrimination in the Nascent Room-Sharing Economy’ (2014-2015) 67 Stan L Rev Online 121; Irina Demorath, ‘Platforms as Contract Partners: Uber and beyond’ (2018) 25(5) Maastricht Journal of European and Comparative Law 565; Christoph Busch, ‘The Sharing Economy at the CJEU: Does Airbnb Pass the Uber Test’ (2018) 7(4) Journal of European Consumer and Market Law 172; Sofia Ranchordas, ‘Peers or Professionals: The P2P-Economy and Competition Law’ (2017) 1 Eur Competition & Reg L Rev 320.


33 Van Dijck, Poel and de Waal fn 8.


36 Francisco Klausner, Tilly Paasche and Ola Söderström, ‘Smart Cities as Corporate Storytelling’ (2014) 18(9) City 307; Anthony Townsend, Smart Cities: Big Data, Civic Hackers, and the Quest for a New Utopia (WW Norton & Company 2014) 64.


27 Evans and Schmalensee fn 25.


and alleged trade-secret theft.37 This extreme example does not necessarily reflect the practices of other Big Tech companies, but it helps us illustrate the risks of a potential misalignment between public and private interests, the existence of hidden interests, and the lack of transparency of digital platforms. It is this lack of transparency that extends to the relationship between public authorities and private platforms not only in the context of public procurement and outsourcing of IT-services but also when it comes to regulated platforms. Another illustration is the relationship between Airbnb and the municipality of Amsterdam. In the early days of home-sharing in Amsterdam, the municipality celebrated a confidential memorandum of understanding with Airbnb allowing this platform to operate temporarily “beyond local law.”38 The platform was able to establish itself very quickly to the growing discontent of Amsterdam residents and attract thousands of hosts and guests. These type of arrangements or informal partnerships are also found in the context of smart cities in the mobility sector. Lime, the global leading platform for electric scooters, has recently partnered with the cities of Omaha, Detroit, and Charlotte to reduce traffic congestion. This partnership has also been designed as a pilot to test the efficacy of micro-mobility (e.g., electric scooters) to improve urban mobility. However, as this article later explains, such arrangements are not as unproblematic as they seem.

Second, as a result of the expansion of digital platforms in cities, their values and related global trends (e.g., cosmopolitan tourism) appear to have started to prevail in the context of these contractual or informal ‘partnerships’ and over national public values, resulting in the decharacterisation of neighbourhoods, exclusion of residents from the city center, and gentrification of traditional urban centers. Third, as cities become imbued with platform values, we observe a new shift in the power dynamics from public authorities to private actors that do not pursue the public interest with a certain measure of democratic legitimacy. The cooperation between public and private actors results thus not only in the privatisation of public services but also in the transformation of public values.39 This phenomenon is connected to the more general problem of misalignment of public and private interests. While both public and private entities tend to attend to the interests and needs of their customers, it is well-known they do it in very different ways.40 The boundary between the public sphere and the respective rights and duties of citizens has become thus blurred due to the growing power of digital platforms that not only offer commercial services to consumers but also disrupt once regulated services and digitise local services, reshaping the relationship between public authorities and citizens.41

2.2. Platforms as generators of values

Thus far, the notion of ‘digital platform’ has been used to depict BigTech intermediaries, whether within the realm of the ‘sharing’ or ‘gig’ economy, or outside it, for example on social media.42 The core technology transacted by these companies has been software (e.g., apps, online platforms) developed on the basis and/or for the enabling of big data collection. With the increase of functionalities performed by connected machines on the Internet of Things (‘IoT’), we advance the idea that the next generation of digital platforms will be defined by companies that add electrical engineering expertise (e.g., hardware). New digital platforms will not only be present in smartphones and other personal computing devices, but also in machines from the physical public or private space that did not traditionally include a computer and urban furniture, such as lightposts.43 This article thus uses a broader definition of ‘digital platforms’ which also includes platforms that are developed to support different types of sensors.

Before delving into the matter of what values are conveyed by digital platforms, we must acknowledge what we mean by ‘value’. ‘Value’ is a concept that can be interpreted in a plethora of ways, as it has importance for philosophy, economics, sociology, public administration and law, to name a few examples. In this article, we employ it to reflect on moral qualities, as values ‘are the principia of practical thought.’44 Given that the morality dimension implies the consideration of what is right and what is wrong,45 the notion of ‘value’ as

38 This document is available at https://www.binnenlandsbestuur.nl/Uploads/2016/2/2014-12-airbnb-ireland-amsterdam-mou.pdf (last accessed on October 7, 2019). As it was initially unclear whether Airbnb fitted within existing legal qualifications and the platform did not violate directly any national or local rules, it is important to underline that the municipality merely agreed not to enforce existing rules on tourist accommodation as regards Airbnb hosts. This position has changed considerably since 2014. The platform has signed more recent agreements with the municipality to help the latter enforce new rules that restrict the maximal rental period.
43 Some of these platforms are not new. An example is IBM, one of the oldest companies in the history of computing, see James W. Cortada, IBM: The Rise and Fall and Reinvention of a Global Icon (MIT Press 2019). See for instance Bruce Schneier, Click Here to Kill Everybody (WW Norton & Company 2018).
described in the following sections encompasses what digital platforms associate with these two directions.

When discussing values, it is equally essential to understand not only who holds the values, but also to identify the stakeholders in relation to which such values are held. On the basis of this distinction, the values of digital platforms are manifold, and reflect a diverse ecosystem of stakeholders. For instance, the value of providing affordability to a customer may come at the expense of the interests of workers hired by the platform. In another example, public institutions are supposed to be the embodiment of values endorsed by society at large (e.g. welfare), yet have an equally important interest in maintaining healthy markets.

This brings us to another necessary clarification, namely the difference between values and interests.45 To illustrate this, in their role as privately-held companies, platforms are guided by one central interest: profit maximisation.46 In itself, this may signal values such as responsibility towards shareholders. Yet, there may be other values companies adhere to, or claim they adhere to, which could potentially be – at least in some ways – contrary to their interests.46

While many taxonomies already map and classify public values,47 there seems to be no consensus regarding what may be considered as a value, whether in the public or the private sector. It could be argued that the public sector may be defined by having to represent the social values held by society at large (e.g., what society perceives as right or wrong), while in the private sector, the immediate interpretation of the concept of ‘value’ reflects the economic values of markets.50 Public and private values are nonetheless not strictly divided, as corporations should embrace social values just as much as government embraces economic values.51

Extracting values is a research exercise which may entail a wide array of methods, whether qualitative or quantitative.52 This article combines a small qualitative content analysis with a literature review to identify, analyze and compare platform values and public values.53

2.3. Platform values

2.3.1. The platform economy and its vision

The platform economy benefited from particular regular leniency in its early days. In the light of the regulatory subsidies they have received in the past decades,54 platforms have traditionally governed themselves through self-regulation.55 However, given their growing power even as private actors, platforms may even be considered as ‘norm-creating actors besides or within the state’ in a legal pluralist understanding.56 According to this understanding, platforms create their own legal orders, which complement or compete with the sovereignty of the state in making rules. From this perspective, the self-defined standards enacted by digital platforms give expression to private values which may have an economic or social nature, and are in turn aligned to the platform’s interests. These interests may be different from those of the public served by the platform, yet their imposition is possible due to disparities in bargaining power.

This section first addresses the nature of the private/self-regulatory instruments drafted by platforms, and subse-

---

51 See fn 17.
quently discusses selected examples of platform values which may be extracted from the terms of service (‘ToS’) and community guidelines of platforms that have an impact on cities. For this purpose, we have selected four representative platforms: Airbnb and Lime (as sharing economy platforms), and Sidewalk Labs and IBM Smarter Cities (as smart city platforms).

2.3.2. Voluntary and mandatory values
Norm creation by platforms takes the form of ToS, policies and community guidelines. It is also in these documents that we may find the vision that a platform would like to convey as well as the values it holds dear and imposes on its users. As their goal is to define transactional behavior, platforms employ mainly contracts as their primary self-regulatory instruments. Typically, sharing economy platforms create a contractual relationship between the platform and the user on the basis of the platform’s general terms. Once all relevant conditions are met (e.g., offer and acceptance), the standard terms delineate the rights and obligations of the parties, and in principle—though depending on the jurisdiction—the terms are binding on the parties to this contract. Due to the scale at which it is used, this contract cannot be negotiated, which results in the platform acting as a self-regulator who defines and imposes its own values onto its users. In contrast, smart city platforms negotiate contracts with local authorities, and these contracts shape the private regulatory framework governing the relationship between the transacting parties. In practice, the ability of local public authorities to truly negotiate these terms may also depend on the dimension and economic power of the city in question.

In this section, we distinguish between two types of values conveyed by platforms to the communities they serve through their services. Voluntary values reflect standards which are not required by state-made law, such as economic values arising out of the provision of customer service. Efficiency and effectiveness are in fact vital for businesses to establish a standard of care for the consumer’s needs and build their reputation as trustworthy contracting partners. In the public sector, public bodies also embrace efficiency and effectiveness as public values in order to ensure that public bodies are pursuing the public interest in the best possible way. However, voluntary values may also produce negative externalities. Consumer-oriented values may come at the expense of other stakeholder interests: to meet delivery deadlines, Amazon employees are assigned a performance rate considered by many as inhumane. Moreover, in the absence of clear public legal standards, platforms may not only embrace what is explicitly allowed, but also what is not explicitly prohibited. An example in this respect are arbitration clauses, which are always unfavorable for consumers because they restrict access to justice and impose unnecessarily high costs on resolving disputes arising out of business-to-consumer (‘B2C’) transactions. In jurisdictions where they are not prohibited, companies impose them on consumers by virtue of the ‘take-it-or-leave-it’ nature of the terms of service.

As digital platforms adapt to new regulations, compliance becomes an actively pursued interest which increases the level of protection offered to individuals, and translates into an adoption of public values into the private legal framework. With the emergence of stringent regulatory frameworks focused on individual protections (e.g., the Unfair Contract Terms Directive, the European General Data Protection Regulation), the bargaining power gap between digital platforms and users is somewhat reduced. The values promoted by platforms in their compliance efforts may be considered as mandatory values.

A subsequent question in the case of sharing economy platforms arises with respect to the nature of the contract concluded between the digital platform and the user. While the specific qualification may depend on the nature of the industry in which the platform is active, the intermediation provided by the platform is an information service. Under the framework of the European consumer protection applicable to B2C-transactions, a contract regarding an information service is considered a contract for digital content, either ‘allowing the creation, processing or storage of data in digital form’ or ‘allowing sharing of and any other interaction with data in digital form provided by other users of the service’.

What is more difficult to ascertain is the legal nature of policies and community guidelines which tend to be the source of platform values or at least the documents in which they are conveyed to the public. There are three ways in which these instruments can generally be interpreted. First, policies and community guidelines can be considered to be part of the standard terms, and thus binding to the extent allowed by national contract law. Second, they may be qualified as codes of conduct adopted by the platforms, and thus with a more limited binding force. Third, depending on the nature of the provisions referred to in the various complementary instruments, it could be argued that some clauses may be legally binding (and thus part of the standard terms), while others may not (and consequently be seen as provisions from a code of conduct). This distinction is highly relevant when dealing

61 Article 2 (b) and (c), Proposal for a Directive on certain aspects concerning contracts for the supply of digital content, COM(2015) 634 final.
with the enforcement of standards that reflect values. For instance, a value such as accountability may be expressed by a platform in its community guidelines. However, if guidelines are considered not to have any binding force, the value expression does not lead to any rights or remedies that could enforce it in practice. To illustrate these distinctions, the following section delves into the private/self-regulatory instruments employed by Airbnb, Sidewalk Labs and IBM Smarter Cities and further discusses selected provisions.

2.3.3. Platform values in terms of service and marketing materials

When users make accounts on Airbnb, they agree to the platform’s ToS, a document with almost 25,000 words which will represent the basis of their agreement. The ToS includes clauses referring to the platform’s content and reflects the intermediary nature of Airbnb, as it accounts for its relationship with hosts, but also with tenants/guests. The ToS showcase the bargaining power exercised in the transactional triangle (Airbnb – hosts – guests). For instance, Airbnb applies the same standard to both hosts and renters when it comes to content. On the one hand, Airbnb grants users a ‘limited, non-exclusive, non-sub licensable, revocable, non-transferable license’ to download and access content on the platform, including that of other users. On the other hand, the content created by members themselves is licensed to Airbnb using a ‘non-exclusive, worldwide, royalty-free, irrevocable, perpetual (or for the term of the protection), sub- licensable and transferable license’. However, when looking at the exclusion of liability clauses, Airbnb imposes exclusions not only with respect to its own obligations, but also to those of hosts. The ToS do acknowledge such exclusions may be unlawful in some jurisdictions, and thus specify that they only apply to the maximum extent permitted by law. Just like every other platform under scrutiny, Airbnb also has a privacy policy, and in addition, a copyright policy, and a cookie policy. Many of the clauses included in such policies deal with disclosures, mostly mandated by law (e.g., data retention and erasure).

A more recent type of sharing economy service that currently enjoys enormous popularity in smart cities, is that of micromobility. Popular platforms like Lime change the contractual constellation through their business model, by intermediating and providing access to a fleet of company-owned electric scooters deployed on the streets of a given city. While Uber built its business model on not purchasing cars, but rather relying on the cars of its riders, e-scooter businesses entail the ride-sharing company is the one making the entire infrastructure available to the public. This infrastructure generally consists in the digital platform (website and app), and the e-scooter fleet (including parking locations). As the consumer only interacts with the platform, both for data tracking (e.g., using the platform digital infrastructure for finding the e-scooters on a map), as well as the rental of goods, a B2C-contract arises. The rental of Lime products (the company also has a fleet of bikes, e-bikes and ridesharing vehicles) is at the core of what it calls the ‘User Agreement’, an approximately 18,000 word-long set of standard terms that overall emphasize values such as safety, the protection of minors, but also general user obligations when using the e-scooter. In addition, Lime imposes on the user the company’s release of any collective claims relating to its products, showing that whatever fairness value may be imbued in the general terms, the company tries to restrict it by limiting the customer’s access to justice. Interestingly, the User Agreement extends this release to third parties such as employees, agents or affiliates, but more importantly, it also stipulates this release to the benefit of municipalities and public entities (including all of their respective elected and appointed officers, officials, employees and agents) which authorize Lime to operate any of its Services. In other words, the standard terms consumers need to agree to before using Lime products and services exclude the possibility of bringing collective claims against public administration entities on the basis of this use.

Another point that deserves particular attention is reflected by data collection and transfers. GPS tracking as that found at the core of the Lime application is infamously sensitive, as it can trace an individual’s location history, thereby raising serious data protection (but also moral) questions. Hackers who disassemble Lime GPS modules have revealed that these are devices (micro-computers) that run on Android and have a 4G-SIM card, which entails that e-scooters are connected to the Internet. In combination with the acknowledgement that ‘Lime may disclose aggregate and other data about [the consumer] in accordance with applicable law, including, without limitation, general latitude and longitude data for [consumer] addresses (provided this would not allow any individual’s address to be separately identified)’, this may raise additional concerns. Sharing allegedly anonymized data with third parties without any further specifications may mislead consumers when using the Lime app. Especially since Lime seems to collaborate with Uber, and this collaboration entails data sharing between the two companies, transparency ought to be one of the guiding values promoted by Lime, but it is not.

63 Clause 5.4 Airbnb ToS.
64 Clause 5.5 Airbnb ToS.
65 Clause 17 Airbnb ToS.
69 Clause 5.1(iii) Lime User Agreement.
70 This clause, just as the rest of the User Agreement, is valid only to the extent it does not contravene to mandatory rules at the national level. For instance, according to European consumer law, this clause may be judicially deemed unfair according to the Unfair Contract Terms Directive, fn 58.
72 Scootertalk, see <https://scootertalk.org/forum/viewtopic.php?t=1370>.
73 Clause 10.1 Lime User Agreement.
74 Lime mentions this on its website, see <https://www.li.me/lime-uber-electric-scooter>.


It could be argued that a smart city platform like Sidewalk Labs uses technology to create urban development solutions to problems such as rising rents, traffic congestion, or air pollution. These types of projects require collaboration between the platform local government and local communities. This role places such a service provider in a different type of intermediation, whereby local government, itself unable to generate public-interest technology, outsources this process to tech companies.75 As its clients are not peers, but local governments, contractual frameworks will most likely take place under strict rules of national and local administrative law and European public procurement. These contractual terms are thus not made fully available on the company’s website which means that our value analysis is complemented here by the literature and the media discussion of specific projects developed by Big Tech platforms. This lack of transparency is also applicable to additional websites made for specific projects belonging to Sidewalk Labs, such as Replica, an urban planning tool.76 As an example of the way in which Sidewalk Lab operates, we can shift our attention to the Sidewalk Toronto project, meant to ‘shape the city’s future and provide a global model for inclusive urban growth’.77 Sidewalk published the project Master Innovation and Development Plans (MDIPs) on its website, and while it is not clear whether these are the final plans considered for implementation, this publication can be seen as an attempt to embrace transparency towards project stakeholders. In addition, by taking into account digital accessibility needs and ensuring that such plans can be read by citizens facing various physical barriers,78 another value that can be underlined is that of accessibility. As for the content of the MDIPs, Sidewalk Labs lists its own eight commitments of the Proposed Innovation and Funding Partnership, including the deployment of ‘cutting-edge technologies to improve urban life’, ‘ spur [ring] economic development’, or ‘sharing profits associated with certain technologies with the public sector’, which generally reflect economic and social values tailored to the needs of a public administration client.

The same approach is taken by IBM Smarter Cities, as it already works with cities such as Busan (Korea), Palermo (Italy), San Isidro (Argentina), San Jose (US), and Yamagata City (Japan) in the context of a pro bono system where IBM would offer consultancy on matters such as public safety, economic development, affordable housing and even social services.79 IBM Smarter Cities is the vision and set of technology solutions touting potential contributions to what it calls ‘cognitive government’ and covering policy areas such as public safety, smart buildings and urban planning. Similarly to Sidewalk Labs, IBM Smarter Cities does not target consumers, and therefore its business model does not need to account for any contractual B2C framework. Out of the areas of interests listed on its website, IBM Smarter Cities safety, social services and affordable housing can be translated into the values of citizen safety, care (welfare), and affordability, and additional values may be inferred – albeit with less clarity - from other areas of interest (e.g., economic development may or may not promote the value of equality).80

The examples of digital intermediaries we reflected upon so far in this section account for a wide range of contractual practices employed for the private governance of (mostly B2C) intermediated transactions. Where intermediaries publicize ToS, as was the case for Airbnb and Lime, we can observe a dramatic contrast between the marketing language used to entice consumers, and the overwhelmingly lengthy and carefully worded contractual clauses that primarily aim to limit the platform’s liability, and create frameworks that might appear compliant with legal standards. Yet, what are the true values and interests of the platform when drafting such terms? For instance, Lime claims that agreeing to its ToS entails giving Lime ‘the right to photograph, videotape, and otherwise record [the consumer’s] appearance and voice related to [the consumer’s] use of the Services, at any time and from time to time.’81 It is unclear what this right aims to achieve. Does it entail that the SIM cards in the GPS module can be used for recordings? The mere consideration that an important contractual clause like this may leave too much space for interpretation should raise concerns regarding the commercial intentions leading to the ToS. Lime may tout its services as ‘cleaner and less expensive than a rideshare’, or claim that it is ‘working with city, university and community partners to enable smart micro-mobility around the world’,82 thereby implying to embrace values such as affordability, collaboration and sustainability. Still, limitation of liability clauses, especially when imposed in legal systems that do not specifically prohibit them, may also show an overarching economic interest that can be said to overpower a value such as fairness. Similarly, Airbnb’s marketing speaks about ‘unforgettable trips’, ‘adventures nearby or in faraway places and access unique homes, experiences, and places around the world’,83 which may reflect values related to improving the human experience, such as increasing the livelihood of the global citizen. However, as mentioned above, this sometimes comes at the cost of other stakeholders not targeted by these values, such as locals whose cities become overcrowded by tourism, and who need to bear the negative effects of the imposed platform values. Given the nature of their services and the lack of user agreements, Sidewalk Labs and IBM Smarter Cities list values in their mission statements.84 These values are the same as...

those portrayed by the sharing economy platforms in the discussion above, yet it remains to be seen what kind of values are taken over in the contractual framework with their clients. As contracts capture the intention of the parties with respect to a specific transaction, or even within a broader context than the transaction itself, they are useful in interpreting what this intention actually is. In principle, platforms may have well-articulated visions about their role in society. However, a closer look at the values these platforms claim to support shows not only that transnational (or ‘cosmopolitan’) values are applied with disregard for national and local values but also that the implementation of platform values in their business practices may vary considerably.

In the next section, these values will be discussed in comparison with public values driven by public interest, in order to better gauge the potential conflicts emerging out of the public/private divide as applied to the context of smart cities.

3. Platform values versus public values in the smart city

3.1. Defining public values

The protection of public values is inherently linked to the pursuit of the public interest. Yet, these two concepts are distinct. The ‘public interest’ represents an ideal that changes with time and place rather than an identifiable content, it refers to the pursuit of the outcomes that best ‘serve the long-term survival and well-being of a social collective constituted public.’

Public values are those normative judgments that reflect ‘a consensus about rights, benefits, and prerogatives to which citizens should and should not be entitled to; the obligations of citizens to society, the state, and one another; and the principles on which government and policies could be based.’

Public values are thus broader than rights. For example, accountability, inclusiveness, and efficiency refer to rights that citizens may have (for example, the right to have access to certain documents or the right not to be discriminated) but they also include a moral dimension that goes beyond legal rights. Drawing on this characterisation, it is clear that any list of national public values is by definition incomplete. In this section, we focus on the public values that are particularly important for cities and we identify a set of public values that are mentioned on a regular basis in national legislation, local policy documents, and scholarship. To illustrate this point,

while each English city has its own policies and local values, the Local Government Act of 2000 states that the objective of any local authority should be ‘the promotion or improvement of the economic, social and environmental well-being of their area.’ This disposition can be interpreted as a reference to a number of public values such as affordability of public services, sustainability, inclusiveness, and promotion of the local economy.

Before delving into an overview of these public values, it is important to distinguish between the creation of public value which aims at the production of value for society and the protection of public values as such. The creation of public value is a broader approach which ensures that a public organisation meets the needs and expectations of citizens. This approach is based on the so-called ‘public value management paradigm’ which seeks to gain a legitimate mandate from citizens to pursue the public interest by advancing the efficient performance of public authorities, accountability, responsiveness to public needs, and trust. In order to achieve legitimacy, public authorities need to show that they are transparent, accountable, and open to the input of citizens. Achieving public value in the context of the digitisation of public services has been regarded as a way to improve efficiency in government, improve public services to citizens, and social values such as inclusion, democracy, transparency, and participation. Since the liberalisation movement, the conflict between individual and public values has made it more difficult to find a balance between the creation of public value in an economic sense and the protection of public values.

A first set of public values that is often mentioned in scholarship and policy documents pertaining to local public authorities refers to the quality and affordability of public services. Cities also have a particular interest in safeguarding the public values of availability, stability, and sustainability of certain services of general economic interest such as energy.

Accountability and transparency are often presented as key public values that are being affected in different ways by public authorities’ reliance on digital platforms. These two values are for example underlined as key public values of Bristol’s social policy and all ‘governance arrangements are to be
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agreed, in order to achieve transparency, and ensure accountability to all of our stakeholders, including our customers, contractors, suppliers, our partners and auditors.95

Public values that refer to public services also go beyond their quality and affordability. They also include the neutrality of their provision to citizens, that is, public authorities should be politically neutral and objective in their communication with citizens and provide services to all citizens without imposing certain political views.96 Reliance on digital platforms for the provision of public services rarely fulfils this mission. Platforms values which are primarily driven by individualism, tend not to serve the primary interests of society, but rather see public administration as a contracting client or as a hurdle that needs to be overcome, in order to have legal access to the market. For example, while Airbnb may contend that the platform aims to support local communities, it not primarily driven by this public value but by their own financial interests. A second aspect where this neutrality may easily disappear refers to the use of digital platforms in the context of smart cities to influence the behavior of citizens in smart cities, for example, through nudging techniques.97 When information is filtered, omitted or transmitted in a non-neutral way in order to influence the choices of citizens, the autonomy of citizens may be significantly affected.98 Public authorities have the duty to protect information neutrality and diversity.

A second set of public values that we often identify in legislation and policy documents have a social nature. This set includes for example inclusiveness, equality of treatment and access, affordability of (public and private) housing, safety, and the livability of cities. While these values may resonate with most of us nowadays, it is worth underlining that equality of access and treatment when it comes to public services are relatively recent public values.99 Digital platforms can on the one hand ensure that more citizens and visitors have access to digital services but on the other they may also exclude less tech-savvy citizens if the services are only available online.100 In many cities throughout the world (including Western countries) the digital divide and the limited digital literacy of many thousands of citizens is deepening inequality and excluding many residents from city services.101

The Toronto Public Service By-law mentions explicitly the need to promote diversity as an integral part of Toronto’s civic identity.102 Bristol also comprises inclusiveness as one of the key values of the city’s social value policy.103 As a consequence of the growth of Airbnb and other home-sharing platforms, investment in private houses for tourism has become such an important source of income that residents are leaving cities. While platforms values convey flexibility in housing, this has meant that poor residents living in touristic areas have been terrorized to leave their houses which will later be transformed into Airbnb-houses.

Third, economic growth and the promotion of local economy appear to be also public values highly underlined in local policy documents. For example, the city council of Bristol enhances the importance of promoting ‘the local economy, so that micro, small and medium sized enterprises and the voluntary and community sector in Bristol can thrive,’ ‘creating or promoting local employment, training and inclusive economic sustainability’.104

Fourth, Amsterdam as well as other Dutch smart cities have also enhanced the need to advance a new set of public values in recent policy documents, such as privacy, autonomy, and broad democratic participation.105 In order to protect these public values in data-driven urban contexts, local public bodies have invested in the development of ethical and data protection impact assessments and hiring their own data scientists and analysts to assess the quality of the data collected in smart cities.

To conclude, traditional cities tend to emerge as a result of a complex interaction between different elements: geography, economy, existence of raw materials.106 In the digital age, technology is transforming the planning, organisation, and governance of cities by their ability to forecast new events and needs (e.g., criminality, sustainability) and thus better allocate city resources.107 However, technology should nonetheless be used to pursue these values and not the other way around.

---
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3.2. Balancing platform values with city values

At first sight, digital platforms privilege specific values in the platform economy: convenience and short-time access over long-term engagements, flexibility over stable employment, sharing of information, objects, and experiences over ownership and discretion. Platforms in the sharing economy also claim that they promote sustainable transactions. Many citizens have come to accept these values and, in most cases, national and local governments have found a way to regulate them without interfering with the essence of these services. To illustrate, in most cities Airbnb hosts are allowed to rent rooms to tourists without obtaining a license as long as they do so only for a short period of time. Airbnb also claims on a regular basis that they provide ‘healthy, diverse, inclusive and sustainable’ travel and aim to benefit ‘all of its stakeholders, including [...] communities’.

Despite this appearance of harmony with local communities and possibly their values, the platform economy is one of the different urban contexts where we observe the expansion of platform values. Legal literature has nonetheless not yet discussed the broader phenomenon underlying the advancement of platform values at local level. This is particularly important as it has become clear that platform values are not always aligned with national or local values established in existing legal frameworks. Local residents may not wish to benefit from the flexibility and cosmopolitan interaction that Airbnb or other platforms seek to promote. Rather, the safety, affordability, and family-friendliness of their neighbourhoods may be the values that they prefer to hold on to and have entrusted their local representatives to protect.

In addition, digital platforms seek to advance more than economic values. As important vehicles of news, advertisement, and political influence, digital platforms also appear to have intrinsic values regarding for example hate speech, voting behavior, sustainability, and the protection of human rights. These values are implicitly or explicitly listed in large platforms’ community guidelines. Platforms advance these values for example through the promotion of messages to their users on online community forums or the publication of codes of conduct (e.g., Airbnb’s Non-discrimination policy). Platforms encourage users who detect content contrary to their ‘values’ to report it and enforce it themselves by sanctioning users with the removal of content or shutting down accounts. The promotion of platform values is nonetheless problematic for several reasons: first, it is unclear what the nature and relevance of these values are. As platforms become essential infrastructures for communication, business, social and political influence, platform values are starting to affect the public sphere and the public interest. However, here a second problematic aspect arises: platform values may differ from national values. In a certain jurisdiction, the legal and social acceptance of renting out (even if only sporadically) apartments to strangers or even the definition of ‘hate speech’ may be perceived in very different terms from those adopted by a platform’s online community guideline. Despite the alleged good intentions of platforms, the merit of many of their initiatives to reduce discrimination, and their attempt to take into account local customs, the law and values of platforms are not always aligned with the law and values of the land. This tension has become particularly challenging in the last years as platforms started playing a growing role in the provision of public services (e.g., crowd-management), for example, in the context of smart cities.

In smart cities, IBM, Sidewalk Labs (a subsidiary of Alphabet to which Google also pertains) or Huawei collect and process personal and urban data through Internet-of-Things, big data, and algorithms. In Toronto, Sidewalk Labs is designing a new district to ‘tackle the challenges of urban growth’ that would collect data from a wide range of sources to facilitate mobility, logistics, and sustainability solutions. In April 2019, the Canadian Civil Liberties Association sued Waterfront Toronto, the publicly funded entity responsible for the project, and the Canadian government at three levels (federal, provincial, and municipal powers) over this plan. This innovative plan has been shrouded in secrecy and opacity and has been accompanied by raising concerns (for example, the limited protection of the privacy of Toronto residents). The media has reported that resigning members of the Waterfront Toronto and the civil society are particularly concerned with the protection of Canadian values and the fact that Sidewalk Labs is the one defining the values fed into the digital technology employed in the city rather than democratically elected officials. Toronto is one of many examples analyzed in this article, of a controversial partnership where digital platforms seek to interfere with local values by promoting a technocratic discourse that is susceptible of violating important public values (e.g., privacy and autonomy of citizens) and the limit the participation of less tech-savvy citizens.

In the last decade, a growing number of cities and local authorities have embraced digital technology either to improve the efficiency and sustainability of their services or with the ambition to transform their urban centers into so-called ‘smart cities’. Since there is no consensual definition of ‘smart city’—and this article does not only focus on smart-city platforms—we will refer to urban centers that rely more generally on digital platforms to improve the quality of living of their citizens and visitors as ‘digital cities’.
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In a smart city, citizens and visitors can use different digital platforms to obtain both public and private services (e.g., finding tourist accommodation, identify the fastest route to go from one point to the other). Thanks to platforms, citizens have become more mobile, several services are more convenient, and cities have the potential to become more sustainable. However, public authorities may only collect this data, contract with private tech companies providing information services, and regulate local services to promote tourism in the strict pursuit of the public interest and safeguard of public values.

4. Normative approaches to public-private values supporting local public-interest technology

The rationale behind the existence of public administration is to give an institutional setting to the enactment of public values in society. As seen in Section 3, these values shape public policy, public morality, and define various groups of individuals and their preferences. Within an increasingly digitised society, public values are at risk from two perspectives. First, Big Tech may replace public values with private values, which may be opaque and undesirable. Second, by enforcing privately-held socio-legal standards, Big Tech may be seen to compete for the sovereignty of law-making. Each of these points will be discussed below, in order to propose new theoretical and practical solutions for the tensions that we have seen to arise between the public and the private spheres.

Throughout this article we have tried to give illustrations of both public values and platform values. At first sight, these two notions seem to clash when platforms present themselves as guardians of public values: fairness and equality as legal standards and public values will not be interpreted in the same way by the private sector. A telling example in this respect are the lengthy exclusion or limitation of liability clauses that companies like Airbnb and Lime unilaterally impose on their customers. If a property on Airbnb or a Lime e-scooter have a hidden defect that causes a loss to their respective landlords or renters, the law deems it fair for the victim to have a means of both a remedy and an action for them to be placed in a position where the loss would not have occurred. Yet in their ToS, both companies take any precaution possible not to be held liable for losses that mandatory law may impose on them. Therefore, they try to exclude their potential accountability.

However, in other ways, private and public values may be very similar, if not complementary. The sharing economy is said to have led to the creation of a market niche that promotes sustainability because of its increasing profitability. If additional mandatory values are imbued in the private sector through top-down regulation (e.g., fuel-related limitations and restrictions), sustainability may very well become a shared value. Additional private values we identified earlier, such as collaboration or affordability, may be associated with the public values of participation and citizen care (welfare), as citizens are expected to actively contribute to democratic decision-making or standard setting. Moreover, the dynamics between values and the interests of institutions or companies upholding them have similarities as well. On the one hand, private values try to reconcile customer centricity with the inherent economic interests of a given business. On the other hand, public values are caught in between the promotion of the greater good of society and the political influence exercised on this process.

We thus posit that in order to better understand how the private values of Big Tech platforms and the public values of state institutions interact and affect one another, it is necessary to move from a narrative of opposition to a model of complementarity at a level which goes deeper than existing approaches to co-regulation. Differences in interests do not always generate differences in values, and if digital platforms see municipalities as more than clients, but as co-creators of business opportunities which benefit local communities, this can shape a new model of local public-interest technology, dependent on the values shared by both platforms and local authorities. Any transportation company, not just Lime, will make safety one of its core values, because its profits depend on public trust, which can be broken easily. Traffic rules and standards adopted by national and municipal authorities performance or inadequate performance by the seller or supplier of any of the contractual obligations, including the option of offsetting a debt owed to the seller or supplier against any claim which the consumer may have against him.
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equally reflect safety as a value, as do sanctions meant to enforce them. By following a narrative that divides values into public versus private, there is no room left for reflecting on how the private sector can strengthen the public sector and vice-versa. Indeed, there are many risks that need to be carefully considered when blurring this line, and we critically explored some of them in Section 3. As we have explained above, one of the arguments against digitalizing public infrastructure through private services has been that platforms may reshape public values in smart cities and advance a technocratic discourse that may exclude a number of underrepresented groups and less tech-savvy citizens. Yet, exclusion is not only a problem associated with the Big Tech platforms of the 21st century, given that exclusion arising out of technology adoption often reveals more traditional causes, such as ‘inequality and social exclusion in the e-society are partly rooted in the capability to access and use information rather than just in the access to technological resources’.  

This brings us to the second point of this normative section. As functional sovereigns, digital platforms not only generate the private economic and legal standards that define their interaction with the users and thus society at large, but they are also the administrators of these standards. In the Airbnb example mentioned earlier in this paper, the need behind an agreement between Airbnb and the municipality of Amsterdam arose out of the convergence of two general interests. On the one hand, Big Tech companies want to retain as much independence as possible in setting their own limits to products and services. On the other hand, municipalities simply do not have the capacity to enforce all their rules in the platform age as this would involve in some cases daily door-to-door inspections to verify who is renting their house legally and who is not. If municipal regulations limit the number of days for which a home may be rented out, or imposes licensing requirements, the consistent and fair enforcement of such standards is impossible, because the resources necessary for digital monitoring and e-enforcement are at the moment too high. Moreover, local government may not have access to platform data, which renders monitoring attempts somewhat powerless. In consequence, local government needs to collaborate with digital platforms just as much as digital platforms need the support of local government. As Cohen and Sundararajan put it, ‘digital platforms [should be utilized] as partners in the regulation of exchange, rather than […] as adversaries or entities that require governmental regulation.  

The approach we propose consists in the creation of a legal framework to facilitate this collaboration. Numerous technology companies aim to disrupt the market with aggressive business models which take advantage of legal uncertainty. This is in some cases possible because laws that were made to fit other decades need time to be adapted by the judiciary or by law-makers, and disruptive innovation thrives – at least temporarily – in this uncertainty. Evidently, legal uncertainty cannot be fully removed, but it can be improved. One such improvement we propose is the creation of a legal framework at municipal level for technology companies launching new products and services that have a direct impact on public infrastructure (and thus on public values). This legal framework can, instead of regulating specific technologies, focus on a legal duty to negotiate the conditions of the economic activity with the municipality in good faith. In the case of SideWalk Labs and IBM Smart Cities, this is already happening. As the public sector takes on the role of customer, success stories have already developed, such as the case of government-driven sharing economy services in Seoul. This does not mean, however, that success comes without criticism. According to Hofmann et al., in the sharing economy setting, the public sector is dependent on the functionality of the provider, and this dependency ‘can endanger the robustness of the public sector’. However, these arguments can be made for any functionality that is outsourced by local government through tendering procedures (which may very well apply to digital services), including services as trivial as catering for the employees of a given municipality. On a positive note, outsourcing infrastructural needs (e.g., micromobility, urban planning) for data-driven solutions has a wealth of benefits. Firstly, cities would be able to have access to state-of-the-art services they do not have the resources to design internally, and could thus better serve communities. As an example, bike-sharing schemes can be a saving service for large cities that struggle with air pollution and traffic congestion: in 2018, Romanian company Pegas launched its bike-sharing system consisting in the deployment of over 2000 bikes in predefined parking spaces, with the goal of improving the livelihood of locals and tourists alike, while promoting sustainable urban mobility, which the municipality of Bucharest tried to achieve on earlier occasions with limited success. Secondly, digital platforms can generate new business models in the form of public-interest technology provided to public authorities instead of to consumers or other businesses. Public-interest technology is an umbrella term for a plethora of options bringing together technologists and public administration, and its burgeoning significance for the convergence of public and private.
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interests raises a multiplicity of additional questions for legal and interdisciplinary research. Lastly, public-private partnerships where the different parties have the real ability to discuss terms and their underlying values can help promote mandatory values more consistently in order to protect the public values that may be at stake with the rise of data-driven innovation.

5. Conclusion

Nowadays, most digital services are built around platforms, which we understand to be a digital system that reduces transaction costs by organizing decentralized information, matching supply and demand, and allowing for different forms of collaboration. This broad definition of platforms that we have used in this article primarily encompasses the emergence of the digital platform business model which has disrupted the economy (e.g., Airbnb disrupted the tourist accommodation sector) and shifted firms’ competition models to data-driven systems. This concept also includes at least two types of platforms that are becoming increasingly visible in cities: digital platforms developed for smart cities and ‘sharing-economy’ platforms.

New digital platforms can be used for municipal management, public safety and environmental protection, as well as smart transportation, smart government, smart education, and smart agriculture. While the power of platforms has been comprehensively analyzed when it comes to its global impact, the legal literature has so far only superficially touched upon what this power means for the local values represented and implemented by local authorities. Sharing economy and smart city platforms are, to this extent, two telling examples.

After establishing the theoretical framework relating to the notion of value, in this paper we provided an overview of selected private values extracted from the ToS and marketing materials of four different platforms: Airbnb, Lime, Sidewalk Labs and IBM Smart Cities. We then scrutinized interdisciplinary academic scholarship as well as an illustrative number of documents compiled by local authorities, to define and exemplify public values, and to critically address the potential conflict between the public and private value divide, with a specific emphasis on the interests of local communities.

We argued that regardless of the value-creation benefits produced by digital platforms, public authorities should be aware of the risks of technocratic discourses and potential conflicts between platform and local values. In this context, we suggested a normative framework focusing on two points: departing from values shared by platforms and authorities, in order to shape a new kind of knowledge-service creation, namely local public-interest technology; and addressing the digital enforcement issue driven by the functional sovereignty role of platforms, by proposing a negotiated contractual system that seeks to balance platform values with public values.

While the example of smart and sharing cities provides a resourceful starting point in the advancement of the public-interest technology, this concept is still in its infancy and more research is necessary to determine its meaning, scope, and implications for society. The same can be said for the need to elaborate on new models of negotiated regulation and co-regulation that can bring together platforms and local authorities on the basis of their shared values and guarantee a closer alignment of platform and public values.
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