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I. Introduction

‘How do you sustain a business model in which users don’t pay for your service?’ This question was addressed by Utah Senator Orrin Hatch to Facebook CEO Mark Zuckerberg during his April 2018 US Senate hearings. Zuckerberg’s answer – which even became a viral meme – was succinct: ‘We run ads’. This is an accurate description of the Internet’s most common business model: revenue eventually follows the number of users. This was the case for Google, Youtube, and as Zuckerberg testified, for Facebook.

There has already been a lot of speculation about how Facebook uses the hordes of marketing data it gathers from its users. However, it was not until the Cambridge Analytica scandal, during which Facebook’s inconspicuous data sharing practices were shown to have a much darker side. By allowing a third-party app to tap into the data of over 87 million users, Facebook is said to have been an accomplice to the psychological profiling which allegedly influenced the outcome of elections in both the United States and in the United Kingdom, according to whistleblower Christopher Wylie. Whether this social engineering campaign was successful remains highly controversial. Yet what is certain is that blowing the whistle on Cambridge Analytica has led to a harsh public scrutiny of Facebook practices, from moral, economic, and not least, legal perspectives.

As this public scandal ensued right before the much-anticipated entry into force of the General Data Protection Regulation (GDPR), immediate legal questions of data protection arose, especially in the light of regulatory comparisons between the United States (US) and the European Union (EU). The pervasive role of informed consent for data processing has been extensively covered in data protection scholarship, and the same can be said about Facebook’s failure to adequately apply this standard in transactions with its users. Belgian, French, Spanish, Dutch and German data protection authorities are only a few of the public institutions starting proceedings against Facebook for different violations of the legal standard of informed consent, an illustration being the platform’s use of social media plug-ins on third party websites which tracked the surfing behaviour of Facebook users without their explicit consent to this use of their data.

The importance of a party’s consent from a private and implicitly consumer law perspective, interpreted as the contractual intention to be legally bound, has received much less attention in the social media context, where it can be analysed under the question of substantive fairness in individual
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4 See In 2, 154.
10 Ibid. See also Stephanie De Smedt, ‘Facebook Loses the First Round of Its Battle with the Belgian Privacy Commission’ (2015) 1(4) European Data Protection Law Review 293.
contract terms\textsuperscript{11} or the question of unfairness of commercial practices.\textsuperscript{12} It is this latter viewpoint we depart from in our paper, as its material scope potentially brings together standards of consumer and data protection which have otherwise been developed in isolation from one another.\textsuperscript{13} In doing so, our paper aims to understand whether Facebook practices through which user consent was collected for the purpose of Cambridge Analytica’s political profiling can be considered as unfair under the Unfair Commercial Practices Directive (UCPD), and what challenges this Directive faces when applied to data-driven industries it was not designed for.

Our analysis is a doctrinal inquiry built on the following structure. Section 2 describes Facebook practices and general terms and conditions governing the data shared with companies working for Cambridge Analytica. This Section includes both a technical description of the Graph Application Programming Interface (API), so readers can become familiar with the mechanics of data sharing as employed by Facebook, with particular reference to the Cambridge Analytica incident. While unusual for legal scholarship, discussing selected computer science literature is vital in informing the application of the UCPD to the social media industry. Given the limited technology literacy that not only policy-makers, but also legal scholars generally suffer from, technology insights are necessary to better equip the latter in comprehending the increasing complexity of the impact technology has on society. Section 3 looks into the UCPD and highlights its main features as well as the main challenges posed by its application to an industry that was in its infancy at the moment of the UCPD’s adoption. This part also looks at the black list annexed to the UCPD to discuss whether there are any Facebook practices which may, in any case, be deemed unfair. Section 4 discusses the harmonisation issues affecting the enforcement of the UCPD, and raises some coordination questions linked to European data protection policies. Section 5 presents our conclusion.

II. Facebook Practices and General Terms: Cambridge Analytica As a Case Study\textsuperscript{14}

Cambridge Analytica was a UK-based company claiming to use data to change audience behaviour either in political or commercial contexts.\textsuperscript{15} One of the key points in the Cambridge Analytica whistleblowing conundrum is the fact that it shed more light on Facebook data sharing practices which, unsurprisingly, have been around for a while.\textsuperscript{16} To create psychometric models which could allegedly influence voting behaviour,\textsuperscript{17} Cambridge Analytica used the data of around 87 million users,\textsuperscript{18} obtained through Facebook’s Graph API, a developer interface providing industrial-level access to personal information.\textsuperscript{19} The data was gathered and processed for psychometric profiling by Alexander Kogan, a Cambridge University-affiliated academic, and his company, Global Science Research (GSR). Both testimonies by Zuckerberg and Kogan helped reveal business practices used by Facebook and respectively the companies Cambridge Analytica hired to collect data.\textsuperscript{20} However, a lot of the relevant information on how these practices are made possible by current platform protocols was simply not touched upon, leading many to criticise the ausrete level at which policy-makers, media and many other stakeholders understand technology and data flows.\textsuperscript{21} This section is dedicated to filling this information literacy gap by explaining how the Graph API works and how this knowledge can help identify specific Facebook general terms and practices which are relevant for the UCPD.

1. The Graph API

To harvest Facebook data, Kogan made an app that was deployed on Facebook – the GSR app, named after his company.\textsuperscript{22} While only 270,000 people used this app, Kogan managed to amass the data of over 87 million users through the Facebook Graph API. Accessing information from users’ friends is a powerful approach that allows developers to gather data about large groups of Facebook users with relatively few permissions,\textsuperscript{23} by using access tokens. According to Facebook, an access token is ‘an opaque string that identifies

\begin{enumerate}
\item See in 16.
\item See in 1; UK Parliament Digital, Culture, Media and Sport Committee (fn. 17).
\item Kogan acknowledged that for harvesting information for Strategic Communication Laboratories – Cambridge Analytica’s affiliated company – he hired a market research recruitment company: ‘We asked a company that specialises in recruiting people to fill in a survey; in the survey, there was a ‘Logon’ button which participants clicked and authorised the data’, see UK Parliament Digital, Culture, Media and Sport Committee (fn. 17).
\item To put this in perspective, in 2014, the average Facebook user had 350 friends, see Marketing Charts, ‘18-24-Year-Olds on Facebook Report An Average of 649 Friends, Up From 510 Last Year’ (Marketing Charts, 10 March 2014) <https://www.marketingcharts.com/digital/41233>. At that moment, Facebook had 1.23 billion active users, see Protalinski, ‘Facebook passes 1.23 billion monthly active users, 945 million mobile users, and 737 million daily users’ (The Next Web, 29 January 2014) <https://thenextweb.com/facebook/2014/01/29/facebook-passes-1-23-billion-monthly-active-users-945-million-mobile-users-737-million-daily-users/>. Theoretically, one could have had access to the entire pool of Facebook user data with only 3.5 million permissions.
\end{enumerate}
a user, app, or Page and can be used by the app to make Graph API calls.\(^\text{24}\)

The first version of the Graph API (v1.0), launched in 2010 and up until 2015, could be used to not only gather public information about a given pool of users, but also about their friends. In addition, it also granted access to private messages sent on the platform (see Table 1 below).\(^\text{25}\) The amount of information belonging to user friends that Facebook allowed third parties to tap into is generous by any measure. The 'extended profile properties' permission facilitated the extraction of information about: activities, birthdays, check-ins, education history, events, games activity, groups, interests, likes, location, notes, online presence, photo and video tags, photos, questions, relationships and friendships, religion and politics, status, subscriptions, website and work history. Extended permissions were said to be changed in 2014, with the second version of the Graph API (v2.0), which suffered many other changes since.\(^\text{26}\)

### Table 1 – Facebook application permissions and availability to API v1 (x) and v2 (y)

<table>
<thead>
<tr>
<th>Permission Group</th>
<th>Permissions</th>
<th>Profile Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public profile (default)</td>
<td>public-profile(x)</td>
<td>id, name, first-name, last-name, link, gender, locale, timezone, updated-time, verified</td>
</tr>
<tr>
<td>App friends</td>
<td>user.friends(y)</td>
<td>bio, birthday, education, first-name, last-name, gender, interested-in, in languages, location, political, relationship-status, status, religion, quotes, website, work.</td>
</tr>
<tr>
<td>Extended Profile Properties (xP)*</td>
<td>friends/about_me(x), friends/actions(x)</td>
<td>about_me, actions, activities, birthday checkins, history, events, games-activity, groups, home-town, interests, likes, location, notes, online-presence, photo-video-tags, photos, questions, relationship-details, relationships, religion, politics, status, subscriptions, website, work-history.</td>
</tr>
<tr>
<td></td>
<td>friends.activities(x), friends.birthday(x)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>friends.checkins(x), friends.education(x)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>friends.event(x), friends.games(x)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>friends.group(x), friends.homework(x)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>friends intéress(x), friends.likiss(x)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>friends.location(x), friends.notes(x)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>friends.online-presence(x), friends.photo-video-tags(x)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>friends.photos(x), friends.question(x)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>friends.relationship-details(x),</td>
<td></td>
</tr>
<tr>
<td></td>
<td>friends.relationship(x), friends.religion(x)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>friends.stat(x), friends.unsprention(x)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>friends.website(x), friends.work(x)</td>
<td></td>
</tr>
<tr>
<td>Extended Permissions (xP)*</td>
<td>read.mailbox(x)</td>
<td>inbox</td>
</tr>
</tbody>
</table>

On the user end, Facebook Login is an access token which allows users to log in across platforms.\(^\text{27}\) The benefits of using access tokens are undeniable: having the possibility to operate multiple accounts using one login system allows for efficient account management. The dangers are equally clear. On the one hand, one login point (with one username and one password) for multiple accounts can be a security vulnerability. On the other hand, even if Facebook claims that the user is in control of the data shared with third parties, some apps using Facebook Login – for instance Wi-Fi access in café’s, or online voting for TV shows – do not allow users to change the information requested by the app, creating a ‘take it or leave it’ situation.

On the developer end, access tokens allow apps operating on Facebook to access the Graph API. In this context, developers are individuals or companies making applications used on Facebook, such as games (e.g. Cityville, Sims Social) or social apps (e.g. MyCalendar). Access tokens perform two functions: (i) they allow developer apps to access user information without asking for the user’s password; and (ii) they allow Facebook to identify developer apps, users engaging with this app, and the type of data permitted by the user to be accessed by the app.\(^\text{28}\) Understanding how Facebook Login works is essential in clarifying what information users are exposed to right before agreeing to hand their Facebook data over to third parties. The way in which Facebook communicates this information to its users in its standard terms is equally discussed below.

### 2. Facebook’s General Terms Relating to Data Sharing

As can be seen when browsing through Facebook’s Terms of Service, consent seems to be at the core of Facebook’s interaction with its users. This being said, it is impossible to determine, on the basis of these terms, what kind of data Facebook shares with third parties and for what purpose. There are two main sources of general terms that can help create a picture of how Facebook governs data sharing with third parties: the Terms of Service, also known as the Statement of Rights and Responsibilities, and the Data Use Policy.

These terms may be unilaterally changed by Facebook at any moment in time. For the analysis below, we used standard terms dated 30 January 2015, which had not been reviewed since 15 November 2013. These are the applicable terms to any contractual relation between Facebook and the users affected by the Cambridge Analytica data sharing incident, as the latter took place during 2014. We retrieved the terms using the Wayback Machine.\(^\text{30}\) For convenience purposes we provide the reader with the most relevant excerpts of these policies.

The Terms of Service deal with data sharing in clauses 2(3) and 2(4):\(^\text{31}\)

2. You own all of the content and information you post on Facebook, and you can control how it is shared through your privacy and application settings. In addition:

[...]

3. When you use an application, the application may ask for your permission to access your content and information as


\(^\text{26}\) It has been revealed, however, that contrary to Facebook’s official claim that it has changed the extended permissions, it was still maintaining them to share friends’ data with developers, see BBC, ‘Facebook accused of striking ‘secret deals over user data’’ (London, 5 December 2018) <https://www.bbc.com/news/technology-46456693?ns_mchannel=social&ns_campaign=bbcsnews&sociaflow_facebook&ns_source=facebook>. See also Facebook Graph API ChangeLog, <https://developers.facebook.com/docs/graph-api/changelog/>.

\(^\text{27}\) See fn 25.

\(^\text{28}\) Hanna Krasnova, Nicole Eling, Olga Abramova and Peter Buxmann, ‘Dangers of “Facebook Login” for Mobile Apps: Is There a Price Tag for Social Information?’ (35th International Conference on Information Systems, Auckland, 2014), 3. Facebook access tokens are technically based on an industry-standard protocol for authorisation, see <https://oauth.net/2/>.

\(^\text{29}\) Facebook Login, <https://developers.facebook.com/docs/facebook-login/overview>.


\(^\text{31}\) Ibid.
well as content and information that others have shared with you. We require applications to respect your privacy, and your agreement with that application will control how the application can use, store, and transfer that content and information. (To learn more about Platform, including how you can control what information other people may share with applications, read our Data Policy and Platform Page.)

4. When you publish content or information using the Public setting, it means that you are allowing everyone, including people off of Facebook, to access and use that information, and to associate it with you (i.e., your name and profile picture).

These clauses appear to establish Facebook as a user-centric platform that wants to give as much ownership to its customers, while making them aware that posting on Facebook might be public depending on the settings employed. From a property law perspective, users do not hold any rights in rem over the data they produce, meaning they cannot per se own their data.32 Contractually speaking, clause 2 tries to delineate the type of data users have control over, namely 'all the content and information' a given user posts on Facebook.

The platform also acknowledges that users can interact with applications developed by third parties, in which case they must give their consent, allowing applications to subsequently access their information, as well as friends' information. There is no list of what that information is, no example, and no reference to any other resource in that respect.

Moving on to the Data Policy, its preamble already contradicts some statements in clause 2(3) above:

Remember that these games, applications and websites are created and maintained by other businesses and developers who are not part of, or controlled by, Facebook, so you should always make sure to read their terms of service and privacy policies to understand how they treat your data.

Whereas the Terms of Service specify that Facebook would have some privacy controls over third-party apps, this is not acknowledged in the Data Policy, which in fact warns users that Facebook has no control over how third-party apps use their information. Facebook claims it 'requires' third parties to respect user privacy. This means Facebook does more than simply inform third parties about privacy requirements, but it imposes conditions for third parties to comply with. However, the Terms of Service do not mention what exactly these conditions are, and the Data Use Policy is silent on this matter. The first part of the Policy is called 'Controlling what information you share with applications', and it tells users that apps are granted access to user IDs, friends' user IDs and public profile information:33

When you connect with a game, application or website – such as by going to a game, logging in to a website using your Facebook account, or adding an app to your timeline – we give the game, application, or website (sometimes referred to as just “applications” or “apps”) your basic info (we sometimes call this your “public profile”), which includes your User ID and your public information. We also give them your friends’ User IDs (also called your friend list) as part of your basic info.

Your friend list helps the application make your experience more social because it lets you find your friends on that application. Your User ID helps the application personalize your experience because it can connect your account on that application with your Facebook account, and it can access your basic info, which includes your public information and friend list. This includes the information you choose to make public, as well as information that is always publicly available. If the application needs additional information, such as your stories, photos or likes, it will have to ask you for specific permission.

The Apps setting lets you control the applications you use. You can see the permissions you have given these applications, the last time an application accessed your information, and the audience on Facebook for timeline stories and activity the application posts on your behalf. You can also remove applications you no longer want, or turn off all Platform applications. When you turn all Platform applications off, your User ID is no longer given to applications, even when your friends use those applications. But you will no longer be able to use any games, applications or websites through Facebook.

In Table 11, Symeomidis et al. highlighted four categories of data Facebook has been granting developers access to, based on the access token authentication permissions: 'public profile', 'app friends', 'extended profile properties' and 'extended permissions'.34 This Data Use excerpt only covers two categories: 'public profiles' and 'app friends'. No mention is made in the text of the Data Use Policy about the 'extended profile properties' or 'extended permissions', which mine much more than just public information (e.g. profile activity, likes, private messages).35

The same discrepancies can be noted in the second part of the Data Policy called ‘Controlling what is shared when the people you share with use applications’:36

Just like when you share information by email or elsewhere on the web, information you share on Facebook can be re-shared. This means that if you share something on Facebook, anyone who can see it can share it with others, including the games, applications, and websites they use.

Your friends and the other people you share information with often want to share your information with applications to make their experiences on those applications more personalized and social. For example, one of your friends might want to use a music application that allows them to see what their friends are listening to. To get the full benefit of that application, your friend would want to give the application her friend list – which includes your User ID – so the application knows which of her friends is also using it. Your friend might also want to share the music you “like” on Facebook. If you have made that information public, then the application can access it just like anyone else. But if you’ve shared your likes with just your friends, the application could ask your friend for permission to share them.
You can control most of the information other people can share with applications they use from the "Apps" settings page. But these controls do not let you limit access to your public information and friend list. If you want to completely block applications from getting your information when your friends and others use them, you will need to turn off all Platform applications. This means that you will no longer be able to use any third-party Facebook-integrated games, applications or websites. If an application asks permission from someone else to access your information, the application will be allowed to use that information only in connection with the person that gave the permission, and no one else.

No reference to the 'extended profile properties' is made here either, and on the basis of this part of the Data Use Policy, users might be led to believe that sharing their information on Facebook is a matter of whether they set their profile on public or private. No clarification is given as to how information is used by applications that gather data for purposes other than reusing them for Facebook personalisation, such as commercial psychometric measurements.

3. Three Problems with Facebook Practices

Having explored the applicable Terms of Service and Data Policy in detail, three problems with Facebook practices can be identified: the collateral damage problem, the ownership problem and the commercial sharing problem.

First, the ‘extended profile properties’, available via the Graph API between 21 April 2014 and 30 April 2015, as well as the ‘extended permissions’, valid between 30 April 2014 and 7 August 2016 have led to what Symeonidis et al. call the collateral damage problem. Facebook has knowingly been exposing users to data shared with third parties, and did not inform them of important categories of these sharing permissions, neither in the Terms of Service, nor in the Data Use Policy. Users were only made aware of the content and information sharing taking place under the Graph API permissions called ‘public profiles’ and ‘app friends’. As has been reported by media, as well as by Kogan’s testimony, the data collection undertaken by companies affiliated with Cambridge Analytica took place during 2014, when Facebook was experimenting with versions 1 and 2 of the Graph API, which made the unlawful collection of such a wide-ranging dataset possible.

Second, from the user’s perspective, it is unclear who has what control over which data, leading to the data ownership problem. The Terms of Service clearly state that any content or information posted by a user on Facebook is owned by said user; in other words, the user controls what happens to the information they share. However, the Data Use Policy seems to make it equally clear that other users have the practical possibility of sharing information that was in turn shared with them. This begs the question: how can Facebook contractually establish so-called data ‘ownership’ for each of its users, if that data can be freely shared by their friends as well? To give a concrete example, according to Kogan, over 270,000 users were hired by a marketing agency to fill in a questionnaire they could access with their Facebook accounts. These users proceeded to sharing not only their own information with Kogan’s app, but also the information of their friends. If Kogan’s app made use of the ‘extended profile properties’ and ‘extended permissions’, it could access content users had made private, and it could even read their private messages. The data ownership problem highlights the flawed contractual architecture used by Facebook. If a user may share their friends’ private information, this is inconsistent with the notion of control over shared data, bearing on the question of where to draw the line when determining which user has control over which data.

Third, the Data Use Policy focuses on social sharing, but as the Cambridge Analytica incident showed, Facebook has a commercial sharing problem. The Policy explains how sharing information is necessary for network-based services, and the goal of such sharing is to give the user more personalised features. By doing so, the Policy offers a skewed concept of sharing. Sharing mostly reflects the user making information available on the social network, allowing apps to see publicly available information, or allowing apps to access private information with additional consent. Facebook does not consider itself a part of this agreement, claiming that the terms and conditions of the app are applicable, while failing to mention to its users that it may have fiduciary obligations as to the management of such access. Behind the scenes, Facebook has been operating the Graph API developer interface and has been allowing developers to pursue intransplantable commercial interests using Facebook data. According to the Data Use Policy, users are made to believe there are no additional, uncommunicated interests, and the safety of their information is in their own hands, as they are in control of their privacy settings. Understanding how the Graph API works and what kind of data it gave third parties access to proves this view to be inaccurate.

These three problems with Facebook practices are further explored under the UCPD regime in the next Section. While it is important to acknowledge that any company developing apps and engaging users through the Graph API will have separate contractual relationships with the users raising additional concerns, our analysis singles out Facebook’s responsibility based on unfair commercial practices law.

III. The UCPD and Social Media

Set between competition and private law, unfair competition is a field of law that considers both bilateral transactions, as well as the broader effect they can have on a market.

In this Section, we first explore the policy goal of the UCPD and then proceed to analysing its characteristic tests in the order of their application: the black list, misleading actions, misleading omissions and aggressive practices, and the general test. The purpose of this exploration is to determine if the standard of protection set in the UCPD is met by Facebook practices, or whether to the contrary, the social media platform engages in practices which may be determined to be unfair by competent national authorities or courts.

References:
37 See fn 25, 3. Collateral damage is defined as ‘the privacy issues that arise by: (1) the acquisition of users’ personal data via Apps installed by their friends on Facebook, (2) the clustering of users’ personal data via AppPs, exposing these data outside Facebook ecosystem without users’ prior knowledge.
39 UK Parliament Digital, Culture, Media and Sport Committee (fn 17).
41 National law determines the scope of persons or organisations which may have a legitimate interest in combating commercial practices, see Caroline Caulfman, ‘Injunctions at the Request of Third Parties in EU Competition Law’ (2010) 17(1) Maastricht Journal of European and Comparative Law 58, 62.
1. The Material and Personal Scope of the UCPD in the Social Media Landscape

Given the growing complexity of the data economy, the material and personal scope of the UCPD are faced with some inherent hurdles.

As far as the material scope is concerned, the UCPD applies to commercial practices ‘before, during and after a commercial transaction in relation to a product’. The European Commission acknowledges that the UCPD’s ‘principle-based provisions address a wide range of practices and are sufficiently broad to catch fast-evolving products, services and sales methods’. The scope of the UCPD is therefore not restricted to the sale of goods, as the UCPD is equally applicable to services. While a general, principle-based directive such as the UCPD does not reflect a specific industry or sector, questions arise as to its suitability for tackling industries that have emerged after its adoption, such as social media. The main challenge to the material scope of the UCPD in the light of its application to the data-driven economy is the nature of contracts concluded between platforms and users, as well as between users and developers/other companies on Facebook. According to recently adopted European rules on digital content, these transactions qualify as digital content contracts.

The Consumer Rights Directive already provided a definition of this notion, namely ‘data which is produced and supplied in digital form’. While not explicit, the examples mentioned alongside this 2011 definition are reminiscent of earlier uses of computer-generated information: ‘computer programs, applications, games, music, videos or texts, irrespective of whether they are accessed through downloading or streaming, from a tangible medium or through any other means’. Yet the advent of social media has been adding new uses of this information, which were previously not taken into consideration. Harvesting and selling data for consumer profiling is such an example. The proposal of the Directive on Digital Content already tackled emerging uses of information, as it acknowledged that digital content may amount to a service, either ‘allowing the creation, processing or storage of data in digital form’ or ‘allowing sharing of and any other interaction with data in digital form provided by other users of the service’. The subsequently adopted directive added some clarity to contractual classification, although it remains to be seen whether national legislators will actively seek to formally recognise and regulate new types of contracts governing digital content, or whether they will qualify such transactions as service or inominative contracts and complement European rules with general national contract law. In spite of this normative discussion, some national authorities seem to be of the opinion that Facebook practices do meet the requirements of the definition in Art. 3 UCPD. For instance, in December 2018, the Italian Competition Authority gave Facebook a €10 million fine for violating the UCPD by engaging in unfair commercial practices against Articles 21-22 and 24-25 of the Italian Consumer Code.

Moving to the UCPD’s personal scope, it prescribes a standard of protection for business-to-consumer practices. In the relationship between Facebook and its users, it is clear that Facebook is a company. However, not all Facebook users may be consumers. According to Article 2(a) UCPD, consumers are supposed to be natural persons. Seeing how Facebook accounts may be set up for anyone and anything, a lot of non-human users generated automatically (e.g. bot accounts) will obviously not fall under this definition. Even in the case of accounts for non-humans (e.g. pets), to the extent that a human manages them, and they act for purposes outside their trade, business, craft or profession, they may be considered as consumers. Still, accounts used for professional purposes (e.g. social media marketing) would not enjoy the same classification.

A more complicated dimension is the relationship between third-party apps and Facebook users. In principle, the two would be engaged in a similar business-to-consumer relationship. Yet the ‘Facebook for developers’ resource makes it clear that the platform does not ask for developers to register themselves as being part of a company. It follows that individuals have access to the Graph API and can technically launch apps. As such, they may not be considered businesses, and this may prevent the applicability of the UCPD, especially in the light of recent case law from the CJEU. In Kamenova, an individual who posted eight online ads of new and second-hand goods for sale was not considered a ‘trader’ in the meaning of the UCPD, thus rendering its protection inapplicable. Whether the developer acts for purposes relating to their trade, business, craft or profession, remains unclear and will depend on the determination made by national courts on a case by case basis. As this paper’s analysis focuses on the applicability of the UCPD to Facebook’s practices, the determination of the developer status is less relevant.

The following sub-sections tackle the three legal bases for unfair commercial practices (Annex I, specific tests, and the general test), and explore the challenges posed by applying these provisions to social media business practices.

42 Article 3 UCPD.
44 According to Article 2(c) corroborated with Article 3(1) UCPD, it applies to services. See also Case C-357/16 UAB Gel’vora v Valstybinė vartotojų teisių apsaugos tarnyba [2017] ECLI:EU:C:2017:573, para 32.
45 In 2005, when the UCPD was adopted, social media was nowhere close to established industry with complex business models it is today, and its growth could not have been entirely predicted. This does not affect, however, the material and personal scope of the Directive, see Recital 11 UCPD.
48 Recital 19 Consumer Rights Directive.
49 Article 2 (b) and (c), Proposal for a Directive on certain aspects concerning contracts for the supply of digital content, COM(2015) 634 final.
51 Developers may utilise this resource with their normal Facebook accounts, see Facebook for developers, <https://developers.facebook.com/docs/appreview/>. See also Chris Hoofnagle, ‘Facebook and Google Sell Your Data’ (Techpolicy, 29 March 2018) <http://www.techpolicysite.org/blog/Featured-Blog-Post/%E2%80%93Facebook-and-Google-Sell-Your-Data.aspx>.
52 These apps may use other APIs as well, such as the Marketing API, but their architecture is based on the Graph API, <https://developers.facebook.com/docs/marketing-api/reference/v5.1/).
2. The Black List

Upon reading the 31 black-listed practices included in the UCPD Annex I, we can argue that most of them apply to contracts for the sale of goods, since this is either explicitly mentioned, or the practices include features which are inherent to this type of contract, such as after-sale services. Out of all the black-listed practices, one could be of particular importance for social media transactions, namely point 20: ‘[d]escribing a product as ‘gratis’, ‘free’, ‘without charge’ or similar if the consumer has to pay anything other than the unavoidable cost of responding to the commercial practice and collecting or paying for delivery of the item’. This type of protection somewhat overlaps point 31 of the Annex, which has been so far used in situations where consumers were told they had won a prize, but had to incur subsequent costs for its enjoyment. In Purely Creative el al v OFT, the CJEU determined that contrary to the prohibition of payment in point 20, the one in point 31 is absolute. In other words, the consumer may still be asked to pay, according to the wording of point 20, ‘the unavoidable cost of responding to the commercial practice.’ Two observations must be made with respect to this analysis. First, the prohibition against payment is not absolute, and therefore some payments are acceptable. Second, although the Court does not specify this point, payment seems to have a pecuniary connotation: the examples used in relation to cost are the purchasing of a stamp, the cost of making a telephone conversation, the cost of collecting or paying for the delivery of the item, or costs associated with travel. Applying these considerations to the realm of social media leads to broader questions: is a contract between an individual user and a social media platform, which does not entail a price expressed in any currency, a contract concluded for free? In other words, does the fact that the consumer does not pay to use Facebook mean that Facebook services do not have a price? Are the data consumers provide to Facebook to be considered as something of value given in exchange for the use of the platform services?

In our view, data can be a contractual counter-performance for service/digital content contracts. From an economic standpoint, personal data has considerable economic value, mainly because it can be used to define, influence and predict people’s behaviour, and the market for such operations is growing exponentially. For instance, Facebook’s lucrative impression that the consumer has already won, will win, or will on doing a particular act win, a prize or other equivalent benefit, when in fact either: (i) there is no prize or other equivalent benefit; or (ii) taking any action in relation to claiming the prize or other equivalent benefit is subject to the consumer paying money or incurring a cost.’

While not supported by current national case law, the view that data may be considered as counter-performance seems to have been adopted by the European legislator. According to the Digital Content Directive proposal, data may be considered a tradeable commodity, as Article 3(1) mentions the following: ‘[t]his Directive shall apply to any contract where the supplier supplies digital content to the consumer or undertakes to do so and, in exchange, a price is to be paid or the consumer actively provides counter-performance other than money in the form of personal data or any other data’.

It follows that the Commission was willing to acknowledge the brokerage of personal data behind the veil of ‘free’ services, as is the case with social media platforms: users log in and share information which Facebook and third parties can then use and exploit for commercial purposes. The adopted version of the Directive, however, did not keep this wording, so it will be interesting to note how this provision will be transposed in national legislation and interpreted by national courts and the CJEU, in the light of its preparatory work.

One considerable problem with this argument is that the protection of personal data is a fundamental right in the EU legal system, and data as a tradeable commodity entails the monetisation of such a right. The right to personal data protection, however, is not absolute. Within certain limits, people are free to waive it. In this sense, the right to data protection is not very different from the right to bodily...
integrity. For instance, professional boxers allow their bodily integrity to be violated under certain circumstances, comparable to a celebrity whose public profile status might significantly diminish their privacy. Therefore, opening a ‘free’ Facebook account can also be viewed as a transaction where users partially waive their right to privacy in exchange for access to the platform. The GDPR also seems to allow such transactions, as it accepts that data may be processed if this is necessary for the performance of a contract.\textsuperscript{59}

If data can be considered a counter-performance prohibited by point 20 in Annex I, it can increase the user’s bargaining power: data is not just an advantage social media platforms unduly take from their subscribers by claiming their services to be available for free, but it is a hidden cost of the transaction. It remains to be seen how the current version of Article 3(1) of the Digital Content Directive will be interpreted. Should this interpretation establish data as counter-performance prohibited by point 20 of the UCPD Annex may limit the practices of social media platforms which do not explain the exchange of value to consumers.

3. Misleading Actions, Misleading Omissions and Aggressive Practices

According to the UCPD, blacklisted practices as the one discussed above are considered to be unfair in all circumstances. Yet, national judges still need to test whether a contested practice complies with the descriptions included in the black list. Misleading and aggressive practices (Articles 6-9) must equally be tested by a judge;\textsuperscript{70} however, as the particular tests in Articles 6-9 are expressed in more general terms, this leaves more room for discretion for judges to determine whether the practices under their scrutiny satisfy the criteria of the norm.

First, misleading actions and omissions entail the same type of test, namely whether commercial behaviour causes or is likely to cause the consumer to take a transactional decision they would otherwise not have taken, with the distinction that for misleading actions, the trader must have given the consumer false, untruthful information. For misleading omissions, the trader must have omitted information, which does not allow the consumer to make an informed decision.\textsuperscript{71} Both misleading actions and omissions can be considered in Facebook’s case. The collateral damage problem can be either qualified as untruthful information, as Facebook was running the Graph API and allowed for ‘extended permissions’ while telling users differently, or alternatively misleading omissions, as Facebook failed to inform its users about the extent of the permissions.

The crucial point, however, is whether the average consumer would make a different decision if they knew the extent to which third parties had access to their information. The average consumer is a complex standard which we discuss below,\textsuperscript{2} and revisit in the following sub-section once we explore the general UCPD test in Article 5. Classical law and economics contract literature says that even when consumers receive information, the cost of processing all this information, the cost of even reading all the general terms and conditions of every single contract concluded every day is simply too high for consumers to consider.\textsuperscript{73} As Ben-Shahar points out, ‘[r]eal people don’t read standard form contracts.’\textsuperscript{74} This is evidence of the fact that consumers are rarely rational individuals who weigh information carefully, but are rather focused on – in this case – gaining access to digital content. Such an assessment makes it difficult to tell whether consumers knowing of how many data brokers, apps and developers tap into their data would lead to different transactional decisions. Moreover, questions arise with respect to what exactly the different decision is. Would they not join Facebook anymore, or would they stop using third party apps? Would they change their posting pattern, the volume or the type of information shared? These kinds of questions will pose serious challenges for any future judicial determination. What is even more concerning is that in hindsight, after a high profile scandal like Cambridge Analytica, Facebook users may very well consider that they would make different decisions. However, if asked, would consumers say the same about other data brokers they have not heard about in the media, like Acxiom, Experian or Oracle? As no sustained empirical evidence is available, the actual behaviour of the average consumer on social media remains a mystery.

Still, the average consumer test in the UCPD is not empirical, but normative, and is left to the discretion of courts.\textsuperscript{75} One aspect any judge may agree with is that using Facebook’s own definition of an access token would make any user weary about their Facebook activity. An access token is the equivalent of accessing user information without asking for the user’s password. Framing the average consumer test using the notion of access tokens makes it easier to grasp the trade-off: would users employ third-party apps on Facebook if they knew that by clicking the ‘Allow’ button they do the equivalent of handing over their passwords to such parties? It is inconceivable that the average consumer would not be concerned, if not shocked, at the thought that by playing a game or taking a quiz on Facebook, they inadvertently allow third party apps to read their Facebook: Assuming the average consumer would not fill a personality questionnaire at such cost if he/she knew about it, this meets the standard of the legal test discussed above.

With both legs of the test fulfilled, it is possible to argue that Facebook engages in either misleading actions or misleading omissions.

Second, aggressive practices also reflect manipulative commercial behaviour, but this time on the basis of harassment, coercion, use of physical force or undue influence. Only the latter is of interest for our analysis with respect to the impairment of the average consumer’s freedom of choice regarding the product. To fully understand the role undue influence may have to play on social media, we must go back to the

\textsuperscript{69} Article 6(1)(b) GDPR.
\textsuperscript{73} See for instance Omer Ben-Shahar and Carl Schneider, More Than You Wanted to Know: The Failure of Mandated Disclosure (Princeton, Princeton University Press, 2014).
\textsuperscript{75} Recital 18 UCPD.
very nature of such platforms. The role of social media has been to connect peers for communication purposes, but this very goal morphed into a complex set of functionalities allowing users to (i) converse with each other, (ii) share content, (iii) let others know about their presence, (iv) form relationships, (v) know the reputation of others, (vi) form groups, and (vii) reveal their identity.76

Facebook portrays itself as a social space for sharing content and information. When a platform like Facebook becomes an integral part of an individual’s identity, it is difficult to claim, from a transactional perspective, that the individual in question has a choice to either use it or not, and is therefore not under the pressure of staying connected to it. Does Facebook cause dependence? Are users socially locked in,77 and does the platform know and exploit the potential of dependence? Once more, we do not have enough evidence to claim we understand the behaviour of the average consumer on social media from a transactional perspective. This dependence might not just be psychological but also material, considering that Facebook partners up with mobile network providers around the world that sell phones with pre-installed Facebook and free internet just for its use.78

Given all the uncertainty relating to the sociological and psychological effects of social media on its users, it is challenging to claim that the UCPD test on aggressive practices is met.

4. The General Test

The general test rests on three different considerations which are explored in what follows.

First, a business must behave in a way (e.g. by means of a representation, omission, practice, etc.) which deceives or is likely to deceive or mislead the average consumer. The three problems identified in part 2 (collateral damage, ownership, and commercial sharing) reveal the wide-ranging confusion users are exposed to when using Facebook and engaging with third-party apps.

Second, the application of the general test also involves the concept of professional diligence, defined as the special skill and care which a trader may reasonably be expected to exercise, reflecting honest market practices and/or good faith.79 It should be noted that the ‘special’ skill and care does not add much to the general duty of skill and care, and traders will not have to follow the highest standards in their field of activity.80 Generally accepted standards of business practices may be used to determine professional diligence, for instance industry-wide codes of conduct.81 It might however be argued that the mandatory GDPR norms define a bare minimum of professional diligence in the case of data-driven industries. Using the GDPR to define professional diligence in this case thus allows for a clear framework and furthermore can act as a bridge between the UCPD and data protection law. While the GDPR was not in force at the time when the Cambridge Analytica incident occurred, its predecessor, namely the Data Protection Directive (DPD), was.82 One of the core criteria legitimising data processing under the DPD, which has been taken over in the GDPR as well, is informed consent.83 The three problems we identified with Facebook practices are evidence that Facebook had not sufficiently informed its users about the behind-the-scenes data sharing with third-party apps. As the DPD was equally mandatory, we argue that Facebook did not uphold the professional diligence it was called upon to respect.

Third, the standard taken to measure distorted behaviour is, once more, that of the average consumer, who is ‘well-informed and reasonably observant and circumspect, considering social, cultural and linguistic factors’.84 The average consumer in the sense of the UCPD is a legal concept defined by a judge on a case by case basis. In other words, judges try to imagine who this average consumer is and how they will react to a certain stimulus.85 Traditionally, the CJEU has been viewing the average consumer as someone who reads all information available carefully and tries to comprehend it.86 As we explored above, it is questionable whether the ‘super consumer’ in European law corresponds with actual consumer behaviour.87

Who exactly is the average consumer on Facebook? This is in itself a fascinating question, as social media is becoming more than just a social space: Facebook is heavily investing in social commerce, as it is developing its video platform and competing with Youtube over influencer content,88 and it is also enhancing its marketplace with artificial intelligence tools and cryptocurrencies.89 In any case, the same framing of this test as used earlier can be of help. If the average consumer is reasonably observant and circumspect, they would be aware of Facebook’s Terms of Service and/or Data Use Policy. They would however, most likely not be familiar with data sharing practices, and would not be inclined to give up their passwords to third parties. If they had to, we argue that would change their behaviour towards Facebook.

---

77 See e.g. Ofir Turel and Babajide Osatuyi, ‘A peer-influence perspective on compulsive social networking site use: Trait mindfulness as a double-edged sword’ (2017) 77 Computers in Human Behavior 47.
79 Article 2(h) UCPD.
82 Directive 95/46/EC on the protection of individuals with regard to the processing of personal data and on the free movement of such data (1995) 01 L281/31.
83 Article 7(a) DPD. See also Article 2(h) defining consent as ‘[...] any freely given specific and informed indication of his wishes by which the data subject signifies his agreement to personal data relating to him being processed’.
84 Case C-122/10 Konsumentombudsmannen v Ving Sverige, para 22; see also Case C-611/14 Retten i Glostrup v Canal Digital Danmark A/S, para 39; Recital 18 UCPD.
85 See fn 75.
86 See Case C-195/14 Bundesverband der Verbraucherzentralen und Verbraucherverbände – Verbraucherzentrale Bundesverband e. v. vs Talkkame GmbH & Co. KG [2015] ECLI:EU:C:2015:261, para 44. See also Case C-611/14 Retten i Glostrup v Canal Digital Danmark A/S, para 44.
87 See p 17.
88 Facebook is said to have inflated its viewing metrics by 900 % to boost the promotion of its video platform. See Alexis Madrigal and Robinson Meyer, ‘How Facebook’s Chaotic Push into Video Cost Hundreds of Journalists Their Jobs’ The Atlantic (Washington, 18 October 2018) <https://www.theatlantics.com/technology/archive/2018/10/facebook-driven-video-push-may-have-cost-483-journalists-their-jobs/573403/>.
Building on the application of Articles 6 and 7 UCPD, we believe the general test in Article 5 would alternatively also be met.

IV. Challenges for European Consumer Legislation in the Data-driven Economy

Section 3 explored the UCPD and proved that Facebook practices may be deemed unfair according to European law, by either using point 20 of Annex I, by applying Articles 6-7 on misleading actions or omissions, or by using the general test in Article 5. We found that the test in Articles 8-9 on aggressive practices is not met. Our findings are now put in perspective by looking at the role of the UCPC in harmonising a European response with respect to global data sharing incidents such as the case of Cambridge Analytica, and by briefly referring to the relationship between the consumer acquis and the GDPR.

A discussion over the harmonising role of the UCPD is necessary, because out of the 87 million users affected by the Cambridge Analytica data sharing incident, 2.7 million were citizens from EU Member States, with the United Kingdom, Germany, Italy and France suffering the most. Even though the Cambridge Analytica incident was wide-spread and became public in early 2018, the responses of national authorities have been slow and mixed, some focusing on data protection, others on competition, or unfair commercial practices. The fastest national agency to react to this incident was the German Federal Cartel Office, imposing a 10 million fine mentioned above. In late 2017, German competition authorities launched an investigation into Facebook practices of gathering user information from third parties through the Facebook login buttons, and in early 2019, the Federal Cartel Office imposed data processing restrictions on the basis of competition law. However, no action based on unfair commercial practices has been taken so far in Germany in reaction to the Cambridge Analytica incident.

Moreover, in the lack of actions taken by state authorities, consumers and consumer associations have been taking it upon themselves to make sure Facebook is held accountable for whatever unlawful practices it has been using. Earlier this year, a German court ruled that Facebook collects personal data from its users without disclosing enough information for them to render meaningful consent. However, this was a decision based on data protection law, even though some considerations on the national transposition of the UCPD were discussed as preliminary questions. In other Member States such as Belgium, Italy, Spain and Portugal, that allow for some form of collective action procedures, consumer organisations have coordinated to launch separate actions against Facebook on the basis of data protection and consumer rights infringements.

Given the complexity of this incident, there is theoretical confusion as to what legal regime should be primarily pursued in the context of these events (e.g. data protection, competition law, consumer protection, etc.), as well as practical confusion regarding the enforcement of these rules and the role of the different national agencies safeguarding them. One could argue that the more harmonised the legal framework is, the more likely it is that all Member States can sanction the same behaviour. After all, a €10 million fine might be irrelevant for Facebook, but not the same can be said if all Member States were to fine Facebook altogether.

However, the aftermath of the Cambridge Analytica scandal has failed to show the power of harmonisation at a time when it made most sense. The UCPD is a maximum harmonisation directive that is supposed to offer safeguards for precisely these situations. As we have discussed in this paper, the directive itself fits the data-driven economy because of its principle-based regulatory approach, and can be successfully used as a corrective intervention in the behaviour of commercial parties. However, it faces two main challenges. On the one hand, while the UCPD harmonised unfair competition, it failed to harmonise its enforcement. This policy need is particularly identified by the Commission in its latest activity on the modernisation of consumer rules, and may be rectified by the adoption of an EU collective redress action. On the other hand, the consumer acquis seems to compete with data protection legislation rather than complement it. Reasons why there ought to be more links between the GDPR and consumer protection deal with the use of similar – yet unharmonised – concepts, on the one hand, and with the overlap of enforcement, on the other hand. Privacy rules, albeit of a mandatory and public nature, are expressed to consumers through standard terms. When a social media platform such as Facebook violates its users’ privacy by sharing their data with third parties without consent, competing actions arise at the initiative of data protection as well as consumer protection authorities. The lack of coordination between the two fields may create confusion and frustrate policy objectives that entail ensuring a high standard of consumer protection, whether under private or public law rules.

According to some doctrinal views such as those of Helberger, Borgesius and Reyna, there is sufficient flexibility for both regimes to intertwine in a so-called ‘data consumer law’.

---
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In this paper, we pursued an analysis of the fitness of the GDPR and any of the instruments of the consumer acquis; the GDPR concept of informed consent was developed without insights from the rich debate surrounding mandatory information duties in online commerce; and the proposal on the Digital Content Directive introduced the notion of data as counter-performance, which arguably contradicts existing doctrines formed around privacy and data protection as fundamental rights. In addition, the enforcement of data or consumer protection is governed by separate agencies, and CJEU case law discusses data and consumer protection issues separately even when raised in the same case. It is interesting to see what role non-statutory rules (e.g., coordination between agencies), or enforcement rules can play in creating more consistency in the European regulatory framework. The speed with which new data-driven technologies are developed and deployed is the fastest it has ever been, and the European legislator must meet the resulting challenges as smoothly as possible.

The Cambridge Analytica episode contributed to making invisible data sharing practices visible. Yet Facebook is only one of the platforms engaged in data brokerage, and the kinds of data flows that came to light in the aftermath of a very public scandal are mere illustrations of a broader problem with the digital economy, leading to a lot of regulatory uncertainty. How should legal systems react – with no regulation or more regulation? Should and can such practices be curtailed because of their negative impact on individual rights, or should they be allowed to mature under the scrutiny of national and supranational legislators? Such reflections are worthy of self-standing research questions and must necessarily be informed by in-depth technical details and empirical evidence of the actual data transfers taking place behind and between online platforms.

V. Conclusion

In this paper, we pursued an analysis of the fitness of the UCPD when applied to social media business practices such as those employed by Facebook in connection to the Cambridge Analytica incident.

In Section 2, we started our analysis by looking into the Facebook architecture that allowed data flows towards companies employed by Cambridge Analytica. We also looked at the general terms and conditions applicable at the time when the events took place, and identified the relevant parts from the Terms of Service and Data Use Policy with respect to the way in which the effects of the access tokens were communicated to consumers. We subsequently outlined Facebook practices relating to these terms, and highlighted three different problems with the practices of the social media platform: the collateral damage problem, the ownership problem and the commercial sharing problem.

In Section 3, we described the challenges faced by the UCPD when applied to social media as an industry, and systematically proceeded to testing the Facebook practices against the standard of consumer protection imposed by the Directive according to three different avenues. We looked at point 20 from the Annex and interpreted it to mean that Facebook may be held to have infringed a blacklisted practice by promising a product was for free when it actually collected data from its users and monetised it. We also applied the test of misleading actions and omissions (Articles 6 and 7 UCPD) and found that their threshold is met. We found that the threshold for aggressive practices (Articles 8 and 9) is not met. Lastly, when applying the general test (Article 5), we found that it was similarly fulfilled. What lies at the heart of each of these tests is whether the average consumer was manipulated into actions they would not have taken should they have had more or different information. If the average consumer is reasonably observant and circumspect, they would be aware of Facebook’s Terms of Service and/or Data Use Policy. They would however, most likely not be familiar with data sharing practices, and would not be inclined to give up their passwords to third parties. If they had to, we argue that would change their behaviour towards and on Facebook.

Section 4 briefly explored the harmonisation issues arising out of the use of the UCPD. As we have seen in this paper, the directive itself fits the data-driven economy because of its principle-based regulatory approach, and can be used as a corrective intervention in the behaviour of commercial parties. However, a lot of questions arise regarding the internal cohesion of the European legislative framework, especially across consumer and data protection, and the European legislator is under the pressure of coming up with strong and harmonised responses to the challenges posed by the speed of technology.

---
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