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High-throughput assays that produce hundreds of measurements per sample are powerful tools for quantifying cell–material interactions. With advances in automation and miniaturization in material fabrication, hundreds of biomaterial samples can be rapidly produced, which can then be characterized using these assays. However, the resulting deluge of data can be overwhelming. To the rescue are computational methods that are well suited to these problems. Machine learning techniques provide a vast array of tools to make predictions about cell–material interactions and to find patterns in cellular responses. Computational simulations allow researchers to pose and test hypotheses and perform experiments in silico. This review describes approaches from these two domains that can be brought to bear on the problem of analyzing biomaterial screening data.

Deciphering Cell–Material Interactions

Tissue microenvironments respond to and interact with various biological, chemical, and physical cues. Understanding how materials modulate this environment is essential from a clinical standpoint because the compatibility and functionality of medical implants are influenced by this interaction [1–3]. Traditionally, the material properties of implants that were primarily considered were biofunctionality (see Glossary) and biocompatibility [4]. However, there is more to consider beyond these two attributes. Materials can affect various aspects of cell behavior, many of which can have crucial physiological effects [5]. To name a few: surface topography, as well as the chemical composition of the material, can influence bone-bonding [6], substrate stiffness can modulate stem cell differentiation [7], and substrate stress relaxation is observed to control cell spreading [8]. The large number of material properties, which continue to increase as new discoveries are made, makes the expanding properties space far too vast [2,9] to perform comprehensive experimental screening across all salient material attributes. Therefore, we need methods that, given a biomaterial as input, can predict the biological effect of materials on cells and tissues, or, given the biological response, can create signatures of materials to find relationships between them.

Creating such predictive models poses several challenges: to build predictive models that relate the biomaterial properties (input) to the cell response (output), both the input and output need to be appropriately described (i.e., parameterized). How do we parameterize biomaterial properties? How do we parameterize biological properties (of cells and tissues)? Given the high dimensionality of these data, which corresponds to the number of measurements, what are appropriate models to consider? More broadly, given that the datasets from these experiments are large and complex, how do we avoid drowning in the data? We believe that recent advances in computing and data
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analysis can be brought to bear on these problems. This review addresses these questions and provides examples from material science and related fields.

**Parameterization of Cellular Responses**
Defining and measuring parameters – parameterization – of cell responses is important for understanding the mechanism of cell–material interactions. A parameter can be defined as a set of physical properties whose values determine the characteristics of an entity. Applied to cell responses, possible parameters include cell shape, cell structure, gene expression, and cell differentiation potential, among several others. In this review we focus on methods that can be performed with high throughput as well as produce multiple distinct measurements at the same time, resulting in a rich description of the cellular state at large scale. Gene expression analysis and high-content imaging, performed with high throughput, are two techniques that provide this level of detail and scale.

**Gene Expression Analysis**
A classical output of parameterization of cellular responses is gene expression analysis to measure changes in cellular mRNA levels induced by the material. Biologists have extensively used microarray gene expression analysis for a couple of decades, and analysis pipelines are well-established. Recent advances enable expression profiling at a lower cost, making it feasible to assay large sample sizes of different biomaterials. L1000 profiling [10] measures the expression levels of 978 ‘landmark’ genes with high throughput (using multi-well plates); the levels of an additional 21,290 genes are then inferred using a linear model. These technologies are increasingly used to profile genetic and chemical perturbations [11–13]; a list of software for gene expression analysis is given in the supplemental information online.

Gene expression analysis has been previously used in biomaterial research. For example, Groen and colleagues explored the transcriptomic landscape induced by 23 different materials related to bone regeneration, identifying genes that are responsive to biophysical and chemical cues [14]. Gene expression analysis has been used to identify hub genes which, upon activation, trigger ectopic bone formation on calcium scaffolds in vivo [15]. In another study, MG63 cells were cultured on a variety of osteoinductive and non-osteoinductive biomaterials, and gene pathway and network exploration tools were employed to construct a signaling map of osteogenesis on biomaterials [16].

**High-Content Imaging**
Another method to parameterize the cellular state at relatively low cost is high-content imaging using fluorescent staining and immunofluorescence, performed at high throughput [13,17]. Proteins of interest or subcellular constituents can be labeled with unique fluorescent markers. To distinguish single cells, in addition to particular proteins of interest, the nuclei and cytoplasm can be labeled using stains such as diamidino phenylindole (DAPI) or phallolidin, respectively. Similarly, other organelles can be identified using appropriate stains. For instance, in the Cell Painting assay [18], six markers have been used to identify eight different subcellular constituents, and nearly 1500 measurements are extracted from each cell in the experiment (e.g., shapes, textures, intensity, neighborhood information, and the correlation between channels). Recent progress in multiplexed ion-beam imaging can help to increase the number of markers that can be imaged, enabling the measurement of up to nearly 100 targets in a single experiment [19]. Software tools for high-content imaging are discussed in [20] and listed in the supplemental information online.

**Challenges**
Applying these approaches can be challenging in biomaterials research, depending on the materials and cellular models being used. For example, autofluorescent and non-transparent
bionanocomposites may provide an improved understanding of the relationship between material properties and tumor response to therapy [26]. Biomaterials are used to design and engineer tissues for use in regenerative medicine, and their development typically requires understanding the mechanical properties of the biomaterials as well as the biological response of the host tissue [27]. Biomaterials can be used to engineer tissues for reconstructive surgery or to create scaffolds for tissue engineering [28]. The development of biomaterials requires understanding the physical properties of the materials, such as their mechanical behavior and their interaction with biological systems [29]. This understanding can then be used to design biomaterials that have specific properties for a particular application [30].

### Parameterization of Biomaterials

To parameterize biomaterials, two fundamental properties should be assessed: their chemical composition and their spatial organization, properties that underlie the majority of biomaterial parameters. For example, the chemistry of materials determines the adhesivity, hydrophobicity, mechanical properties, and degradability of the biomaterials, whereas the spatial organization may influence the hardness and electrical properties of the biomaterials. Canonical examples of the spatial organization effect are diamond and graphite: both comprise the same building block, carbon atoms, but the different spatial organizations (tetrahedral and hexagonal arrangements for diamond and graphite, respectively) result in a very hard insulator (diamond) and a soft conductor (graphite). A similar example in the biomaterials field is that of calcium phosphate ceramics: a different spatial organization of molecules in calcium phosphate ceramics can create biomaterials with different osteoinductive properties [22], related to an altered topology at the macro-, micro-, and nano-levels. Finally, parameters such as stiffness are controlled by both the chemistry and spatial organization of the materials. Recent reviews [2,5] discuss an expansive list of biomaterial properties.

Some chemical and spatial attributes of biomaterials can be represented by their design parameters – for example, the elementary chemical composition of the polymers [23,24] or spatial organization [25]. Others should be physically measured; reviewing routine techniques for measuring the physicochemical properties of materials is beyond the scope of this manuscript and is surveyed in [26].

### Mathematical Representation

Once the parameters denoting the cellular state have been selected, each biological sample can be represented by a feature vector, which is simply the set of parameter values for that sample. The size of this set is the dimensionality of the feature space. The set of all the feature vectors, corresponding to each of the samples in an experiment, is the data matrix, or, more specifically, the output data matrix, given that the cellular response is typically the output that is predicted or modeled. Similarly, given the biomaterial parameterization, the input data matrix can be constructed: the set of biomaterial parameter values is the feature vector denoting that material sample, and the set of all these feature vectors from an experiment constitute the input data matrix.

### Machine Learning: Finding Patterns and Making Predictions

**What is Machine Learning?**

Machine learning is among the fastest-growing technical fields and is being increasingly adopted across several domains of science, technology, and commerce [27]. The underlying techniques in machine learning span a wide range, from traditional statistical approaches (e.g., linear regression) with simple input–output relationships to modern *neural networks* [28] that capture a hierarchy of nonlinear relationships. However, the general concept is straightforward: machine learning is a field that studies computer programs that improve automatically through experience [29]. In this sense, computers can be trained to perform tasks, similarly to humans, making the field tightly linked to the study of artificial intelligence [30]. We instead take a more procedural view of learning in the case of computers. We consider the formal, but simple, definition: ‘a computer program is said to learn from experience E with respect to some class of tasks T and performance measure P, if its performance at tasks in T, as measured by P, improves with experience E.’ [29].

**Neural networks:** a class of machine learning algorithms that learn the mapping from input to output by estimating the weights of the connections between several intermediate ‘nodes’, each of which are models similar to regression models. Nodes are arranged in layers, and each node in one layer is connected to some or all nodes in the next layer (layers may also be skipped). The first layer is the input, the last layer is the output. Information propagates from input to output, and is transformed at each layer by the nodes based on their ‘weights’. After each training pass, the difference between the predicted output and the true output is used to update the weights of the nodes. In ‘deep learning’, neural network models can have several tens of layers and hundreds of nodes in each layer. Modern computer architectures, large amounts of data, and progress in algorithms that update the weights have led to the success of this approach.

**Random forest (RF):** a classifier that creates several ‘decision trees’ to predict the class of a datapoint. Each decision tree comprises a set of rules that splits the feature space into compartments; each compartment has a class associated with it. Not all features are used in each tree – features are randomly selected and a decision tree is estimated from each set, given the data.

**Support vector machines (SVM):** a classifier that finds a ‘separating hyperplane’ with ‘maximum margin’ that separates two classes of datapoints. The separating hyperplane is a line in a high-dimensional space that splits the space into two parts, corresponding to the two classes. The margin is the distance of the closest point in either class to this hyperplane. The greater the margin, the better the classifier is likely to be. The ‘kernel trick’ is central to the performance of SVMs – it is the nonlinear mapping of data into a high-dimensional space where it is easier to find a separating hyperplane with a large margin.
How is this relevant to biomaterials research? Consider an example of designing a new biomaterial that induces a particular cellular phenotype determined by three parameters of interest (the output): cell proliferation, extracellular matrix (ECM) deposition, and expression level of a protein of interest – all of which can be measured using microscopy imaging. The design of the biomaterial (the input) can be represented by different parameters related to its chemistry (C) and structure (S): elasticity (C + S), crystallinity (S), grain size (S), and phase composition (C). How can machine learning be used to create the desired biomaterial?

First, the problem can be simplified to consider only one output variable (e.g., cell proliferation) and only one input variable (e.g., grain size). In this example, several \( n = 30 \) experiments have been conducted: biomaterials of different grain sizes are created, cells are grown on them, and cell proliferation is measured for each. This data can be visualized as a scatter plot with cell proliferation on the y axis and grain size on the x axis, and the goal is to find a relationship between proliferation and grain size. One solution is linear regression, discussed in Box 1, which estimates a ‘best-fit’ line that captures the relationship between the input and the output. This approach can be extended to predict all four output variables using multiple regression, also discussed in Box 1.

How does this example fit into the definition of machine learning presented above? The computer program (linear regression) learns from experience (the 30 datapoints) to perform a task (predict the relationship between cell proliferation and grain size), evaluated based on a performance measure (sum of squared error, SSE, described in Box 1). Given more experience, the program typically performs better at the task. Importantly, it is not only the repetition, but also the variation, of experience that determine how well the program will learn to perform the task.

This regression example shows how a relatively simple machine learning approach and experimental data can guide the creation of new biomaterials. However, the example required several simplifying assumptions. First, the variables considered here were continuous-value

**Box 1. Regression**

Linear regression is used to estimate a best-fit line (shown in blue in Figure IA; each dot corresponds to an experiment): it minimizes the difference between the true and predicted values of \( Y \), summed across all the datapoints. The differences are squared before summing, hence the term ‘sum of squared error’ (SSE); the best-fit line for the data minimizes the SSE. The goodness-of-fit measures of how well the regression model fits the set of observations and is given by the coefficient of determination, denoted \( R^2 \). It ranges from 0 to 1 and indicates the proportion of the variance in \( Y \) that is predictable from \( X \). It is computed as the square of the correlation between predicted values of \( Y \) and the actual value of \( Y \).

This line estimates the grain size that induces the desired rate [red broken lines; a target rate of 29 arbitrary units (a.u.) is assumed]. A grain size of 6 a.u. is the most likely to induce the target rate. The prediction is not perfect: the grey region denotes the error (the 95% confidence region) in prediction.

Multiple linear regression, an extension of the simple linear regression described above, predicts values for all four biomaterial design parameters that induce the desired cell proliferation rate. The cellular response for each biomaterial sample is denoted by a 1D feature vector (cell proliferation). The set of all 30 feature vectors – corresponding to the 30 biomaterial samples – is the output data matrix. Similarly, a biomaterial sample is denoted by a 4D feature (elasticity, crystallinity, grain size, and phase composition) and the set of all 30 feature vectors is the input data matrix. A multiple regression model that predicts cell proliferation using all four biomaterial design features can be estimated using these data (Figure IB). In this case, ‘estimating the model’ refers to finding the values of coefficients \( a, b_1, b_2, b_3, b_4 \).

This model can be used to predict the design parameter values \( X_1, X_2, X_3, X_4 \) (the independent variables) that induce the desired cell proliferation rate \( Y \), the dependent variable. This is achieved by assigning, the desired value of \( Y \) in the equation, and using the estimated values of coefficients \( a, b_1, b_2, b_3, b_4 \) to find the values of \( X_1, X_2, X_3, X_4 \) that would satisfy the equation. A range of values for the independent variables would satisfy this requirement. Other external criteria – such as ease of fabrication – can be used to further filter down this solution space.

The multiple regression formulation can be extended to solve the original problem posed in the main text – that of finding the combination of design parameter values that induces the desired cellular response as measured by all three parameters: cell proliferation, ECM deposition, and expression level of the protein of interest. For each of the cellular response parameters (denoted by \( Y_1, Y_2, Y_3 \)), it is possible to (i) estimate a multiple regression model, (ii) find the range of solutions \( H_1, H_2, H_3, H_4 \) for each, and finally (iii) find the intersection of \( H_1, H_2, H_3, H_4 \), thereby providing a range of design parameter values that would induce the desired cellular response. If there are more dependent variables (the output) than independent variables (the input), then this intersection could be void, in which case it might be appropriate to
Instead find a cellular response phenotype that is closest to the target that has a non-empty solution space. Description of these techniques is beyond the scope of this paper, the interested reader can refer to convex optimization methods [73] for details, and to [74] for texts on regression methods.

Figure 1. Regression. (A) Simple linear regression. The dependent variable (Y) is predicted using the independent variable (X). The output (cell proliferation) is the independent variable and the input (grain size) is the dependent variable, but it could be the other way around depending on the problem at hand. We estimate a ‘linear model’—a straight line— to fit the data; the result of the estimation is the value of a (y-intercept) and b (slope). The blue line represents the estimated model using all 30 points. The coefficient of determination (R²) of this model fit is 0.57. (B) Multivariate regression. There are four ‘independent’ variables—elasticity, crystallinity, grain size, and phase composition, denoted by X₁, X₂, X₃, X₄ comprising the input, and one ‘dependent’ variable—cell proliferation—denoted by Y, comprising the output. Multivariate linear regression is used to find the values of the ‘coefficients’ a, b₁, b₂, b₃, b₄ that will best estimate the dependent variable given all the independent variables.

input and output variables, but they could instead be discrete (e.g., whether levels of a protein are high, medium, or low compared to some reference) or categorical (e.g., polymerization mechanism); this problem can be posed a ‘classification’ problem. Second, the relationship between input and output was assumed to be linear, which is often not the case (the ‘goodness-of-fit’ may indicate this). Third, in this case the goal is to predict a parameter, and the experiments provide data from direct observations of this parameter (termed ‘supervised learning’), but there are situations where the goal is instead to find patterns in the data, or the parameter being predicted cannot be observed directly (termed ‘unsupervised learning’). We discuss methods that address these cases in Boxes 2 and 3. Some challenges faced when using machine learning techniques are discussed in Box 4.

We note that unsupervised learning methods, including clustering (Box 3) and dimensionality reduction (Box 4) allow the data to be explored in a relatively unbiased manner. Used with caution (Box 4), this is an important application of machine learning— which is to discover relationships in the data without the constraints of preconceived biases that domain knowledge may introduce.

Software and Tools
Software tools for machine learning abound; most require some knowledge of programming. Fortunately, the dominant programming languages in machine learning, such as R and Python, have excellent introductory texts [31–33] as well as online courses such as Codecademy, Udacity, and Software Carpentry. In Python, scikit-learn [34] is a comprehensive library of functions for machine learning. Similarly, the caret package [35] in R provides a standardized interface to a large number of machine learning libraries. Visual tools such as Weka [36] and KNIME [37] enable users to perform data analysis without the need for much programming experience.

Examples of Machine Learning in Biomaterials Research
There are several examples of the application of machine learning in biomaterials research. For example, a regression technique was used to predict bacterial attachment to hundreds of
Box 2. Classification

What if the goal is to find edge-case biomaterials that would induce either a very high or very low cell proliferation rate? Extending the example described in the main text, in Figure IA cell proliferation values have been replaced with three “classes” or “levels” corresponding to high (green), low (orange), or medium (grey). These data can teach a classifier that can predict cell proliferation level given the biomaterial design parameters.

Among the simplest classifiers is k-nearest neighbors (k-NN). As with the regression example, each biomaterial sample is represented here by its 4D feature. It is possible to imagine a 4D space in which these 3D biomaterial samples are datapoints. Each datapoint is either green, orange, or grey. Given a new biomaterial, which class it will fall into? It is possible to conceptually ‘plot’ a datapoint in the 4D space corresponding to this new biomaterial and assign it a color based on a simple rule: find its k-nearest datapoints (say, k = 5) and assign it the color to which the majority of these five datapoints belong. For this it is necessary to specify a measure of distance. “Euclidean” distance is frequently used: extending the notion of distance in physical space, the differences in each dimension are squared and summed across all dimensions, and then the square root of the sum is computed. This concept is illustrated in Figure IB in a 2D space.

Thus, using a relatively simple concept of distance in a high-dimensional space (Euclidean distance), the new biomaterial can be classified into one of the three classes. This example also addresses the case where the relationship between input and output may be nonlinear: the k-NN classifier does not require a linear relationship. k-NN classification is surprisingly effective in many scenarios and is often used to establish baseline performance when comparing classifiers. There are several classifiers proposed and used in practice. Excellent texts are available on this topic [29,39]. Some of the salient classifiers – SVM, random forests (RFs) [39], and neural networks – are defined in the Glossary.

polymeric materials in a high-throughput microarray format [38]. Support vector machines (SVMs) [39] have been used to predict metal organic framework materials with enhanced CO₂ adsorption, by training the classifier on data comprising several tens of thousands of materials with known adsorption rates [40]. Biomaterials that support the adhesion of human embryonic stem cell embryoid bodies (EBs) were identified by training a neural network classifier on a microarray library of hundreds of polymers for which EB adhesion was measured [41]. Examining the global response of bone marrow-derived human mesenchymal stem cells allowed investigation of how strontium-doped biomaterials can improve clinical outcomes [42]: the global response – characterized using gene expression microarrays and Raman

Box 3. Clustering

The examples discussed in Boxes 1 and 2 addressed predicting outputs, but what if the goal is instead to find novel patterns in the data? For instance, given the 30 biomaterial samples, the samples can be grouped based on the cellular responses they induce. The formulation is as follows. The cellular response for each biomaterial sample is denoted by a 3D feature vector, comprising cell proliferation, ECM deposition, and expression level of the protein of interest. The set of all 30 feature vectors – corresponding to the 30 biomaterial samples – constitutes the output data matrix (Figure IA).

Each feature vector in this matrix can be conceptually plotted in a 3D space. The problem of finding groups of biomaterials inducing a similar cellular response can be viewed as finding clusters of points in this space that are close together.

k-Means is a clustering algorithm that solves this problem (Figure IB). First, the number of clusters (k) to group the points into is specified; the algorithm then randomly picks k points as initial centers of the k clusters in the 3D space, assigns each point to the cluster that it is closest (using Euclidean distance) to the center of, and finally updates the centers of each cluster to be the 3D centroid of the datapoints assigned to the cluster. This process is repeated until the cluster centers do not change significantly from one iteration to the next. The final assignments of each datapoint to a cluster provide a solution to the problem.

Another commonly used clustering technique is hierarchical clustering (Figure IC). One flavor of hierarchical clustering proceeds as follows: assign all the 30 datapoints to a single cluster, partition the cluster into two least-similar clusters (measured using Euclidean distance), then do the same for each cluster recursively until there is one cluster for each datapoint. This results in a hierarchical partitioning of the data, formally termed a tree. Clusters can be obtained by cutting this tree at a particular height. There is also a ‘bottom-up’ version of this algorithm – start with two most similar datapoints, merge, and work upwards – as well as different ways of finding similarity between clusters when splitting or merging. Several clustering techniques have been proposed and are used in practice [75,76] for a comprehensive overview.
spectroscopy mapping was analyzed using machine learning techniques, including feature selection and k-means clustering. By analyzing the clustering pattern of gene expression data, it was observed that the geometry of the scaffolds had a larger effect on stem cell function than did their chemical composition [43]. Reimer and colleagues [44] trained a classifier and

Figure I. Classification. (A) A classifier f is trained to predict the level of the cell proliferation rate Y, which can be high (green), medium (grey), or low (orange), given the values of X_1, X_2, X_3, X_4 (the biomaterial design features). (B) k-NN classification. The class of the new datapoint (marked in red) is estimated as the majority class of its k-nearest neighbors. If k = 5, there are three ‘medium’ and two ‘low’ points in the neighborhood, and thus the new datapoint would be assigned the class ‘medium’.

Figure I. Clustering. (A) Cell response feature matrix. (B) k-Means clustering is performed to cluster the cell response features into k = 3 clusters, each of which can be considered as a phenotypic group. Each column of the feature matrix is plotted as a point. Colors indicate cluster assignments calculated using k-means. (C) Hierarchical clustering clusters the 30 datapoints into a ‘dendrogram’. The sample number of each biomaterial is shown on the x axis. The dendrogram or ‘tree’ can be cut at any height to partition the data into clusters. Cutting it at a height of 5 (red broken line) results in two clusters and a height of 3.5 (blue broken line) results in four clusters. Abbreviation: ECM, extracellular matrix.
analyzed the resulting model to identify topography parameters that maintain proliferation and Oct4 expression.

**Computational Simulations: Modeling Cell–Material Interactions**

**Hypothesis-Driven Modeling**

Computer simulations are becoming standard tools to gain insights into the complex interactions that occur in cell–biomaterial interactions, to assess new biological mechanisms, and generate novel hypotheses [45,46]. The construction of a hypothesis-driven mathematical model (Figure 1) first requires the formulation of a conceptual model, in other words to establish which components of the system of interest are involved and how they might interact with each other. For example, should the system be modeled in 3D, or is a 2D approximation sufficient, and which properties of the biomaterial should be captured, etc? Unlike data-driven approaches (such as machine learning), hypothesis-driven models require some a priori knowledge about the behavior of the system. Importantly, the model will always be a simplified version of the real system. Selecting which simplifications to make requires detailed knowledge of the system under study as well as mathematical skills, and thus a close collaboration between modelers, material scientists, and biologists can be very fruitful when they learn to speak each other’s language and work in a tight feedback loop of in silico prediction and in vitro or in vivo validation.

In a second step, the ideas of the conceptual framework are translated into a mathematical form. For example, in Figure 1, the cell density $P$ is, as a first simplification, modeled using two parameters: the growth rate $r$ and the carrying capacity $K$.

In a final step, the mathematical equations are converted into computer code and solved numerically. Hypothesis-driven models are typically manipulated in a similar way as physical experiments: particular model parameters are perturbed and the resulting outcome is observed. However, hypothesis-driven models can avoid some experimental difficulties such as the following. (i) Models that include some stochasticity, or randomness, can be re-run
multiple times from exactly the same starting condition to obtain a measure of uncertainty. (ii) The data can be non-destructively recorded at a higher frequency and spatial resolution than in an experimental setting, limited only by the temporal and spatial resolution of the numerical simulation. This allows the capture of all interesting dynamics versus the static and user-defined timing of data collection, as is schematically shown in Step 4 of Figure 1. (iii) All variables can be manipulated independently, including those that cannot be modified experimentally, at any magnitude. In Step 4 of Figure 1, K is varied with a constant r, and vice versa, but both variables can also be varied at the same time. Note that the carrying capacity K is typically an intrinsic property of the cell population, which is impossible to vary experimentally. The in silico model can, however, explore several values of K and the influence thereof on the cell density. Importantly, although valid model parameters (determined by physical laws) are required for meaningful predictions, running a model with ‘unrealistic’ values might yield interesting observations (e.g., which force distribution would a bone mechanoregulatory model predict for an ‘infinite’ stiff scaffold – stiffer than all scaffolds that have been produced to date?). Valid parameter ranges are also not necessarily known a priori but can be explored using a computational model. Several excellent reviews have more detailed information on hypothesis-driven models [47–49].

Software and Tools

Several software tools exist to convert mathematical equations into computer code, numerically solve them, and assist in the analysis of the results through dedicated visualization options. The tools can be divided into two broad categories: computer languages and comprehensive platforms. FreeFEM++ [50], SBML [51], and CellML [52] are languages specialized for modeling. MATLAB [53] is a commercial software and language geared towards numerical analysis and has several libraries for mathematical modeling. Open-source packages in Python also provide a similar functionality through libraries such as PySCeS, PyDSTool, and PySB [54]. C++, which requires significantly more programming experience, has numerical libraries that can...
enable building models as well as a simulation library tailored for biological models. For researchers with little background in numerical solvers, comprehensive platforms with intuitive user interfaces are available where the mathematics takes place ‘behind the scenes’. Examples are VCell [55], CompuCell3D [56], Morpheus [57], and FEBio [58].

Examples of Hypothesis-Driven Modeling in Biomaterials Research
At the atomistic scale, modeling approaches such as molecular dynamics (MD) and Monte Carlo (MC) simulations use a ‘classical mechanics treatment’ with atoms and molecules as the basic modeling units. These approaches are for example directed at understanding the properties of (biological) membranes [59], the adsorption of biomolecules onto biomaterials [60], and the assembly and properties of supramolecular materials [61]. At the continuum scale, other modeling approaches are available, such as finite element analysis and computational fluid dynamical techniques, that are primarily applied to the optimization of scaffold design parameters related to mechanical and mass-transport properties [62]. For example, Byrne and colleagues [63] modeled the bone-scaffold system and optimized three design parameters – scaffold porosity, Young’s modulus, and dissolution rate – to estimate the defect-specific loading requirements for the implant. Adachi and colleagues took a similar approach and optimized the scaffold microstructure to match the stiffness of healthy bone [64]. Others have used hypothesis-driven models to analyze the complex behavior of biological systems, for example Kang and coworkers [65] developed a computational model of foreign body response reaction on biomaterials; the model was able to predict a previously unobserved outcome. Similarly, Carlier and colleagues [66,67] developed and implemented a computational simulation model that was able to predict ectopic bone formation in response to calcium ion release from calcium phosphate scaffolds. The model was used to find the optimal scaffold design and cell culture conditions.

Computational Requirements for Data Analysis – Do I Need To Buy a Supercomputer?
Computational requirements for machine learning depend on the amount and type of data, as well as on the algorithms being used. Despite the explosion in the size of the datasets produced in biological experiments, many data analysis problems tend to be ‘small data’ problems and can be solved easily on modern consumer-grade computers. However, large-scale high-throughput experiments, such as image-based experiments, can produce several terabytes of images from a single microscope per day [68], making it essential to have access to not only high-capacity storage but also to greater computing power. For instance, processing a 384-well plate of data from a multiplex assay such as Cell Painting [19] can take several days if performed on a single desktop computer. Further, techniques such as deep learning require the use of dedicated hardware to perform at scale [28] – the speedup using dedicated hardware is typically about a couple of orders of magnitude, reducing the processing time from several days to a few hours. Similarly, high-throughput gene expression assays require several stages of data processing for converting the raw data into differential expression levels, and necessitate the use of more-powerful computing systems [10].

To the rescue are commercial ‘cloud computing’ services, such as Amazon Web Services, Google Cloud Platform, and Microsoft Azure, which obviate the need for researchers to set up their own physical computational infrastructure. Cloud computing services – services that can be accessed over the Internet – enable quickly setting up a personal cluster, which is a group of computers connected to each other. Importantly, the clusters can be easily scaled up or down (they are said to be ‘elastic’) depending on the need. The services also provide access to practically limitless data storage, including specialized databases. Specialized hardwares, such as those required for deep neural networks, are also available because powerful computers can currently have as many as 128 central processing units (CPU). Further, emerging software
services such as Google Cloud Machine Learning will likely make it trivial to perform data analysis, requiring almost no software to be set up. Existing models can be selected, trained, tested, and validated using standardized workflows.

Finally, public database repositories allow researchers to deposit their data in a standardized manner. For instance, the Gene Expression Omnibus [69] is a database repository of high-throughput gene expression data and related techniques. Image Data Resource [70] is a recently launched public repository for image datasets. These resources not only decrease the burden on individual laboratories to manage their own data but also enable easy dissemination of their work.

**Concluding Remarks and Perspective**

We are entering an exciting era where massive amounts of experimental data are being produced, and computational methods can predict the behavior of biological systems using these data. By tapping into advances in the field of machine learning and computational simulations, biomaterial researchers can view their experiments through the lens of a ‘data scientist’ – using mathematical abstractions to transform their problems into ones that have well-established and generalized solutions. Machine learning techniques can be used even in the absence of any hypothesis about the biological system or material properties. By contrast, computational simulations are an essential part of the discovery process because they allow the researcher to make explicit hypotheses, test them, and make predictions using the models that encode their hypotheses.

The basics of the computational concepts involved are relatively straightforward, and the reference material cited here can bring the interested researcher up to speed on the details of techniques. However, establishing collaborations with computational researchers is invaluable – in our own experience, a close collaboration can dramatically accelerate the pace of research.

While the computational methods presented in this review are powerful, they bring several potential pitfalls that should be kept in mind. With machine learning techniques, there is a temptation to test out numerous predictive models – given the ease and availability of doing so – which can lead to overfitting of the data, even when all the common practices of model validation are followed [71,72]. Further, given the hundreds of variables involved, and the thousands of experiments that may be conducted, it is easy to fall prey to spurious correlations – correlations that happen by random chance, or by forgetting to adjust significance levels for multiple testing [72].

While several open questions remain (see Outstanding Questions), the biomaterials field is already well suited for taking on a computational approach to investigating cell–material interactions. Omics technology has given us the power to generate large datasets on cell–material interaction. By equipping ourselves with knowledge of computational tools, as well as effective collaborations, we will be prepared to channel the deluge of data towards making scientific breakthroughs.
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**Outstanding Questions**

How do we create a standard for parameterizing biomaterials? Although different parameterizations exist, there is currently no consensus in the field on how to standardize them.

How should data from different sources be integrated? As more approaches for parameterizing cellular states become available with high throughput, the field faces the challenge of combining these measurements for making predictions.

Can the application of machine learning be extended beyond prediction to a simulation of cell–material interactions? Recent advances have been made in simulating physical models using machine learning; doing so for biological systems is likely to be much more challenging.

How should the community gear itself up to adopting computational methods for solving problems? What incentives should funding organizations and institutions put in place to nudge researchers to adopt these methods? What role should scientific journals play in encouraging research in this direction? How should the next generation of scientists be trained to develop competence in both computing and biomaterial science? How should the field make itself attractive to the machine learning and mathematical modeling community such that more researchers from those domains are drawn to conducting research in biomaterials?

Given the need for data repositories in the field, what funding mechanisms can be designed to encourage the community to create such resources?

What is the holy grail in biomaterials, and what is the role of computational techniques in finding it?
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