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Summary

Economic development is associated with changes in production and export struc-

tures. Each country masters a set of capabilities, i.e. a set of tasks and knowledge

necessary for the realization of some products. Mastering additional capabilities al-

lows countries to produce more complex products or technologies. Understanding

economic development involves understanding how countries can add new prod-

ucts to their production and export basket and develop particular industries. Each

industry has speci�c characteristics in terms of capabilities, technologies and knowl-

edge and in terms of the nature of their production. In this thesis, I provide empir-

ical evidence of the importance of both boundaries and linkages between industries

to understand structural change and the dynamics of economic growth.

Chapter 2 proposes a new methodology for identifying patterns of organization

of industries and their evolution over time. To do this, I analyze the cluster struc-

ture of the product network built from export data. Results show that products

cluster according to di�erent factors: their complexity and technological domains,

the abundance of low-skilled labor or of natural resources they require, as well as

global value chains and vertical integration of their production process. Moreover,

I �nd that technological domains and boundaries between industries are not always

clear-cut and can evolve over time.

In chapter 3, I study the dynamics of economic growth by examining the char-

acteristics and determinants of transitions between di�erent medium-term growth

regimes (rapid growth, slow growth and recession) using a semi-Markov framework.

Results indicate that the e�ect of the manufacturing sector on economic growth

is far from uniform and that the measure of economic structure also matters. In

addition, clusters with similar technological intensity play a di�erent role in the

dynamics of growth, and, global value chains (GVCs) may explain some of these

di�erences. Furthermore, although the textile industry is often seen as a stepping

stone to industrialization, in this study the e�ect of this cluster is negative in many

cases. Finally, this analysis highlights the presence of \recesion traps", which are

largely driven by a greater specialization natural resources-based manufacturing



clusters.

Di�erences between industries a�ect not only the growth process through pro-

ductivity gaps, but also the stimulation they provide to the rest of the economy

through upstream and downstream linkages. Chapter 4 examines the impact of

inter-industry interconnections on economic performance, focusing on demand dy-

namics (i.e. backward linkages). I relax two strong assumptions associated with the

traditional calculation of the output multiplier, which makes it possible to estimate

the degree of response to demand shocks from the supplying industries. Results

show that there are signi�cant di�erences across industries and countries. Manu-

facturing industries, and in particular �nal consumer goods ones, tend to be less

responsive to shocks in demand relative to services. Signi�cant di�erences are also

observed between countries since manufacturing industries in developed countries

tend to be less sensitive to demand shocks than in developing countries.



�A mes parents





Acknowledgements

It is hard to express on paper the extent of my happiness to have �nalized this

thesis, and along the way, to have had such a rewarding experience. I was lucky to

meet extraordinary people throughout this process that have directly or indirectly

contributed to this book.

I am deeply grateful to Prof. Robin Cowan for his challenging comments, his

patience and precious support. Prof. Pierre Mohnen was essential to this work as

well in providing an additional perspective and very helpful comments and advice.

I would also like to thank Bart Verspagen, Swati Dhingra, Koen Frenken and

Patrick Llerena for accepting to be part of the reading committee and for taking

the time to read this thesis and provide insightful comments on it.

My research has taken me to the most beautiful and unexpected places. Each

and everyone of them has contributed to make my experience more gratifying.

In Strasbourg, I owe a sincere thank you to the BETA at Strasbourg University

for achieving the di�cult balance of granting me a great amount of exibility while

making me comply with my deadlines. Bertrand Koebel, Julien Penin, Danielle

and Geraldine were of great assistance in facilitating this. I am also lucky to have

met such great colleagues. Thank you Marie, Narimene, Mischael, Prosper and

Yankou for making my stays in Strasbourg more enjoyable.

In Maastricht, I am extremely thankful to the sta� of UNU-MERIT and especially

to Ad, Eric, Mourik-Jan, Herman, Howard, and of course, Eveline for their excel-

lent work in providing me with the support and assistance I needed. UNU-MERIT

and Maastricht were also amazing places to meet friends and interact with di�er-

ent cultures. I am deeply grateful to Andi, Dani, Fernando, Julieta, Lorena and

Simone for making this experience so smooth and entertaining. I would also like

to extend thanks to Josy and Lila for sharing great moments, both at home and

abroad. I am happy to have crossed path with Agustin, Alison, Alejandro, Andres,



Carmen, Daniel, Elisa, Francesca, Francois, Giorgio, Iman, Jennifer and Tashmia,

who greatly contributed to making Maastricht more fun.

In Seville, I owe a huge debt of gratitude to Alicia, Chipi, Magdalena, Matias,

Ricardo and Dr Martin.

In Washington D.C., I have learned a lot about innovation and development chal-

lenges in Latin America, working at the Inter-American Development Bank, thanks

to Jose Miguel Benavente, Gustavo Crespi, Matteo Grazzi, Jordi Jaumandreu,

Carlo Pietrobelli and Monica Salazar. Many thanks go to Carlos, Diego, Kayla

and Pauline as well for lightening the mood during my breaks.

In London, I am particularly grateful to Ralf Martin, who gave me the opportunity

to work with the great team of the Watson project at Imperial College. Thank you

Dennis and Jennifer for being such enthusiastic colleagues and friends. Thank you

Cleo, Lin, Mara and Esma for making my lunches more pleasant. I was also lucky

to enjoy the good company of Claire, Damien, Ksenia, Mattia and Solene during

my free time. I would also like to thank Nicola Venini for taking the time to make

the cover of this book.

Because the knowledge process is cumulative, I wish to acknowledge the French

education system and its invaluable teachers. Without them this thesis might not

have seen the light, they have largely contributed to build a strong knowledge

basis for this research project. I am also indebted to the R, Stackoverow and

Wikipedia communities. They have been a precious source of information for my

research progress.

In every place and state, some people were always present. Thank you Nelson

for being such an amazing friend throughout the years. A great deal of gratitude

goes to Christian, for being the best partner one could wish for. Your continuous

encouragement, patience and love were essential for the completion of this work. I

would also like to extend my thanks to the Vanoni family for being so welcoming

during my stays in Italy. Special thanks go to the people who have always been a

source of great joy and motivation. I am thankful to have had such generous and

loving grand-parents. I am also lucky to have grown up alongside Antoine, Evelyne

and Marine and to have shared such memorable moments with them. Finally, I

wish to thank my parents, Charles and Elisabeth, for their unconditional love and

support, and for the way they let me discover the world. Because words would not

su�ce to express the extent of my gratitude, this book is dedicated to them.



Contents

1 Introduction 1

2 Mapping industrial patterns and structural change in exports 13

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Background and literature review . . . . . . . . . . . . . . . . . . . . 15

2.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.3.1 Network construction and data . . . . . . . . . . . . . . . . . 22

2.3.1.1 The export network and the product space . . . . . 22

2.3.1.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.3.2 The backbone of the product space . . . . . . . . . . . . . . . 26

2.3.3 The community structure of the product space . . . . . . . . 31

2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.5 Discussion: export patterns, structural change and factors of pro-

duction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.6 Conclusion and limitations . . . . . . . . . . . . . . . . . . . . . . . . 46

3 Breaking down the e�ect of manufacturing on the dynamics of

economic growth 49

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2 Manufacturing and economic growth: a review of the literature . . . 50

3.3 Growth patterns and economic specialization: data and stylized facts 57

3.3.1 Development patterns and dynamics: de�nitions and stylized

facts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.3.2 Measuring economic structure in manufacturing exports . . . 61

3.4 A semi-Markov model for analyzing transitions between growth states 63

3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.5.1 The characteristics of growth transitions . . . . . . . . . . . . 70

3.5.2 The e�ect of the economic structure on growth transitions . . 73

3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4 The extent of demand ripple e�ects on economic growth 81

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.2 Literature review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

i



4.3.1 Measuring the transmission of demand shocks by industry . . 87

4.3.1.1 Estimation method . . . . . . . . . . . . . . . . . . 90

4.3.2 The determinants of the response to demand shocks . . . . . 92

4.3.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.4.1 Measuring the transmission of demand shocks by industry . . 93

4.4.2 The determinants of the response to demand shocks . . . . . 95

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5 Conclusion 103

References 109

A Appendix to Chapter 2 113

A.1 Serrano et al. (2009)’s network reduction method . . . . . . . . . . . 117

A.2 The Infomap algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 119

A.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

A.4 Robustness checks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

A.4.1 Network reduction method . . . . . . . . . . . . . . . . . . . 140

B Appendix to Chapter 3 143

B.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

B.2 Static community structure of the manufacturing exports . . . . . . 143

B.3 Collinearity Diagnostics . . . . . . . . . . . . . . . . . . . . . . . . . 147

B.4 Tests for the choice of the model . . . . . . . . . . . . . . . . . . . . 148

B.4.1 Testing the distribution of the hazard rate of waiting times . 148

B.4.2 Testing the number of the lag of the economic structure vari-

ables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

C Appendix to Chapter 4 151

C.1 Measuring weight disparity . . . . . . . . . . . . . . . . . . . . . . . 151

C.2 IOT data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

Valorization 159

About the author 163

ii



List of Tables

2.1 Size and density of common networks and snapshots of the product

space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.2 Network statistics of each snapshot of the product space reduced

using a global threshold on weights . . . . . . . . . . . . . . . . . . . 29

2.3 Network statistics of snapshots of the product space reduced using

Serrano (2009)’s multiscale backbone technique . . . . . . . . . . . . 31

3.1 Descriptive statistics of the transitions and waiting time observed . . 61

3.2 Descriptive statistics of the transitions and waiting time observed

(without Sudan) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.3 Estimated parameters of the hazard rate of waiting time and of

the Markov chain (transition probabilities) for each transition hj
(unrestricted model) . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.4 Estimated parameters of the hazard rate of waiting time and of

the Markov chain (transition probabilities) for each transition hj
(restricted model) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.5 Estimated coe�cient parameters of the export value variables . . . . 77

3.6 Estimated coe�cient parameters of the export diversity variables . . 78

4.1 Determinants of the response to demand shocks . . . . . . . . . . . . 100

A.1 Evolution of the number of countries and product in the interna-

tional trade network . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

A.2 Correlation between the similarity measures . . . . . . . . . . . . . . 113

A.3 Interquartile range of each similarity measures . . . . . . . . . . . . 113

A.4 De�nition of the set of industries in terms of SITC Revision 2 at 2

digits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

A.5 Leamer (1984) classi�cation (pp. 62-63) . . . . . . . . . . . . . . . . 139

A.6 Lall (2000) classi�cation . . . . . . . . . . . . . . . . . . . . . . . . . 140

B.1 Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

B.2 Network statistics of the product space aggregate (1962-2000) re-

duced using Serrano (2009)’s multiscale backbone technique . . . . . 144

B.3 Results of the static community structure: number of products in

each community by SITC . . . . . . . . . . . . . . . . . . . . . . . . 145

iii



B.4 Results of the static community structure: number of products in

each community by SITC . . . . . . . . . . . . . . . . . . . . . . . . 146

B.5 Variance ination factor tests . . . . . . . . . . . . . . . . . . . . . . 148

B.6 Likelihood-ratio tests for di�erent number of lags of the economic

structure variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

B.7 AIC for di�erent number of lags of the economic structure variables 149

C.1 IOT country list . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

C.2 IOT industry list . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

iv



List of Figures

3.1 Distribution of GDP per capita growth from 1950 to 2006 . . . . . . 58

3.2 Share of observations corresponding to episodes of rapid growth,

slow growth and recession from 1950 to 2006 . . . . . . . . . . . . . 59

3.3 Distribution of the �t of the estimation of GDP per capita growth

(R2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.4 Relationship between export value versus export diversity in di�er-

ent communities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.5 The three states model used for growth evolution . . . . . . . . . . . 64

3.6 Survival rate of waiting time, hazard rate of waiting time and hazard

rate of the semi-Markov process for each transition . . . . . . . . . . 73

4.1 Optimal value of � by industry and country . . . . . . . . . . . . . . 96

4.2 Distribution of � over countries, by industry . . . . . . . . . . . . . . 97

4.3 Distribution of � over industries, by country . . . . . . . . . . . . . . 99

A.1 Weight distribution of the snapshots for each similarity measure . . 114

A.2 Simulation of two speci�c cases in which similarity measures di�er . 115

A.3 Weight distribution of the snapshots of the product space . . . . . . 116

A.4 The disparity �lter and graph connectedness . . . . . . . . . . . . . . 119

A.5 Hu�man coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

A.6 Share of products from each industry across communities (in %) . . 123

A.12 Alluvial diagram of the evolution of the communities linked to the

electronics industry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

A.13 Alluvial diagram of the evolution of the communities linked to the

machinery industry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

A.14 Alluvial diagram of the evolution of the communities linked to the

textile industry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

A.15 Alluvial diagram of the evolution of the communities linked to the

petroleum industry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

A.16 Alluvial diagram of the evolution of the communities linked to the

wood, paper and metals industries . . . . . . . . . . . . . . . . . . . 133

A.17 Product overlap between communities across time (in %) . . . . . . 134

A.22 Entropy of industry shares across communities . . . . . . . . . . . . 139

v



B.1 Correlation coe�cients . . . . . . . . . . . . . . . . . . . . . . . . . . 147

C.1 Distribution of the normalized disparity of the demand for interme-

diate consumption, by industry . . . . . . . . . . . . . . . . . . . . . 152

C.2 Distribution of the share of output of industry i that is used as

intermediate consumption, by industry . . . . . . . . . . . . . . . . . 155

C.3 Share of output of industry i in total output, by industry and country156

C.4 Coe�cient �k in the revised Leontief matrix, ~L, for di�erent values
of � and k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

vi



Chapter 1

Introduction

Economic growth is pursued by most countries as it is believed to be the main

root of wealth and development. Since the industrial revolution, several countries

have experienced sustained periods of rapid growth driven by changes in their eco-

nomic structure, that is structural change. In particular, their economic resources

have shifted from a traditional to a modern sector. Each sector and industry has

a particular e�ect on growth dynamics because it di�ers from others in terms of

productivity, technological opportunities and the nature of the production process.

Past growth experiences show that the economic structure of countries and its

dynamics are at the center of the growth process. Yet, several questions remain

relative to the way elements of the economic system interact, in particular indus-

tries, the mechanisms of structural change and its e�ects on growth dynamics. In

particular, what di�erences and interdependencies between industries lead to the

emergence of important export and production patterns and which of these prevail

in instigating structural change? How do these di�erences and interdependencies

a�ect growth dynamics? This thesis aims at addressing these questions using a

network approach and paying particular attention to the dynamics embedded in

the economic system of countries.

Countries’ economic growth experiences vary because the composition of their

economic systems di�er as each possesses a di�erent set of capabilities. Capabilities

are the skills that enable a country to make, and in a context of growing interna-

tionalization of production and commercialization of products, to export a given set

of products. Products also di�er in the combination of capabilities they require to

be made (Weitzman, 1998, Arthur, 2009). Some products are more complex in that

they entail a larger and more diverse set of capabilities that only a few countries

possess. Products can also be distinguished by their technological domain (Arthur,

2009): that is they are part of a cluster of technologies that rely on one or several

common phenomena. For instance, electronic products rely on the phenomena as-

sociated with the electron. Other capabilities, such as those necessary for natural

resource extraction, marketing, the quality of infrastructure and of institutions as

1



well as policies to have just a few are also crucial for the economic performance of

countries. All these dimensions constitute the capabilities that enable an economy

to produce and export di�erent types of products and to be more or less competi-

tive in a given set of industries. In sum, the mix of capabilities a country possesses

both reects and determines many aspects of its performance. This leaves us with

an important question: how are products related to each other and how does this

a�ect structural change, and ultimately growth dynamics?

Most classical and trade models consider a continuous sequence of goods from

low to high-tech, in which adjacent goods di�er only slightly in their technologies.

This implies that countries have one possible path to development, that is from

low to high-tech, and that it does not become easier or harder to move towards the

export of products of higher technological value along the path since the di�erence

between adjacent goods is minimal. In contrast, one could consider that products

are related to each other not as a continuum but as a network. In this setting,

di�erent products share common capabilities. Therefore, it is easier for countries

to add products that have capabilities in common with what they already export.

The product space is the �rst attempt to empirically represent the relationship be-

tween products as a network (Hidalgo et al., 2007, Hausmann and Hidalgo, 2011).

In this network, the relationship between two products is measured by the number

of times they are both found in the export basket of countries. This measure ac-

counts for how common each good is in the export basket of countries in general.

This measures the extent to which products are related in terms of the capabilities

they require, assuming that the set of products a country exports de�nes well what

it can produce and that products that are exported together require a similar set of

capabilities. Let’s imagine that a product A shares common capabilities with three

other products B, C and D. In this context, a country able to produce A would

have several options to add new products to its basket (fB, C, Dg, fB, Cg, fB, Dg,
fC, Dg, fBg, fCg, fDg) and it would have to acquire the missing capabilities in

order to add any of these similar products. Acquiring the missing capabilities may

implies more or less e�ort from the country depending on two things: (i) what it

can already do, and (ii) the extent of additional skills that are required to make

the newly added product. For instance, if a country is making shirts, it will be

easier to start making pants than computers. This is because the production of

shirts and pants involves similar capabilities, which are shared by �rms within the

textile industry. We know that �rms tend to share common capabilities within

2



CHAPTER 1. INTRODUCTION

industries (Malerba, 2002). But, what de�nes industries and what role do they

play in economic development?

Industries consist in a set of �rms that have similar characteristics. Industries

di�er in terms of (i) the type of knowledge and technology they use and generate,

(ii) the nature of the products they make, and (iii) the type of production process

involved. On the one hand, depending on the industry, knowledge has di�erent de-

grees of cumulativeness, tacitness, speci�c knowledge, technological opportunities

and knowledge domain (that is the type of phenomena they rely on) (Nelson and

Winter, 1982, Dosi, 1982, Malerba, 2002 and Arthur, 2009). Note that the associ-

ation of a product or an industry to speci�c technological domains can also evolve

with time. While cameras used to rely on chemical principles, most of them now

are made using electronic and digital technologies. This change in technology do-

main is hereafter referred to as \redomaining". On the other hand, industries di�er

in terms of the technological complexity of the products they make, whether the

production process is continuous or discontinuous, as well as the physical aspects

of the products. The physical aspects of products are important in this context be-

cause they inuence the ease of transporting them. This in turn a�ects the easiness

to fragment the production process (Lall, 2000). Why do these di�erences between

industries and products matter for structural change and economic growth?

These di�erences engender boundaries and interdependencies between indus-

tries that a�ect the way structural change takes place. Boundaries between in-

dustries can emerge because production processes within an industry tend to be

associated to a speci�c set of capabilities, and in particular of knowledge and tech-

nologies. The extent to which a �rm from industry A can access knowledge from

another industry B depends on the degree of cumulativeness, tacitness, speci�city

of the knowledge from industry B. The importance of boundaries between indus-

tries draws into question the validity of the general assumption according to which

the knowledge stock is freely available (Arrow, 1962b and Arrow, 1962a). On

the other hand, the potential of fragmenting the production process in some in-

dustries creates pathways between otherwise unrelated industries. This emergent

phenomenon tends to blur the boundaries between low and high-tech industries

and generates opportunities for countries to catch up by integrating global value

chains (GVC). For instance, the production process of the electronics industry is

highly fragmented between developed and developing countries (in particular in
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East Asia). In this context, the level of technological capabilities of countries is

no longer reected by the industry but by the stage of the production process of

their activities. In the example of the electronics industry, the production process

involves a variety of tasks, from the most complex ones, such as product design,

to the least complex ones, such as assembly. Typically, developing countries enter

this industry by doing low-skill assembly work, and work their way up the value

chain by acquiring new capabilities at each step.

Furthermore, interdependencies emerge in the economic system due to the pres-

ence of complementarities and input-output relations between industries. Comple-

mentarity can arise in di�erent ways. First, investment has complementary e�ects,

both direct and indirect. In the indirect case, when an industry invests it increases

its production capacity and its economic outcome. This increase, in turn, translates

into higher investments elsewhere in the economy. This mechanism is known as the

induced investment. As for the direct case, investments in one industry create the

need for additional investments in another or several other industries (Hirschman,

1958). For instance, investments in transport services call for additional invest-

ments in infrastructure (to expand, maintain or renew the infrastructure).

Furthermore, technical complementarities can also exist and operate through

two di�erent channels. The presence of economies of scale can induce complemen-

tarities such that the increase in the output of an industry leads to a decrease in

marginal cost in another industry. This occurs under two scenarios: (i) if the prod-
ucts from the two industries are related through input-output links and the input

is produced under increasing returns to scale, or, (ii) if they are complementary

inputs in the production of a third good and are both produced under increasing

returns to scale. Another type of technical complementarity can arise when the

increased use of one product indirectly leads to an increase in demand of another

(Hirschman, 1958). This does not refer to the case of derived demand in which two

products are complementary inputs in the production process of a third product,

where an increase in the use of the third product would be the triggering factor.

Instead, this corresponds to a more indirect complementarity in use where the de-

mand for one product triggers the need for other products that are not directly

involved in its production process. For example, the construction of a new airport

can indirectly lead to an increase in demand for transport services, o�ce furniture,

new residential buildings and car parks around the airport and so on.

Because of the presence of complementarity e�ects and input-output inter-

linkages between industries, an initial change in output in one industry can have a
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much greater �nal impact on the aggregate output of the whole economy through

a multiplier e�ect. In other words, it quanti�es the extent to which shocks in in-

dustry B di�use to the whole economy. Two di�erent inducement mechanisms can

arise, one from the demand side, backward linkages, and another from the supply

side, forward linkages. On the one hand, backward linkages represent the links

from user to supplier industries. Because of the presence of these links, an increase

in demand in industry A is likely to trigger an increase in demand in its supplier

industries due to the presence of investment and technical complementarities. This

is because industry A will require more inputs to produce more output and will

request its suppliers to provide these additional inputs. This can only occur if the

�rms operate under decreasing or constant returns to scale. For instance, to make

twice as much orange marmalade, you will need twice as much oranges and sugar.

If the demand for this marmalade increases, the demand for oranges and sugar

will also rise. On the other hand, forward linkages correspond to the di�usion of

shocks from supplier to user industries. In this case, an increase in productivity of

a supplier industry leads to a reduction in the price of its products. Because these

products are inputs in other industries, this shock further results in a decrease in

the marginal costs of the industries using these inputs and an increase of their

pro�tability. This of course depends on the pressure �rms in the supplier industry

have to reduce their prices, and in particular on the concentration of the market

in which they operate.

Industry linkages go beyond input-output relationships at the intermediate con-

sumption level. Industries are also related through the technologies they exchange.

The existence of technological complementarities constitutes an additional trig-

gering factor to the development of technologies and industries (Rosenberg, 1976

and Rosenberg, 1979). They are likely to cause technological interdependencies be-

tween apparently unrelated processes and industries. Technological progress within

a technological regime often relies on the improvement of major components (Nel-

son and Winter, 1982 and Arthur, 2009). The introduction of an improved com-

ponent into a technology, also called internal replacement, creates a technological
imbalance. This imbalance needs to be corrected for the whole to work in co-

ordination and for the technology to be used e�ciently. Thereby, the problem

stimulates the demand and search for new solutions within the system of inter-

dependent components in order to improve the internal structure. This is in line

with the concept of technological regimes or paradigms, for which the de�nition of

5



the \relevant" problems determines the direction of the search for new technolog-

ical alternatives. Complementarities between industries are key to explaining the

technological backwardness of some countries. In particular, in many developed

countries, the agricultural sector has bene�ted greatly from advances in other in-

dustries such as machinery and chemical industries (Rosenberg, 1976). Advances in

these supplier industries have allowed for an increased mechanization of production

processes and the use of fertilizers. The absence of these complementary industries

in developing countries has ampli�ed the technological gap with developed coun-

tries in this sector. Overall, industries di�er not only in terms of their productivity

but also in terms of the stimulus they provide to the rest of the economy through

backward and forward linkages.

The existence of linkages between industries is the basis of unbalanced growth

theories. In this case, the net input of externalities of each investment project1

generated by the multiplier e�ect can vary. In addition, the extent of these ex-

ternalities is not necessarily linked to their size (Hirschman, 1958). As a result,

economies bene�t from following an unbalanced growth path focused on industries

with important positive externalities. Furthermore, particular attention should be

paid to the structure of the connections between industries because the di�erence

between industries in the strength and asymmetry of their linkages has several im-

portant consequences. First, following Lucas (1977), economists tend to discard

the existence of industry linkages or assume that they are symmetric. In either

case, micro shocks on individual industries average out rapidly and have no e�ect

on the aggregate outcome. However, Acemoglu et al. (2012) show that the way

micro shocks are transmitted at a more aggregate level is strongly dependent on

the structure of these connections. In particular, micro shocks have an important

role in generating aggregate uctuations when the relationships between industries

are asymmetric. Second, the order in which industries develop is important as it

involves di�erent types of cumulative e�ects. In this context, present investments

inuence the pro�tability of subsequent projects. Because the structure of indus-

trial linkages di�ers between countries, the e�cient sequence of investment should

also vary between them.

As a result, the presence of interdependencies and complementarities can re-

inforce and limit boundaries between industries. The formation and development

of an industry is strongly a�ected by the environment in which it evolves through

1The net input of externalities of an investment project corresponds to the di�erence between
the externalities it creates and the ones it bene�ts from
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linkages, complementarities and spillovers.

In most countries, intermediate consumption represents a large part of total

production. The exchange of intermediate consumption between industries is of-

ten informed by input-output transactions. For this reason, input-output linkages

between industries are key to the performance of industries and the economy as

a whole. In particular, the analysis of input-output networks enables us to bet-

ter understand how shocks at the industry level (both from domestic and foreign

sources) are transmitted throughout the economy. Several authors have focused on

the empirical measurement of backward linkages. While Chenery and Watanabe

(1958) only account for direct linkages, Rasmussen (1956) uses the input-output

matrix, which quanti�es the input-output linkages, to derive the extent of direct

and indirect backward linkages between industries (\power of dispersion"). This

measure accounts for three types of e�ects: (i) the initial e�ect, (ii) the direct e�ect
and (iii) the indirect e�ect. The initial e�ect corresponds to the rise in output of

industry A needed to ful�ll a change in its �nal demand. The increase in output of

its direct suppliers is the direct e�ect. And the increase in output of the suppliers

of the direct suppliers of industry A corresponds to the indirect e�ect. However,

these measures have strong assumptions. They assume that as long as there is an

input-output link, the shock is transmitted and that a direct shock is as important

as an indirect one. The measure of the output multiplier and backward linkages is

an important tool to identify industries that generate greater externalities for the

growth of an economy through demand and production dynamics. Mis-estimating

them is likely to lead to un�t industrial policies. Moreover, traditional measures of

backward linkages overlook the mechanisms that inuence the size of the linkage

e�ects and the identi�cation of industries acting as obstacles in the transmission

process of demand and supply shocks.

In this context, identifying key di�erences between industries matter because

they a�ect the way the economic structure of countries changes, and therefore,

their potential for economic growth. In particular, the presence of boundaries and

interdependencies between �rms, industries and countries explains the existence of

discontinuities between production capabilities and path dependence.

Chapter 2 proposes a new methodology to identify industrial patterns and their

evolution over time by analyzing the community structure of the product space and

its evolution over time. As in Hidalgo et al., 2007, I assume that the set of products
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a country exports de�nes well what it can produce, and that products that are

exported together require a similar set of capabilities to be made. The community

structure of a network is used to detect the presence of clusters of nodes (in this

case, products) tightly connected to each other and less to the rest of the network.

If the product space measures the extent to which products are related in terms

of the set of capabilities they require; then its community structure enables us to

draw a better picture on the set of products that tend to be exported together and

so that share similar skills.2 In addition, the evolution of the community structure

provides information on the way structural changes take place and export patterns

transform. Here, the evolution in the community structure refers to the merging

and splitting of communities and the change in their composition. The merger

of two communities indicates that there have been some changes in the export

and production structure of a number of countries. The skills and technologies

associated to the two communities were similar enough for countries to be able to

make this change.

Results from this exercise provide information on the linkages between prod-

ucts and industries. First, results show that the product space is highly modular.

Second, according to the results, that there are industrial di�erences (Malerba,

2002) at a global level but also that the boundaries between industries are not

always clear-cut. This reveals the importance of industry linkages. I �nd that a

community can correspond to a single industry, in some cases, and in several in-

dustries or even groups of industries, in others. The products of the same industry

are also sometimes found in several communities. By analyzing the composition

of the communities detected, I identify several common characteristics that are

potential determinants for the emergence of several clusters. In particular, techno-

logical complexity and domains are associated to the formation of several clusters of

medium and high-tech products. In addition, I �nd evidence that technological do-

mains are not immutable. The merger of several groups of products (photographic

equipment, optical goods and watches) with the electronics cluster reects the evo-

lution of technologies and their \redomaining" towards electronics over time. In

other words, the production of photographic equipment, optical goods and watches

have converged to rely more and more on the use of electronic technologies. I also

�nd that the abundance of low skilled labor, on the one hand, and of natural re-

sources, on the other, is at the source of the formation of several clusters. Yet,

the structure and evolution of the product space show that the factors explaining

2I make no a priori assumption on the type of capabilities leading to the emergence and the
evolution of these clusters.
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industrial patterns and structural change are more complex than the traditional

divide between low-tech and medium to high-tech industries. Overall, value chains

and vertical integration seem to be an overwhelmingly important and growing de-

terminant of export patterns and structural transformation. For instance, changes

in the composition of the electronics community show evidence of an acceleration

of the international fragmentation of the production process from the 1980s on-

wards. This analysis also provides information on the export pro�le of countries

that have succeeded to enter this GVC. Their export basket is strongly focused

on the low-end of the textile industry, characterized by cheap low-skilled labor.

This reects the main objective of such delocalization processes, which consist in

reducing production costs. These di�erences are fundamental aspects explaining

the structure and evolution of the globalized economy, which directly a�ect growth

dynamics.

It has a long been argue that the structure of the economy has an important role

in economic growth dynamics. I look at this in more details in chapters 3 and 4. In

these two studies I pay special attention to industries boundaries and interlinkages.

In chapter 3, I study economic growth dynamics by examining the characteris-

tics and determinants of transitions between di�erent medium-run growth regimes

(rapid growth, slow growth and recession). More precisely, I use a semi-Markov

framework to estimate the behavior of each potential transition between these pre-

viously de�ned growth regimes. I also investigate the e�ect of the economic struc-

ture on these growth transitions. Regarding the determinants, I focus on the role

played by the economic structure within the manufacturing sector. The economic

structure is de�ned endogenously by identifying di�erent patterns of manufacturing

exports using the methodology of chapter 2 but focusing on manufacturing exports.

I use two instruments of measurement of the economic structure: specialization and

diversi�cation. Results o�er important insights on growth dynamics and on the role

the economic structure plays. Results indicate that the e�ect of the manufacturing

sector on economic growth is far from being uniform. Moreover, I �nd that cluster

with similar technological intensity can play a di�erent role on growth dynamics.

For instance, both the electronics and chemicals clusters have positive e�ects on

the growth process, but some di�erences in their e�ect are worth noting. Distin-

guishing between the intensive and extensive margin also matters. It is the case

of the e�ect of the participation in the chemicals cluster, among other examples.

Countries that are more diversi�ed in the chemicals cluster are more likely to at-

tain rapid growth while the ones that are more specialized in this cluster have more
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chances of going out of a recession state. Regarding electronics, countries with a

greater participation in this cluster (both in terms of specialization and diversi�ca-

tion) are likely to improve their growth rate when in recession. In addition, those

that become more involved in this cluster have higher chances of escaping a growth

slow down. For this to happen, they ought to be more diversi�ed when they are

in a rapid growth regime and more specialized when they experience slow growth.

Conversely, the machinery cluster pushes countries towards slow growth, whether

they experience rapid growth or recession. Thus, to some extent, these results point

to the di�erences between industries with regards to the establishment of GVCs.

On the one hand, the low ratio between weight and value of electronic products has

facilitated the international organization of the production process. On the other,

the products of the automotive industry are characterized by heavy components

that are di�cult to transport, which makes GVCs less widespread in this industry.

In addition, the e�ect of the electronics cluster is probably closely related to the

integration of developing countries into low technology activities since they tend to

grow more rapidly in the catch-up process. Despite the fact that the textile indus-

try is often seen as the stepping-stone towards industrialization, the e�ect of this

cluster is negative in several cases. Indeed, a greater participation in this cluster

increases the risk of falling into a recession regime (both specialization and diver-

si�cation variables are signi�cant). Additionally, for countries experiencing rapid

growth, increasing their diversi�cation in this cluster is likely to lead to a lower

growth rate (i.e. transition to slow growth regime). Finally, this analysis shows

evidence of a recession trap, largely fed by a greater specialization in the export

of several clusters composed mainly of natural-resources manufacturing. Overall,

the argument that there is no unique path to growth (Rodrik, 2008) seems to also

apply to the economic structure.

Di�erences between industries not only a�ect the growth process through pro-

ductivity di�erentials but also in terms of the stimulus they provide to the rest

of the economy through backward and forward linkages. Chapter 4 studies the

incidence of industries’ inter-linkages on economic performance. I focus here on

demand dynamics linked to intermediate consumption (i.e. backward linkages).

Backward linkages consist in ripple e�ects on the production of downstream indus-

tries (or output multiplier) generated by an increase in the output of industries

upstream of the production chain, following a demand shock. The traditional cal-

culation of the production multiplier is often measured using the inverse of the
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Leontief matrix. I relax the two assumptions associated with the traditional cal-

culation of the output multiplier. This enables to test whether backward linkages

are overestimated by traditional measures (Rasmussen, 1956). I use a modi�ed

version of the Leontief inverse to predict output variation for di�erent degrees of

response to demand shocks from supplier industries. In this estimation, I take into

account the variation in demand and technology. I then evaluate the strength of

the response of each supplier industry to �nal demand shocks in its user industries.

This evaluation is done by comparing the variations of the predicted and actual

production values for each industry and country between 1995 and 2011. Results

show that there are important di�erences in this response between industries and

countries. In particular, manufacturing industries tend to have a lower response to

demand shocks relative to services. Within the manufacturing sector, �nal good

industries bene�t less from potential backward linkages than others, in particular

the electronics, other machinery, automotive industries. Furthermore, the response

to �nal demand shocks tends to be more elastic in industries at the bottom of the

value chain such as low-tech and especially raw material industries. Important

di�erences are also found between countries. Manufacturing supplier industries in

developed countries tend to be less responsive to demand shocks relative to devel-

oping ones. This can be explained by the fact that developed economies produce

more complex goods involving a larger set of intermediaries, which implies a re-

duced adjustment margin. Results from the linear regression corroborates these

arguments. In addition, it shows that the type of �xed costs an industry is facing

also matters. Overall, these results show that the response to demand shocks is

widely heterogenous across both industries and countries. This justi�es the need

for industrial policies tailored to the input-output patterns of each country.
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Chapter 2

Mapping industrial patterns
and structural change in
exports

2.1 Introduction

In a globalized environment, export patterns and their evolution play a cen-

tral role in countries’ economic development. What you export matters, not only

because some products are associated with higher productivity levels than others

but also because they open the way to greater opportunities. Countries di�er in

the set of capabilities they have and products di�er in the set of capabilities they

require to be made. Assuming that the set of products a country has a compar-

ative advantage in de�nes well what it can produce, looking at export data gives

an indication of the set of capabilities a country has through the types of products

it exports. Furthermore, one way in which products are related is through the

type of capabilities they share. Because knowledge is cumulative, countries build

on existing knowledge and capabilities and economic development is strongly path

dependent (Weitzman, 1998, Arthur, 2009). It is therefore easier to start export-

ing new products that have capabilities in common with products already being

produced in the economy so that fewer new capabilities have to be mastered.

How do we measure product relatedness? Export data can be used to construct

a bipartite network linking countries to products they have a comparative advan-

tage in. This network can be projected onto a network of products where, roughly

speaking, two products are linked if they are both exported by the same country.

Assume that products that are often exported together require a similar set of ca-

pabilities in production. In that case, this product network, otherwise called the

product space, provides a measure of the relatedness between products in terms of

the set of capabilities they require (Hidalgo et al., 2007). A country’s \location" in

the product space is de�ned by the set of products it exports. Structural change,

then, can be seen as a movement through the product space. In principle, a country
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can move from anywhere to anywhere in the space. In practice, however, movement

to nearby products will be simpler because of the way products are related to each

other in the product space through the capabilities they require.

Existing literature suggests that products tend cluster around a speci�c set of

capabilities and form industries and sectors. These clusters reect important dif-

ferences in terms of knowledge and production processes (Pavitt, 1984, Malerba,

2002, Lall et al., 2004, Arthur, 2009). However, they are not completely isolated as

each �rm is associated to speci�c complementary activities and linkages with other

�rms within and between industries. The presence of industry interlinkages implies

that the development of speci�c industries can act as bottlenecks or opportunities

for the industrial prospects of countries. In addition, the boundaries between in-

dustries evolves over time for several reasons. First, because the technologies and

knowledge industries use is constantly recombined. For instance, watches went

from being mechanical to relying on electronics as they became powered by a bat-

tery. Second, the acceleration of trade exchanges has rede�ned the boundaries

between industries and emphasized their di�erences in terms of the divisibility of

the production process and of their participation in global value chains (GVC).

Industry taxonomies have several shortcomings. First, Pavitt (1984)’s clas-

si�cation focuses on developed countries and innovative �rms. Second, product

classi�cations are often ad-hoc, which makes them subjective and hardly repro-

ducible (Leamer, 1984, Lall et al., 2004). Finally, existing classi�cations are often

static and so do not account for the evolution in the relationships between products

and between industries.

In this chapter, I present a new dynamic product classi�cation based on the

temporal network structure of the product space. I rely on a tool of network anal-

ysis called \community detection" to �nd this product classi�cation. In network

analysis, a community is a group of densely connected nodes that are also only

loosely connected to the rest of the network. In the context of the product space, I

assume that a community of products would be products that are tightly related to

each other in terms of capabilities and less to the rest of the network. There exist

several algorithms to detect the community structure of a given network. I apply

the Infomap algorithm (Rosvall and Bergstrom, 2008; 2010; 2011) on 5-year snap-

shots of the product space from 1975 to 2000. This exercise enables me to identify

di�erent clusters of related products and to follow their evolution over time. I �nd

that the product space is highly modular, that is it contains well delimited clus-

ters of products. The community structure and its evolution show that the factors
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explaining industrial patterns and structural change are more complex than the

traditional divide between low, medium and high-tech industries. In analyzing the

results, I identify several common drivers that explain the emergence and evolution

of di�erent communities. These factors include the experience in a technological

domain, factor abundance, scale economies and vertical integration. In addition, I

�nd that the community structure is fairly stable over time and tends to stabilize

even more from 1990 onwards.

This chapter is organized as follows. In the �rst section, I review the litera-

ture on the modular structure of the economy and industry idiosyncrasies. In the

second section, I describe the data and the construction of the temporal network.

In the third section, I detail the methodological steps to uncover the community

structure of the product space. In the fourth section, I analyze the results of the

dynamic community structure. Finally, I conclude in the last section.

2.2 Background and literature review

Relying on an evolutionary framework, Malerba (2002) highlights the impor-

tance of accounting for the modular structure of the economy by introducing the

concept of sectoral systems of innovation. He argues that the nature of the innova-

tion process varies across industries, which explains the fact that �rms experience

di�erent innovation and productivity dynamics depending on the industry they

belong to. Knowledge di�ers in several dimensions, including the degree of appro-

priability, tacitness, complementarity, technological opportunity and cumulative-

ness, along with the ease of access to complementary knowledge (both internal and

external to the sector). These characteristics are central to explaining di�erences

between industries as they inuence the way knowledge is created, combined and

spreads.

As presented in Nelson and Winter (1982), by sharing a common set of knowl-

edge bases, �rms in the same industry have common learning processes, technolo-

gies and production processes. They also share the same types of complementarities

with other knowledge (internal or external to the industry), and similar relation-

ships with other actors. The nature of the learning process depends on technologi-

cal opportunity, cumulativeness, the degree of tacitness and the appropriability of

knowledge, which are fundamental characteristics of knowledge. Nelson and Win-
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ter (1982) and Dosi et al. (1995) explain that because the search process delimited

by technological paradigms relies heavily on the knowledge base of individuals and

organizations, the potential to exploit natural trajectories and thereby bene�t from

technological opportunities greatly di�ers across industries and �rms (incumbents

versus entrants for example). This, in turn, a�ects their potential for technological

progress. Furthermore, Winter (1984) argues that the characteristics associated

with the technology and knowledge set of an industry, and in particular its degree

of cumulativeness, tacitness and speci�city, inuences the ease of entry to a given

market. The greater the need to build on an existing knowledge base that is not

easily accessible from external sources, the harder it is for entrants to be competi-

tive. As a result, �rst mover advantage, leading to industrial concentration, tends

to prevail in such con�gurations. In addition, cumulativeness also occurs through

positive feedback from the market. In this case, cumulativeness creates a virtuous

cycle, in which innovation leads to more pro�t that becomes available for invest-

ing in R&D (Research & Development), enabling a higher probability to innovate.

This e�ect also strongly depends on the level of appropriability of innovation re-

wards. Any lack of appropriability leads to spillovers inducing cumulativeness at

the sectoral level.

Di�erences across industries are also expressed in the nature and the extent of

their linkages with other industries. The existence of technological complementari-
ties constitutes a triggering factor to the development of technologies and industries

(Hirschman, 1958, Rosenberg, 1976 and Rosenberg, 1979). These complementari-

ties are likely to cause technological interdependences between apparently unrelated

processes and industries.1 Technological progress within a technological regime of-

ten relies on the improvement of major components (Nelson and Winter, 1982),

which take the form of internal replacement and structural deepening (Arthur,

2009). Internal replacement consists in the introduction or replacement of im-

proved components into a technology (or a body of technologies), which leads to

a increase in the complexity of its overall structure, otherwise called structural

deepening. Internal replacement and structural deepening are likely to create a

technological imbalance that needs to be corrected for the di�erent parts of the

technology to work in coordination and the whole to be used e�ciently. Thereby,

the problem stimulates the demand and the search (and its direction) for new

solutions to improve the internal structure (Rosenberg, 1976, Arthur, 2009).

1Technological interdependences have been otherwise named technological interrelatedness or
technological networks.

16



CHAPTER 2. MAPPING INDUSTRIAL PATTERNS AND STRUCTURAL
CHANGE IN EXPORTS

Technological imbalance can originate from the need to improve a product or

a production process in the same industry or another (Rosenberg, 1976). In such

conditions, technological development is the result of the interplay between indus-

tries. The presence of complementarities between industries is central to explaining

economic development and its direction in some countries as well as further tech-

nological backwardness in others. Rosenberg (1976) argues that in many developed

countries, the agricultural sector has bene�ted greatly from advances in other in-

dustries such as machinery and chemical industries, allowing for an increased mech-

anization of production processes and the use of fertilizers. The absence of these

complementary industries in developing countries has ampli�ed the technological

gap with developed countries in this sector.

Without focusing solely on technological development, Hirschman (1958) a�rms

that the existence of backward and forward linkages between industries provides a

stimulus for the development of related economic activities. On the one hand, he

argues that domestic production of inputs is accompanied by an active stimulus for

their use by local producers, that is they will attempt to create forward linkages
with potential demand. On the other hand, the development of economic activities

depends on the availability of inputs on the domestic market. Although imports are

a possibility, getting supplies on the international market requires additional skills

and is riskier due to exchange rate variations. In addition, setting up new economic

activities automatically leads to the creation of potential new domestic markets by

incentivizing the supply of domestic inputs. This mechanism gives rise to back-
ward linkages. However, the growing role played by global value chains in the last

decades shows that these linkages can be distorted. It is therefore important to con-

sider industries’ idiosyncrasies in the potential fragmentation of their production

processes. Lall et al. (2004) highlights the di�erences in fragmentation intensity

across industries. One important aspect of fragmentation is that it can only be re-

alized when technical divisibility of production processes and components in terms

of scale, skills and technological needs is high. Since it is particularly low in the

chemical industry for example, most production processes are likely to take place

in industrialized countries. But the divisibility of the production process is not

a su�cient condition for �rms to reallocate their production to access low-skilled

labor at lower cost. Establishing a global value chain is bene�cial when (i) the

production process is labor intensive (for labor cost reductions to compensate for

the cost associated with the reallocation in terms of transport and coordination),

(ii) the tasks involved are relatively simple, and (iii) the goods to be produced are
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characterized by a high value to weight ratio to limit transport costs.

Several authors have analyzed the structure of industries and products (ex-

ports) in order to classify industrial goods into homogenous groups according to

their technological content. Pavitt (1984) is one of the �rst to empirically study

innovative �rms’ di�erences across industries. He focuses on three important dif-

ferences: (i) the source of the technology used in the production of goods, (ii) the
users’ pro�le (whether they are sensitive to price or performance) and (iii) the

appropriability conditions of knowledge. This classi�cation contains four groups

of innovative �rms: supplier-dominated; scale-intensive; specialized suppliers; and

science-based. Supplier-dominated �rms are traditional �rms mainly relying on

external innovation as in textile and agriculture industries. Scale-intensive �rms

mostly consist of large �rms leaning on both internal and external knowledge with

a moderate level of appropriability. The main areas of production of this cate-

gory are basic material and consumer durable such as the automotive industry.

Specialized suppliers are small and highly specialized in high-technology industries

(machinery and instruments). Their main activity consists in creating knowledge

to be sold to other �rms, relying on its tacit nature and thus high appropriability.

Finally, science-based �rms include high-tech �rms that rely on both internal and

external knowledge from academic research to innovate through the introduction

of new products and processes. The high appropriability of the knowledge they

create relies on di�erent mechanisms including patenting, secrecy and tacit know-

how. Pharmaceutical and electronics companies are the main components of this

group.

Although Pavitt (1984)’s classi�cation provides rich information on the di�er-

ences between �rms and industries, only innovative �rms are considered. In the

present study, we are interested in both innovative and non-innovative �rms. For

this reason, I rather focuses on the classi�cations of Leamer (1984) and Lall (2000).

These two classi�cations rely on the measurement product relatedness using export

data, covering a wider part of the economy, to identify non-overlapping groups. On

the one hand, Leamer (1984)’s classi�cation is based on a endogenous method of

aggregation of trade data at the two digits level of the SITC, which contains 61

product classes. Products are classi�ed according to the cross-country correlations

of net export data in 1958 and 1975. According to Leamer (1984), if two products

are highly correlated across countries in terms of their net exports, it is reasonable

to argue that they have similar export features. The groups are formed through a
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combination of two di�erent methods of aggregation. The �rst method applies an

algorithm (which is not detailed) to the correlation matrix while the second consists

in a set of cross-section regressions of the net exports on several resources. Finally,

this technique contains a certain amount of \�ddling" in order for the results to

make sense. The presence of clusters in trade data is explained in this work by

input-output relations among products.

On the other hand, Lall (2000) uses export data in order to construct a detailed

classi�cation of products relying on the results of the literature on di�erent existing

product classi�cations (Pavitt, 1984 and OECD, 1994), on the capability approach

and on his \own judgement". Primary products are classi�ed in one group but

not analyzed further as they are not part of the manufacturing sector. Within

the manufacturing sector, Lall (2000) considers four groups of products, for which

characteristics are detailed as follows. (i) Resource-based products are classi�ed

together. This group is sub-divided into several categories. One group includes

agriculture-based goods, which are labor intensive, and the other corresponds to

products based on capital accumulation as well as scale and skill intensive tech-

nologies. (ii) Products with a low technology content are grouped together. A

distinction is made between the textile (including garment and footwear) cluster

and other products. The �rst sub-group relies heavily on technology embodied in

machines and unskilled labor while the second sub-group relies more on complex

technology and skilled labor, although not reaching the level of complexity and

quali�cation of medium and high technology products. (iii) Medium technology
goods are characterized by complex technologies, quali�ed labor and important

investments in R&D. In this group the author identi�es three sub-groups. Auto-

motive products are highly linkage-intensive given that they require a high level of

interaction between �rms in order to reach technical e�ciency.2 Process industries,

such as chemical and basic metal goods, are characterized by large-scale plants and

innovative activities focused on the improvement of equipment and complex pro-

cesses. Finally, in the case of engineering products, innovation focuses primarily on

products. In this industry, the production process can be broken down according

to the complexity of the tasks, from product design to assembly. This indus-

try also relies on �rms interactions and on an extensive supplier network. (iv)
High-technology �rms evolve in a dynamic technological environment and �rms’

competitiveness rests on important investments in R&D, infrastructure, advanced

skills and strong links with other �rms and research institutions. This group con-

2It is important to note that the products included in this group are mostly �nal goods. The
intermediate products needed in the automative industry can be found in the engineering group.
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tains electronics and electrical products on the one hand and other products such

as generating equipment, aircrafts, precision instruments and pharmaceuticals on

the other hand. The �rst sub-group has the particularity of having a production

system can be broken down between product design and assembly. According to

Lall (2000), all products need technology upgrading in order to keep a comparative

advantage but the intensity of the technological e�ort and the type of capabili-

ties to do so are di�erent. That is in essence what this classi�cation is aiming to

capture.

Both of these methods rely on a certain amount of ad-hoc adjustments, in par-

ticular in Lall (2000). In addition, the lack of details on the algorithm applied in

Leamer (1984) makes this method impossible to reproduce. For these reasons, I

propose a new methodology that can reproduced on any disaggregated export data

and does not rely on any ad-hoc adjustments.

Countries di�er in the set of capabilities they possess and products di�er in the

set of capabilities they require to be made. The production of a good is the result

of a combination of capabilities (Weitzman, 1998, Arthur, 2009). Some products

are more complex in that they require a larger and more diverse set of capabilities

that only a few countries possess in totality. Products also di�er in terms of their

technological domain (Arthur, 2009). A technological domain consists in a cluster

of technologies that are associated to a similar phenomenon or family of phenomena.

As an example, the production of cars relies on the principle of the ideal gas law,

according to which raising the temperature of a gas increases the pressure that

makes the gas want to expand. In internal combustion engines, this principle is

used to create a motion that makes wheels turn. Importantly, the domains a

technology belongs to can evolve over time. Keeping the same example, cars have

undergone a series of \redomainings" as their development has relied increasingly

on electric, electronic and digital technologies. Electric cars do not rely on the

ideal gas law anymore but on electricity to power the motor and set the wheels in

motion. Cameras have also experienced an important \redomaining" �rst relying

on chemical technologies and then on electronics and digital ones.

Furthermore, di�erent products can share similar capabilities, and in that way

they can be related. Most classical and new trade models consider products as being

organized in a continuous sequence in which adjacent ones are fairly similar but

the extremes (i.e., very low-tech relative to very high-tech) are very di�erent. The

position of products on this continuous sequence depends on their technology level.
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This representation has several implications. First, products are related according

to one dimension only (technology). Second, since the sequence is continuous,

there is no discontinuity in the e�ort of countries to introduce new products to

their basket. Third, a country should add products according to the sequence and

cannot start exporting products that are not directly linked to products already in

its basket. As a consequence, according to this representation, there is one unique

path to development, that is from low to high-tech products.

Conversely, one could imagine that products are related through a network and

that their links is de�ne according to many dimensions, not only technology. The

product space is the �rst empirical attempt to represent products’ relationships

as a network and not as a continuum (Hidalgo et al. (2007)). This network is

derived from a network of exports where countries are linked to products they

have a comparative advantage in. It is assumed that the set of products a country

has a comparative advantage in de�nes well what it can produce, and indirectly,

the extent of its capabilities. In other words, the export network gives an idea

of the set of capabilities a country has through the products it exports. Further,

one can assume that if two products are often found together in the export basket

of countries, their production is likely to involve common capabilities. Based on

this assumption, we can derive a network of products: the product space. In this

network, the similarity between products p and p0 is measured by the number of

countries that are exporting both products divided by the number of countries

exporting the most common product of the pair. In that representation, a given

set capabilities is not unique to a product but is shared among several products.

For instance, unit process (such as �ltration or distillation) and unit operations

(such as crystallization, evaporation or polymerization) are core competencies for

the production of a wide range of chemicals goods. Computer simulation is also

an important core competency in the chemical industry as well as in many other

manufacturing industries, although each industry has speci�c tools and methods.

Furthermore, in this framework, capabilities correspond to di�erent dimensions

of product relatedness including inputs, markets to which products are exported,

their R&D intensity, institutions and infrastructures required for the goods to be

exported. The focus is not on any particular aspect of products’ similarity but

rather on a general feature accounting for a set of dimensions that make products

close to each other.

The position of a country in the product space provides information on the

extent and nature of its capabilities, which determine its possibilities for present
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and future growth. Therefore, the empirical estimation of products’ relatedness

provides important information for studying countries’ development patterns and

their evolution. In other words, whether or not a country can introduce a new

product to its production and export basket depends on the capabilities present in

the country because these determine the set of missing capabilities to be added.

In this chapter, I focus on the analysis of country di�erences in terms of export

structure to understand di�erences in economic development between countries.

I assume that a country has a relative comparative advantage in a product if at

least one of its domestic �rms does. According to the National Innovation Sys-

tems literature (in particular Lundvall, 1992), �rms in the same country share a

common institutional and cultural environment along with geographical proximity

that facilitates ows (and spillovers) of knowledge and technologies across actors.

In line with this literature, I assume that it is easier for a �rm to build on the set of

capabilities within the country where it is located, with other conditions remain-

ing the same. Ja�e et al. (1993) provide empirical evidence of the local nature of

knowledge di�usion showing that patents tend to be more cited by people from the

same country (and from the same region) as the inventor.

In the next section, I describe the methodology developed to empirically ana-

lyze the modular structure of the economic system and its evolution using export

data.

2.3 Methodology

2.3.1 Network construction and data

2.3.1.1 The export network and the product space

Countries have a unique set of capabilities. Each product demands certain ca-

pabilities to be produced. If a country exports a good, this provides evidence that

the country possesses the necessary capabilities. Following Hidalgo et al. (2007), I

exploit this country-product relationship in export data to measure product relat-

edness in terms of capabilities. Export data linking countries to products can be

interpreted as a weighted, undirected bipartite network. The weight of each link

measures the export value of product p by country c at time t. The corresponding
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incidence matrix is called W t
cp. As in Hidalgo et al. (2007), this weighted network is

turned into an unweighted one based on the revealed comparative advantage (RCA)

index developed by Balassa (1965).3 The link between product p and country c is

set to one when country c has a revealed comparative advantage in product p, i.e.
RCAt

cp > 1. The link is removed otherwise. The unweighted incidence matrix is

de�ned by M t
cp as:

M t
cp =

(
1; if RCAt

cp > 1:
0; otherwise:

(2.1)

The RCA index corresponds to the ratio of the export value of product p in

country c over its export value in the global economy at time t.

RCAt
cp =

W t
cp=P

p
W t

cp

P

c
W t

cp=P
cp

W t
cp

(2.2)

The incidence matrix of the unweighted undirected bipartite network M t
cp is

used to derive a weighted one-mode network of products. Network theory o�ers a

wide range of methodologies to measure the similarity between elements in a system

based on the structure of their interactions. The standard way to do a one-mode

projection would simply be to say that two products are directly connected if they

are both exported by at least one country. A weighted version of that projection

would be to state that the weight of the link between two products is a count of

the number of countries that export both. This measure corresponds to structural

3Keeping the weights and all the links would result in a very dense bipartite network and
product space, making it more di�cult to capture the most important features of the data.
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equivalence. 4

SEt
pp0 =

X

c

M t
cpM

t
cp0 (2.3)

This is a very simple measure of structural equivalence, but it su�ers from a bias

in favor of commonly exported products. That is commonly exported products will

tend to have edges with higher weights. The several proposed solutions di�er in the

correction of this bias. I focus on three common measures of similarity for which

values range between 0 and 1, namely the cosine similarity, the Jaccard index and

the \proximity index" introduced in Hidalgo et al. (2007) respectively de�ned as

follows:

costpp0 =

P
c M

t
cpM t

cp0
qP

c (M t
cp

2)
qP

c (M
t
cp0

2
)

(2.4)

jactpp0 =

P
c M

t
cpM t

cp0
P

c M t
cp +

P
c M

t
cp0 �

P
c M t

cpM t
cp0

(2.5)

P t
pp0 =

P
c M

t
cpM t

cp0

max
nP

c M t
cp;

P
c M

t
cp0

o (2.6)

The cosine index corrects for this bias by dividing by the geometric mean of the

degrees of the two products (i.e., the number of countries that export each prod-

uct). The denominator of Jacquard index used to correct for this bias corresponds

4There exists another measure of structural similarity: regular equivalence. Two products are
regularly equivalent if the set countries that export them are themselves regularly equivalent.
This measure is particularly relevant for disconnected networks and when analyzing the di�erent
functional roles in a network since it focuses on the symmetry of the structure of relationships.
Leicht et al. (2006) show that the measure of regular equivalence is a generalization of the one
of structural equivalence since the former accounts for paths of all length between nodes while
the later only considers paths of length two. In the framework of this analysis, this would mean
that two products are structurally equivalent if they are related to the same set of countries while
they are regularly equivalent if they are related to the countries that have the same structure
of interactions. This implies that a pair of products can be considered similar even though they
have no countries in common. While the measure of regular equivalence is interesting, I prefer
to discard it in this analysis. The main reason is that de�ning product similarity accounting
for paths of all length is likely to lead to a highly dense network. The measure of structural
equivalence, which is a stricter measure of similarity, already leads to the construction of a very
dense network requiring the use of network reduction techniques to study modular structure.
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to the total number of countries that export each product (i.e. the cardinality of

the union of the two sets of countries exporting each product). Finally, in the prox-

imity index, the bias is corrected by dividing by the maximum number of countries

associated with any of the products of the pair.

The three measures are highly correlated as correlation between any pair of the

three measures is always superior to 0.94 (Table A.2). In addition, in all snapshots

of the network, there is little di�erence in the dispersion of the weights. The inter-

quartile range is the highest with the cosine index, the lowest with Jaccard index

and the proximity index is in the middle.

Despite this, in two speci�c cases, there are important di�erences between the

measures.

• In the �rst case, the set of countries exporting product A is a subset of

countries exporting product B. As an example, imagine that we are interested

in the similarity between two products: product A is exported by 16 countries

and product B by countries that also export product A (Figure A.2a). Let’s

consider a situation in which the number of countries exporting product B
increases and any country adding product B to its export basket always

export product A. In other words, the set of countries exporting B is a

subset of the set of countries exporting A. When using the proximity and

Jaccard indexes, the similarity between the two products will grow linearly

with the set of countries exporting product B. Conversely, the similarity

derived from the Cosine index will increase at a decreasing rate when an

increasing number of countries export product B. Yet, there is no reason to

believe that this relationship should be concave.

• In the second case, the two products are exported by the same number of

countries, but not necessarily the same set. For example, imagine that we

want to measure the similarity between two products that are each exported

by 12 countries (Figure A.2b). When measured with the cosine or the prox-

imity indexes, the similarity between the two products will increase linearly

with the number of countries the pair of products has in common. Conversely,

this relationship is convex when using the Jaccard index. This means that

the similarity will increase with the number of countries the two products

have in common and at an increasing rate. Here again, there is no reason to
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believe that this relationship should be convex.

For these reasons, I use the proximity index as a measure of similarity between

products.

2.3.1.2 Data

The networks described above are constructed using gross export data from

COMTRADE cleaned by Feenstra et al. (2005). These data are disaggregated at

the 4-digits level for the period 1962 to 2000 and include 108 to 134 countries

depending on the year. For the sake of comparison across time, I only use data

from 1975 to 2000 and the 111 countries that are present throughout the period of

analysis. Details on the dataset are provided in Table A.1. As highlighted by Lall

(2000), export performance is key to economic development for several reasons.

On the one hand, countries can bene�t from economies of scale and specialization

through exports. On the other hand, the increased competitivity of the globalized

world makes export performance a good indicator of the productive e�ciency of

countries in the manufacturing sector. Although it is an imperfect and partial

representation of economic activities and their interdependencies across nations,

trade values remain the most complete and disaggregated empirical measure in

terms of time and space.

I assume that when a country exports a good p, it has the capabilities to pro-

duce it. When a large number of countries export two goods p and p0, we can infer

that the competences underlying their production are related. Identifying pairs of

related products is fairly straightforward but when it comes to uncovering a larger

set of related products it becomes more complicated. Community detection is used

to identify groups of similar products. In network theory, a community consists of a

group nodes tightly connected to each other and less connected to the rest network.

2.3.2 The backbone of the product space

As shown in Table 2.1, the snapshots of the product space at di�erent periods in

time are very dense (between 83.55% and 91.65% of the potential links are actual

links). The density of these networks is tightly linked to their construction. In

particular, ubiquitous products are connected to most other products even though
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the weights attached to them are extremely low due to the normalization. However,

we are interested in the capabilities that help countries develop. If all countries

have capabilities X, associated with the production of product P , then clearly X
is not the capability that distinguishes development potential from lack thereof.

Even if X is necessary for development, it is other capabilities that make the dif-

ference. For this reason, it is important to downplay X, hence the need to �lter

out some of the links in the product space. At the same time, the presence of edges

with extremely low weights makes it complicated to discern the most signi�cant

connections and analyze their structure to identify important capabilities. Commu-

nity detection algorithms are constructed for and tested on low-density networks

since the density of most observed networks ranges between almost 0% to roughly

7%. The high density of our product space results in an unreasonable commu-

nity structure when applying most algorithms to the raw network, giving product

groups that contrast sharply with most industrial classi�cations. One solution to

this problem is to reduce the number of links by uncovering the most important

connections between products and so lowering the density of the network. But

it is important that the network reduction method keeps the relevant structural

features of the original network. The weights of the snapshots of the product

space follow a lognormal distribution (see Figure A.3), which behaves similarly to

a power-law indicating the presence of a core-periphery structure. In the present

study, the network reduction method should preserve this property of the networks.
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Table 2.1: Size and density of common networks and snapshots of the product
space

Real network Number of nodes Number of edges Density (%)
Zachary’s club 34 78 6.7474
Dolphins 62 159 4.1363
Football 115 613 4.6352
UK commuting 10608 1220337 1.0845
C. elegans 453 2025 0.9868
Word association 7207 31784 0.0612
Live Journal 4846609 42851237 0.02
www. uk 18484117 292244462 0.01
US airports 2009 (jan) 448 7659 3.8161
US airports 2009 (mar) 456 8491 4.0835
US airports 2009 (jun) 453 8480 4.1324
US airports 2009 (sep) 452 7870 3.8521
Product space snapshots
1975-1979 769 246710 83.55
1980-1984 783 276431 90.29
1985-1989 783 275234 89.90
1990-1994 783 274707 89.73
1995-1999 781 273477 89.79
2000 769 270628 91.65

There are two main network reduction methods. The �rst, called coarse-

graining, consists in considering groups of similar nodes as a single node, inducing

a new representation of the system at a more aggregated scale. This makes sense

when the network has self-similarity properties (recursiveness, fractals). The sec-

ond method, �ltering or pruning, entails keeping the same scale but discarding

a part of the information in the network. In the case of weighted networks, two

�ltering methods can be used: the minimum (or maximum) spanning tree and

the application of a global threshold on the weights. A minimum spanning tree

is the shortest length (minimum sum of the weights in the case of a weighted

network) tree subgraph that contains all the nodes. The main drawback of this

method is that it implies removing local cycles and clustering hierarchies and as

a consequence erasing the modular structure of a network. The second �ltering

method involves withdrawing the edges of the network for which the weight is

below a global threshold. This method performs very poorly when applied to net-

works with weights and strength following heavy tailed distributions (i.e. networks

in which links and weights are not distributed normally) since it systematically

discards nodes with low strength. With this method, one can only look at the

information present at a higher aggregation level (which are arbitrarily de�ned

by the threshold). This problem is ampli�ed when weights are correlated locally

leading to a network with groups of isolated nodes. This correlation is high when
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dealing with core-periphery networks such as the snapshots of the product space.

And indeed, using this method leads to the isolation of a large proportion of the

nodes even when using a low threshold, as revealed in Table 2.2. The reason is

that the median of the distribution of the maximum weight of each node is around

0.6 in these networks. Therefore, for any threshold of 0.6 or higher, at least half of

the nodes in the networks become isolated.

Table 2.2: Network statistics of each snapshot of the product space reduced using
a global threshold on weights

Period � TW (%) N (%) E (%) D (%) C

1975-1979

0 100 100 100 83.55 1
0.2 68.33 100 43.28 36.16 1
0.4 19.85 98.44 8.04 6.72 14
0.6 2.42 54.10 0.63 0.53 385
0.8 0.98 14.82 0.20 0.17 680
1 0.85 5.33 0.17 0.14 735

1980-1984

0 100 100 100 90.29 1
0.2 73.36 100 49.71 44.88 1
0.4 22.88 98.72 10.32 9.32 11
0.6 2.06 57.47 0.66 0.60 364
0.8 0.09 9.07 0.02 0.02 732
1 0 0 0 0 783

1985-1989

0 100 100 100 89.90 1
0.2 70.23 100 46.21 41.54 1
0.4 20.41 98.47 8.82 7.92 13
0.6 2.03 55.17 0.62 0.56 392
0.8 0.15 9.45 0.04 0.03 724
1 0 0 0 0 783

1990-1994

0 100 100 100 89.73 1
0.2 68.62 100 44.35 39.79 1
0.4 18.54 98.85 7.79 6.99 11
0.6 1.74 53.51 0.52 0.47 404
0.8 0.08 7.41 0.02 0.02 741
1 0 0 0 0 783

1995-1999

0 100 100 100 89.79 1
0.2 68.87 99.87 44.71 40.14 2
0.4 18.39 97.82 7.77 6.98 18
0.6 1.54 54.29 0.46 0.41 399
0.8 0.11 6.91 0.03 0.02 741
1 0 0.26 0 0 780

2000

0 100 100 100 91.65 1
0.2 70 100 46.69 42.79 1
0.4 17.39 98.05 7.56 6.93 17
0.6 1.17 49.41 0.36 0.33 424
0.8 0.07 5.98 0.02 0.01 736
1 0 0.26 0 0 768

Edge removed if weight<�; TW (%), the percentage of total weights left; N (%), the
percentage of nodes left; E (%), the percentage of edges left; D, the density of the network;
C, the number of components.

To circumvent the problems of traditional network reduction methods, Serrano
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et al. (2009) construct a threshold considering weight heterogeneity at the node

level. This method selects the most signi�cant links in a network as determined by

a disparity �lter. This �lter is a p-value representing the probability of observing

a normalized weight larger or equal to the weight under the null hypothesis. In

the null hypothesis, normalized weights are de�ned using a random model which

accounts for the degree of each node. This probability is de�ned for a given edge

attached to a given node and depends on the degree of the node and the normalized

weight of the edge. A homogeneous signi�cance level is chosen to �lter out edges

for which the p-value is above the signi�cance level. Every edge involves two nodes,

and so has two p-values. The edge is kept if it is signi�cant for at least one of the

two associated nodes. As one reduces the signi�cance level, more edges are �ltered

out. However, below a critical level, the graph becomes disconnected. I rede�ne

the condition under which edges are kept using the lower bound of the signi�cance

level. Further details on this method and the de�nition of lower bound of the

signi�cance level are provided in Appendix A.1.

The density of the network is signi�cantly reduced when applying this multi-

scale backbone technique while the network stays entirely connected with � � �LB

(Table B.2). I consider the signi�cance level generating the network with the

lowest density and for which all nodes stay connected so as to be able to apply a

community detection algorithm.5 The signi�cance levels of each network snapshot,

�LB , are presented in Table B.2. The reduced networks have a density ranging

from 3.40% to 4.39% as shown in Table B.2, which is considerably lower than that

of the original networks.

5This method has some limitations discussed in the appendix of this chapter.
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Table 2.3: Network statistics of snapshots of the product space reduced using
Serrano (2009)’s multiscale backbone technique

�LB %TW %N %E D (%) C

1975-1979 1 100 100 100 83.54 1
0.09176 12.10 100 4.96 4.14 1

1980-1984 1 100 100 100 90.29 1
0.10233 8.20 100 3.76 3.40 1

1985-1989 1 100 100 100 90.11 1
0.09698 9.22 100 4.06 3.66 1

1990-1994 1 100 100 100 91.35 1
0.11161 10.98 100 4.80 4.39 1

1995-1999 1 100 100 100 91.48 1
0.10272 10.13 100 4.43 4.05 1

2000 1 100 100 100 93 1
0.09995 8.47 100 3.81 3.54 1

Edge removed if weight<�LB ; TW (%), the percentage of total weights left; N (%), the
percentage of nodes left; E (%), the percentage of edges left; D, the density of the network;
C, the number of components.

2.3.3 The community structure of the product space

In the product space, links between products reect some similarity in terms

of capabilities and knowledge. In addition, I argue that products are likely to be

clustered according to a common set of capabilities they share. In network analysis,

community detection algorithms enable to identify these clusters. A community or

cluster is de�ned as a group of nodes more tightly connected together than with

the rest of the network.

A wide range of methods have been developed in the last years to detect the

community structure of networks.6 Many of those are based on a community

quality function called modularity (Newman and Girvan, 2004). The modularity

function compares the fraction of edges inside the communities of the real network

relative to the fraction of edges inside the communities of a random version of that

network. The maximization of this function enables one to �nd the community

structure of a network. However, the maximization of this function su�ers from

several important drawbacks. First, it is assumed that a random network does

not have any community structure. If this assumption fails to be true, then the

modularity function is no longer a good measure to evaluate the quality of the com-

munity structure. However, it has been shown that random networks may have

a community structure (Guimer�a et al., 2004, Reichardt and Bornholdt, 2006).

Second, it has a resolution limit (Fortunato and Barth�elemy, 2007). This means

6For an extensive review of community detection algorithms see Fortunato (2010)
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that it does not detect clusters that are small with respect to the network, even

when they are well de�ned communities (cliques). The reason is that under the

null model, it is assumed that each node can interact with any other node of the

network. However, in practice, nodes have a limited horizon. The third limitation

has to do with the fact that the modularity function has many local optima near

the global optimum and these lead to very di�erent partitions (Good et al., 2010).

I use the Infomap algorithm (Rosvall and Bergstrom, 2008; 2010; 2011) because

it does not have these drawbacks. In particular, compared to other algorithms, it

performs very well when it comes to detecting small communities (Lancichinetti

and Fortunato, 2009). This method is based on random walks on the network

and information theory. It is that assumed that when a random walker enters a

cluster, it will spend a long period of time inside before leaving since nodes inside

a true cluster are more densely connected. The quality function is called the map

equation and corresponds to the length of the code that describes the path of the

random worker on a given network. This code is composed of the codename of

the cluster and the codename of the vertex in which the random walker is. When

the random walker changes cluster, the code indicates the codename of the cluster

the random walker is leaving, the codename of the cluster it is entering and the

codename of the new vertex. The strongest community structure corresponds to

the one for which the code length is minimized. If the community structure is not

well de�ned, then the random walker will often go in and out of the de�ned clusters,

which will lead to a longer code length. There is a trade o� between having a few

community codenames along with longer node codenames and many community

codenames conjointly with short node codenames.7

2.4 Results

The evolution of the community structure of the product space from 1975 to

2000 reveals several export patterns linked to di�erent sets of industries. In par-

ticular, this exercise shows the presence of modern development patterns including

global value chains and vertical integration8 as well as other traditional ones such

7Further details on the Infomap algorithm can be found in the Appendix A.2.
In addition, an interactive explanation of the algorithm is available at the address:
http://www.mapequation.org/apps/MapDemo.html.

8I always refer to vertical integration at the country level and not at the �rm level.
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as factor abundance (Heckscher-Ohlin theorem) and technology (Ricardo, 1817).

The main patterns of evolution in the composition of communities are repre-

sented with alluvial diagrams in Figures A.12 to A.16. In addition to these �gures,

the interpretation of the results requires quantitative measures to identify com-

munities in terms of the types of products they contain. We can describe the

constitution of a community by reference to the industries of the products it con-

tains. That is the content of a community is identi�ed by observing the share of

products from each industry it contains as displayed in Figure A.6. The set of in-

dustries are de�ned according to the aggregation of goods from the SITC at 2 digits

in terms of the industry and of the stage of production (whenever the information

is available at such a disaggregated level). For example, textile �bers (SITC 26),

textile material manufacturing (SITC 65) and textile manufacturing (SITC 83, 84,

85) are part of the textile industry but belong to three di�erent stages of produc-

tion. The details on the aggregation are presented in Table A.4. Communities are

hereafter labelled according to the set of industries strongly present in them.

The composition of communities also evolves over time as individual commu-

nities split into several modules or merge with others. The community structure

is identi�ed for each snapshot of the produce space (each 5-year period) and so

we do not have at this stage information on the correspondence between clusters

across the di�erent periods of time. To analyze the evolution of the composition

of communities, I measure the extent of product overlap between two communi-

ties at time t and t+ 1 using the Jaccard index as suggested in Lancichinetti and

Fortunato (2012). The Jaccard index is calculated as follows:

Jqt;q0(t+1)
=
j Sqt [ Sq0t+1

j
j Sqt \ Sq0t+1

j
(2.7)

with Sqt corresponding to the set of products in community q at time t.

When the overlap is large, many products are in both cluster q at time t and
cluster q0 at time t+ 1. This index enables us to �nd the correspondence between

clusters from one period to the next. In addition, the extent of the overlap provides

information on the continuity of a community throughout time as well as changes

in its composition. A relatively high overlap between one community at time t and
several communities at time t + 1 indicates a split into several modules while a
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signi�cant overlap of several communities at time t with one module at time t+ 1

reveals a merger. Figure A.17 displays heatmaps of the overlap between commu-

nities across time.

The electronics community

More than 50% of electronics products are grouped into one community. This mod-

ule also includes on average more than 50% of goods from photographic apparatus,

optical goods and watches manufacturing industries (SITC 88). This association

is not surprising given the growing importance of electronics in the making of such

products, indicating that internal replacement and structural deepening is taking

place in such technologies. The relationship between the electronics and machinery

industries is limited and decreasing over time as depicted in the alluvial diagram

in Figure A.12 and A.13. According to Figure A.6, the share of electronics prod-

ucts located in the machinery community9 goes from 32% in 1975-1979 to 21% in

2000. In addition, the ties between the electronics and machinery communities are

weak as the product overlap between them over the period of analysis is almost

inexistent (Figure A.17). The use of disaggregated data at the industry level is

therefore crucial to better grasp the di�erent patterns of structural change within

the manufacturing sector.

As shown in Figure A.17, this module is relatively stable over the period of

analysis (1975-2000) with an average product overlap between one period to the

next being close to 53%. However, the electronics community experiences two im-

portant changes over the period studied. While it is almost exclusively composed

of medium to high-tech products during the period 1975-1979, the alluvial diagram

in Figure A.12 shows that, from 1980 onwards, it incorporates crude and manufac-

tured materials for the textile industry (textile �bers - SITC 26 and textile yarns

and fabrics - SITC 65) as well as low-tech manufacturing (SITC 89). This merge is

also noticeable in the heatmap in Figure A.17 as the product overlap between the

electronics community in the 1975-1979 period and the metal and textile manufac-

tures in the 1980-1984 period amounts to 10%. This evolution provides evidence

for the acceleration of the fragmentation of the production process in the elec-

tronics industry during the 1980s. This representation also shows that countries

that have entered the electronics global value chain were for the most part little

developed in the textile industry as textile manufacturing products (SITC 84, 85,

9During periods 1975-1979 and 1985-1989, the machinery industry corresponds to several com-
munities.
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86) are not part of the electronics community and the product overlap between the

two communities over time is never above 3% (Figure A.17). The presence of the

least complex stages of production in the textile industry within the electronics

community can be explained by the fact that the fragmentation of the production

process in the electronics industry implies the delocalization of labor intensive and

low skill tasks (such as assembly) to countries where wages are particularly low in

the interest of reducing costs.

The share of products from low-tech industries grows until 1995-1999, after

which the community splits into two modules in 2000. The electronics community

in the period 1995-1999 has an important product overlap with two communities in

the next period (2000) as shown in Figure A.17. While the electronics community

remains strong with 59% of products overlapping between 1995-1999 and 2000, it

also has a strong overlap (20% of the products) with a newly formed community

composed of textile materials and metal manufactures. Figure A.6 provides infor-

mation on the composition of the two modules. The largest one includes mostly

medium to high-tech products as well as some products from low-tech manufac-

turing industries while the second one is composed of the least complex industries

(crude and material manufacturing for the textile industry). Such an evolution can

reect di�erent events. Some countries previously dedicated to low value-added

stages of the production process have upgraded their export basket by focusing on

the electronics industry. This period also follows the Asian crisis of 1997, which

has signi�cantly a�ected economies and thereby exports within the region.

Finally, there is a noticeable di�erence between medium and high-tech indus-

tries (SITC 75, 76, 77 and 88) relative to low-tech industries (SITC 26, 65 and 89)

in terms of the concentration of industries across communities as measured by the

entropy of industry shares across communities (Figure A.22). While products from

the former are highly concentrated into few communities with an average entropy

of 0.35, products from the later are much more spread as entropy is close to 0.6

on average. In other words, countries associated these low-tech industries have

di�erent export patterns and having a comparative advantage in these industries

is not a su�cient condition to take part in the electronics GVC.

The machinery community

The machinery community is composed of machinery products, most products from

the controlling instruments industry (SITC 87) as well as chemicals goods, espe-

cially plastics (SITC 5 and 58). Chemical products associated with the machinery
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industry consist mainly of plastics (SITC 58) and some organic chemicals (SITC

51), dyeing and coloring materials (SITC 53) as well as chemical materials and

products (SITC 59). The presence of controlling instruments and chemicals in the

machinery module means that countries with a comparative advantage in machin-

ery also have a comparative advantage in those two industries. Despite the fact

that these industries are associated with di�erent technological domains, they have

common features explaining their co-occurrence in the export basket of countries.

The production and export of goods from these industries involves complex pro-

cesses and requires a great amount of resources to dedicate to R&D, which explains

the predominance of industrialized countries in this community. Furthermore, ver-

tical integration also partially explains the high occurrence of both machinery and

chemical products in the export basket of countries. According to input-output

data from Timmer et al. (2015), in 1995, almost 80% of the production from the

chemical industry consists of intermediate consumption used in other industries

and a large share is connected to the machinery industry. It is also worth noting

that there are important di�erences between chemical products (ISIC 24) and plas-

tic and rubber products (ISIC 25). While the machinery industry is an important

source of income for the plastics and rubber industry as it absorbs close to 20%

of its production of inputs, it is limited for the chemical industry (consuming less

that 4% of its production of inputs). This explains the preponderance of plastic

products within the chemical industry present in the machinery community.

The machinery industry is split into several communities at the �rst period

of analysis (1975-1979) but merges into fewer communities over time as shown in

Figure A.13. Towards the last three periods of analysis, a large share of products

from the chemical industry move to the machinery community (60% in 1990-1994,

49% in 1995-1999 and 41% in 2000). The composition of the machinery community

is also a�ected by an increase of the share of metal manufacturing products (SITC

67, 68 and 69) over time. As it is the case for the plastic industry, input-output

data from Timmer et al. (2015) point to important linkages between the machinery

and metal industries. In 1995, basic and fabricated metals amount to 20% of inter-

mediary consumption used in the production of machinery goods. The machinery

industry10 also represents the largest source of income for the industries of basic

and fabricated metals (21%) during the same year. Another common feature high-

lighted by Pavitt (1984) is that these two industries are both scale-intensive. The

appearance of metal manufactured products within the machinery community can

10The machinery industry consists of groups 29, 24 and 35 from the ISIC (Revision 3.1) and
the chemical industry includes groups 24 and 25.
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be induced by the change in the composition of the export basket of countries ex-

porting a large number of products from the industries attached to this community

or by the upgrade of the export basket of countries with a comparative advantage

in metal industries. Although the results from this analysis cannot provide a de-

tailed explanation for this evolution, the overwhelming presence of industrialized

economies among the set of countries with a comparative advantage in at least

two metal manufacturing products within the machinery community suggests that

vertical integration, rather than a fragmentation of the production process, better

explains these trends.11 This is in line with the characteristics of the machinery

and chemicals industries described in Lall et al. (2004). The fragmentation of the

production process is limited by the high value to weight ratio of products and

parts in the machinery industry and by the limited divisibility of production pro-

cesses in the chemical industry. Indeed, on average more than 70% of parts and

components from the machinery industry are in the machinery community.

The machinery community also sees its share of textile materials and �bers grow

from 1990-1994. Much like for the metal manufacturing industries, this change is

unlikely to be linked to a fragmentation of the production process within the ma-

chinery industry as it is the case for the electronics industry since industrialized

countries have the highest level of export diversity in textile products present in

the machinery community.12

The textile and food community

A large share of products from textile and food industries form a community during

most of the period of analysis. The strong co-occurrence of products from these

two industries can be attributed to the fact that they share common characteristics

as they are both labor intensive Lall et al., 2004 and supplier-dominated (Pavitt,

1984). Some degree of vertical integration seems to take place in the textile industry

as products ranging from crude textile materials (animal skins - SITC 21 and textile

�bers - SITC 26), to manufactured textile materials (leather - SITC 61 and textile

yarns and fabrics - SITC 65) and to textile manufactures (SITC 84, 85 and 86) are

present in the same community. In other words, countries that have a comparative

advantage in textile will likely be exporting products from several levels of the

1163% of countries with a comparative advantage in at least two metal manufacturing products
within the machinery community during the period 1985-1989 and 65% in 2000.

12During the period 1990-1994, more than 60% of countries with a comparative advantage in
at least two textile products located in the machinery community are industrialized countries
against less than 25% in the electronics community during the same period.
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value chain. This module is the most stable over time as its average product

overlap across time is close to 70% (Figure A.17).

There is one noticeable change during the period 1980-1984, where the textile

and food as well as the textile manufacturing communities merge (Figure A.17

and A.14). While during the period 1975-1979, the textile industry within this

module is mainly represented by crude and material textile products, the module

concentrating most of the textile manufacturing industry merges with the textile

and food community from 1980 onwards. This merge can have several explana-

tions. One possibility is an upgrade of the export basket of countries with a strong

focus on agro-based products (including textile materials and �bers) towards tex-

tile manufacturing. Another potential explanation is a diversi�cation of textile

manufacturing exporters with the incorporation of agro-based products. A more

detailed analysis would be required to understand the causes of this merge. Despite

the important structural change occurring during the period 1975-1979, the high

and increasing overlap of the set of products belonging to this module from one

period to the next indicates its growing stability over time. As shown in Figure

A.17, it is always over 50% and increases with time reaching 79% between 1995-

1999 and 2000. The increased cohesion of this community over time reects the

static composition of the basket of exporters associated with this community, which

translates into an increased resistance to structural change towards modernization.

Finally, there are some notable di�erences between the industries present in this

module in term of their dispersion across communities as illustrated in Figure A.22.

While products from the textile manufacturing industry are mostly concentrated

in the food and textile community (entropy is 0.23 on average), products from the

food industry, textile �bers industry and especially textile materials industry are

much more spread across communities (their average entropy is respectively 0.53,

0.56 and 0.61).

The petroleum community

The petroleum community is identi�ed in most of the periods of analysis and re-

groups most products from the petroleum industry. The presence of inorganic

chemicals within this community shows that some petroleum exporters have up-

graded their exports through vertical integration. Indeed, crude and re�ned petroleum

is at the bottom of the chemical value chain, directly followed by basic chemicals

(inorganic) and polymers. However, results also show that this integration is lim-

ited as polymers, which would require greater knowledge and infrastructure, are
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almost inexistent from the petroleum community.13

According to the results depicted in Figure A.17, the product content of this

community becomes more and more stable over time as the overlap between product

sets from one period to the next increases and reaches 66% between period 1995-

1999 and 2000.14 As depicted in Figure A.15, the community is broken down

into several modules only during the years following the second oil crisis of 1979

(1980-1984), which is likely to have disturbed export ows in this industry.

The low level and limited variability of the entropy of shares of petroleum prod-

ucts across communities (0.21 on average) con�rm the concentration of petroleum

products in one or a few communities (Figure A.22). Overall, this outcome makes

the petroleum industry rather peculiar relative to other resource-based industries,

for which products are often dispersed across communities and unstable over time.

The wood and paper communities

The wood community mostly consists of crude wood and wood manufacturing, in-

dicating some degree of vertical integration from countries with abundant wood

resources. The wood community is maintained over the period of analysis as evi-

denced by its relatively high product overlap from one period to the next, shown

in Figure A.17 (close to 45%).15

Some exporters of wood manufacture focus solely on wood while others di-

versify into resource-based manufactures such as metal and paper or into textile

and food manufacture. The export pattern relating wood and other resource-based

manufacture only holds for two periods as the community related to resource-based

products is discontinued from the period 1985-1989 onwards. The presence of wood

manufacturing in the textile and food community decreases from 18% during the

period 1975-1979 to 9% during the rest of the periods of analysis16.

Crude wood products have similar export patterns with wood manufactures

13Only 1 is found during 1985-1989, 3 during 1990-1994, 1 during 1995-1999 and 2 during 2000.
14During 1990-1994, the petroleum community merges with the one of iron and steel. Note

that over this period, many communities tend to merge.
15The wood community is broken down during the period 1990-1994 with most products shifting

to the textile and food community. However, there is tendency for communities to merge during
this period, which is likely to be linked to a change in the data rather than a relevant evolution
of export patterns. In addition, most products shift back to the wood community from 1995
onwards.

16With the exception of period 1990-1994, which is subject likely to be subject to irregularity
in the data
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but some important di�erences are worth mentioning. Contrasting with wood

manufacturing, crude wood products are concentrated into a fewer communities as

indicated by the lower level of entropy in Figure A.22. Furthermore, there is a shift

of crude wood products from communities including wood manufacturing products

(wood module and textile and food module) towards the paper community. The

share of crude wood products located in the paper community increases over time

from 11% during the period 1975-1979 to 33% in 2000.

Vertical integration in the paper industry ranges from crude wood to pulp wood

and to paper products as all these products are present in the same community. The

paper community is sustained over the period of analysis with a product overlap

of above 30% on average (Figure A.17). The entropy of shares across communities

depicted in Figure A.22 provides evidence of the high uniformity of export patterns

within this industry and increasingly so towards the high-end of the value chain

(paper products).17

A pattern of diversi�cation is identi�ed from period 1990-1994 onwards as the

metal and paper modules merge into one community. Figure A.17 shows that this

newly formed community is stable over time as the products’ overlap is over 40%

between periods from 1990 onwards.

These results contrast with Leamer (1984), where the paper and wood indus-

tries are in the same product class. The present study reveals the boundaries

present in most countries between the wood and paper industries, especially at the

manufacturing level.

The metal communities

There exist di�erences within the metal industry regarding the type of metal and

the stage of production. Crude metal products tend to be less dispersed across com-

munities than metal manufacturing products as evidenced by its lowest entropy of

shares across communities reported in Figure A.22. Natural resources are char-

acterized by export concentration in a limited set of countries. Crude and metal

manufacturing exports (SITC 28 and 68) are often found in the same communities,

attesting to the limited upgrade of crude metal exporters.

Iron and steel products are regrouped in one community that can be identi�ed

17The set of paper products is the most concentrated across communities with an average
entropy of shares slightly above 0.15. Backward industries producing the inputs for the paper
industries (pulp wood and crude) are also concentrated within a few communities over the period
of analysis relative to other resource-based products.
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in each period of analysis while other metal products are found in a relatively wide

range of communities. That is, we can expect a greater degree of specialization in

the export of iron and steel than other metals. Nonetheless, the product overlap

from one period to the next in the iron and steel community is on average relatively

low (31%) and variable, ranging from 20 to 40%, as presented in Figure A.17, which

means that some change in the composition of the basket of iron and steel exporters

occurs.18 The alluvial diagrams in Figure A.16 and Figure A.6 show that from

1985 onwards, around 20% of the products from the iron and steel industry shift to

machinery communities on average.19 A common feature of industries related to

the manufacture of metal is their increasing presence in machinery communities. By

2000, above 25% of products relative to metal manufacturing industries (SITC 67,

68 and 69) are located in the machinery community. The share of goods relative to

manufacturing metal products (SITC 69) has experienced the greatest increase as

it has been multiplied by almost 5 from 1975 to 2000 while iron and steel products

remain the predominant metals within the machinery communities. This evolution

is likely to be due to the use of metals, especially iron and steel, as inputs in this

industry. Local value chains linking metal and machinery products exclude crude

metals because those require the abundance of such resources in the country and

involve much less complex or no manufacturing process.

Another evidence of structural change is worth mentioning. During the period

1990-1994, the merge between the metal and paper communities results in the for-

mation of a new community. Although part of the metal products (both crude and

worked) leave this community to form a new one almost exclusively composed of

metal goods during the period 1995-1999, the module associating metal and paper

products remains until 2000 with an average product overlap of 44% from one pe-

riod to the next (Figure A.17).

2.5 Discussion: export patterns, structural change
and factors of production

Overall, the community structure and its evolution show that the factors ex-

plaining industrial patterns and structural change are more complex than the tradi-

18As it is the case of many communities during the period 1990-1994, a merge occurs between
the iron and steel module and the petroleum one.

19In the period 2000, iron and steel products are found in two communities with a predominance
of machinery goods.
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tional divide between low-tech and medium to high-tech industries. Below I exam-

ine the community structures that emerge and identify a set of potential common

drivers that explain the emergence and evolution of communities.20 Clusters can

form due to (i) the experience in a technological domain, (ii) the abundance in pro-

duction factors, (iii) the need for large scale economies and (iv) vertical integration.

The community corresponding to electronics products (SITC 75, 76, 77) and

photographic equipment, optical and watches (SITC 88) forms around their ex-
perience in a technological domain, which corresponds to the one associated with

the phenomenon of the electron. In addition, this association reveals the growing

importance of electronics in the making of photographic equipment, optical goods

and watches, indicating that internal replacement and structural deepening taking

place in such technologies.

Also, the electronics and machinery industries are associated with an experience
in di�erent technological domains. Their location in distinct communities (Figure

A.12 and A.13) illustrates the importance of accounting for heterogeneity within

the manufacturing sector. Moreover, the relationship between the electronics and

machinery industries is limited and decreasing over time as depicted in the alluvial

diagram in Figure A.17.

The relative abundance in production factors also inuences the structure of

communities. The results reveal the importance of several factors. Natural re-
sources are a determinant driver in several cases. There exists a community as-

sociated with petroleum products, one regrouping iron and steel goods, several

with a predominance in metal exports and another focused on the export of wood

products. The community corresponding to textile and food products appears due

to the abundance of low-skilled labor (Lall et al., 2004).21 The formation of the

machinery community characterized by a high concentration and predominance of

high to medium-tech industries (machinery, controlling instruments and chemicals)

is likely to be associated with important technological capabilities and �nancial re-
sources as they involve knowledge intensive and complex processes and require a

great amount of R&D.

20A more detailed analysis of the results is presented in section ??.
21Another common characteristic shared by these two industries is that they are supplier-

dominated (Pavitt, 1984).
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Furthermore, vertical integration seems to be a fundamental determinant in

the community structure and its evolution during the period of analysis. We can

observe several cases of vertical integration within countries.

Some degree of vertical integration within countries is noticeable and deepening

around the machinery industry with several industries involved: chemicals, iron and

steel and metal. The association of machinery and metal products could also be

driven by the need for large scale economies.

Vertical integration at the local level is also present in industries involving

less complex processes. The set of chemicals (mostly inorganic) present in the

petroleum community increases over time, indicating that some petroleum ex-

porters have upgraded their exports through vertical integration. However, this

integration is limited as polymers are are almost nonexistent in this community.

This can be explained by the fact that polymers are at the high end of the value

chain and so their production would require greater knowledge, technology and

infrastructure.

There exist two integrated value chains associated with the export of wood,

which evolves over time. One community groups most wood products including

crude and manufacturing wood while another represents the paper industry as it

comprises crude wood, pulp wood and paper products. The composition of these

two communities evolves as crude wood products tend to shift from the wood

towards the paper community.

From 1980 onwards, the electronics industry and other low-tech industries are

merged into a single community, indicating the presence of vertical integration at

the global level. This evolution provides evidence for the acceleration of the frag-

mentation of the production process in the electronics industry during the 1980s.

This representation also shows that countries that have entered the electronics

global value chain were for the most part little developed in the textile industry as

textile manufacturing products are not part of the electronics community and the

product overlap between the two communities over time is never above 3% (Figure

A.17). The presence of the least complex stages of production in the textile in-

dustry within the electronics community can be explained by the main objectives

of the fragmentation of the production process: reducing costs. For this reason,

the fragmentation of production implies the delocalization of labor-intensive and

low skill tasks (such as assembly) to countries where wages are particularly low.

This community splits again in 2000 to form two modules, one including mostly

43



medium to high-tech industries and another composed of low-tech industries. Such

an evolution can reect di�erent events. Some countries previously dedicated to

low value-added stages of the production process may have upgraded their export

basket by focusing on the electronics industry. This period also follows the Asian

crisis of 1997, which signi�cantly a�ected economies and thereby exports within

the region. However, a deeper analysis would be needed to shed light on the causes

of this evolution.

By contrast, there is no evidence of fragmentation of the production process in

the community associated with the machinery, controlling instruments and chemi-

cal industries. This result is in line with the characteristics of the machinery and

chemicals industries described in Lall et al. (2004). The fragmentation of the pro-

duction process is limited by the high value to weight ratio of products and parts

in the machinery industry and by the limited divisibility of production processes

in the chemical industry. Indeed, on average more than 70% of parts and compo-

nents from the machinery industry are in the machinery community. However, this

result should be taken with caution as the sample excludes Eastern Europe coun-

tries, which is where a large part of the global value chain (GVC) in the machinery

industry has taken place after 1989.

Finally, I have argued that �rms cluster into industries according to a set of

common capabilities, technologies and knowledge. However, these boundaries are

likely to di�er across industries. Recall that a community is de�ned here as a set

of products that are likely to be exported together, which I assume provides infor-

mation on their relatedness in terms of the capabilities they require. An industry

refers to a group of products derived from a traditional and ad-hoc classi�cation:

the SITC (see details in Table A.4). I look at the dispersion of products from

each industry across communities to test the strength of the boundaries between

industries. If products from one industry are clustered into one community, then it

is likely that this industry has fairly strong boundaries. The reason for this is that

the countries exporting them are likely to export other products from the same

industry (according to the de�nition of the cluster). Conversely, if products from

one industry are spread across several communities, then this industry has softer

boundaries. A high dispersion of the products of a given industry can also be a

sign that the capabilities required within a industry are heterogeneous. In other

words, the capabilities required to make one product can be di�erent from the ones

to make another product from the same industry. In what follows, I describe the
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tools used in the analysis of the results.

Results show that while some industries are represented by one or two communi-

ties, others have their products distributed across a wide range of communities. I

calculate the entropy of shares of products from industry i across q communities

to quantify the dispersion of an industry’s products across a set of communities as

follows:

Hi
q =

1

Q

QX

q=1

siq ln s
i
q (2.8)

with siq =
xi

qPQ
q=1 xi

q

This measure provides an indication on the strength of the boundaries of each

industry. The results are presented in a heatmap in Figure A.22. When Hi
q is low,

the products of the industry are found in one or a few communities and exporters

within this industry are characterized by relatively uniform export patterns. This

industry displays strong boundaries, suggesting that it would not be straightfor-

ward for countries to start exporting products from this industry if they do not

have any in their existing export basket.

The degree of uniformity of export patterns di�ers between low-tech relative to

medium and high-tech industries. This is to be expected as low-tech industries

require a less diverse set of capabilities. As a consequence, it is easier to start

exporting products from these industries even when the export basket of countries

does not contain any of their products. Low-tech industries such as textile, wood,

paper and furniture tend to be characterized by a wide range of export patterns.

Figure A.22 shows that the entropy is often high in these low-tech industries, mean-

ing that products are distributed across a large number of communities. Conversely,

the entropy of medium to high-tech industries such as machinery, controlling in-

struments, electronics, optical goods and plastics (4 out of 6 periods) is much lower

in general, with the exception of chemicals. These results indicate that such in-

dustries tend to exhibit a relatively homogenous export patterns. In other words,

countries exporting products from these industries are likely to focus on them. Low

entropy is also found in most resource-based industries including petroleum, coal,

wood and pulp wood, metal and, in half of the periods, iron and steel. The general

high uniformity of exports found in these industries is not surprising as the large

majority of countries abundant in natural resources �nd it di�cult to develop and

diversify their production and export basket. Overall, these patterns are relatively

constant over the period of analysis.
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2.6 Conclusion and limitations

Uncovering the community structure of the product space and its evolution

enables us to identify potential paths for structural change by providing informa-

tion on the linkages between products and industries. This exercise enables us

to map several industries and groups of industries according to common charac-

teristics, thereby reinforcing the empirical evidence of the importance of industry

di�erences (Malerba, 2002) at a global level. Technological development is an im-

portant determinant of export patterns as medium to high-tech products tend to

be grouped together, as evidenced by the community comprising machinery goods,

controlling instruments and chemicals and the electronics community. Results also

indicate that the structure of export patterns also depends on bounds de�ned by

domains of knowledge and technology, partly explaining the location of medium

to high-tech products in di�erent communities. The machinery and electronics are

found in two di�erent clusters with a limited product overlap over time.

The merge of photographic equipment, optical goods and watches with the

electronics community provides empirical evidence of the evolution of these tech-

nologies. The evolution of these technologies consisting in internal replacement and

structural deepening has translated into their \redomaining" as the technological

family of their sub-parts has shifted towards electronics over time. Arthur (2009)

points out that technological domains are never clearly de�ned as their content is

not constant over time and space.

Furthermore, according to the results, industry di�erences cannot be solely ex-

plained by technological complexity and domains but also by factor abundance

and vertical integration at the local and global levels.

On the one hand, the abundance of low skilled labor in some countries is at the

source of the formation of a community regrouping the food and textile industries.

In addition, several modules are characterized by products associated with a cer-

tain number of natural resources. This is the case of the petroleum, iron and steel,

metals, wood and paper communities that are identi�ed and persist throughout

most of the period of analysis. On the other hand, most communities gather prod-

ucts associated with the same value chains indicating the manifestation of vertical

integration, which tends to intensify with time. This is true for all industries, inde-
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pendently of their technology intensity, as value chains are found in the machinery,

petroleum, wood and paper communities. While in these cases, vertical integra-

tion is likely to take place within the country, the presence and composition of the

electronics community shows evidence of an acceleration of the fragmentation of

the production process within the industry from the 1980s onwards. This analysis

also provides information on the export pro�le of countries that have succeeded to

enter this global value chain. Their export basket is strongly focused on the low

end of the textile industry, characterized by cheap low-skilled labor. This reects

the main objective of such delocalization processes, which consists in reducing pro-

duction costs. The results presented here indicate that industries also di�er in

the nature of their production process, that is whether it is divisible or continu-

ous and whether tasks are all complex or not, along with products’ characteristics

(especially the weight). These di�erences are fundamental aspects explaining the

structure and evolution of the globalized economy.

Finally, the analysis presented here provides evidence of the relatively high

heterogeneity of export patterns within some industries, especially low-tech ones,

such as those of textile and food.

Several limitations are worth noting. Gross export data comprise important

measurement errors including double counting and does not account for product

quality. In addition, the level of disaggregation of this data does not allow to dis-

tinguish between parts and components and �nal products. Countries’ capabilities

are thereby imperfectly estimated, and by consequence, some of the links between

industries are biased. This bias could be limited by looking at the value added

share of exports data. However, these data should be available at a high level of

product disaggregation and cover a wide range of countries and years.

Lastly, although this analysis has enabled us to identify important factors ex-

plaining export patterns and their evolution, further work is needed to shed light

on countries’ export trajectory to explain changes in the community structure over

time. For instance, it is important to explain the causes of the incorporation of

metal products within the machinery community. Is this change the result of an up-

grade of the export basket of metal exporters or of a diversi�cation of industrialized

countries?
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Chapter 3

Breaking down the e�ect of
manufacturing on the
dynamics of economic
growth

3.1 Introduction

Economic growth is pursued by most countries as it is believed to be the main

root of wealth and development. Since the industrial revolution, some countries

have experienced periods of rapid growth driven by the shift of economic resources

from a traditional to a modern sector, that is, structural change.

Most studies on the e�ect of structural change on economic growth focus on the

di�erences between sectors, that is between agriculture, services and manufactur-

ing. Results often show that the e�ect of manufacturing is unclear or weak. In

addition, most studies consider that the growth process is a linear process and

do not account for the volatility of output, which tends to be especially high in

developing countries.

In this chapter, I focus on medium-term growth (8-year periods) following

Pritchett (2000) and Hausmann et al. (2005), and identify three growth patterns:

rapid growth, slow growth and recession. I use this typology to estimate a semi-

Markov model in which the probability for a country to remain in a given state of

growth depends on the state it is in and the time spent in this state. This model

also allows explanatory variables to inuence the speed and the trajectory of the

growth process (by making the probability to transition between states depend on

them).

The �rst part of the analysis consists in estimating the probability of transition

between the di�erent states of growth. I �nd that the transition behavior between

growth states is heterogeneous. With the exception of the transition from slow to
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rapid growth, changes from one growth regime depends on the time spent in the

former. For example, for countries experiencing rapid growth, the propensity to

fall into a state of slow growth decreases with time. The opposite behavior is found

for the transition from recession to slow growth. Namely that as countries remain

in either slow growth or recession, their chances to leave this state increase with

time.

The second part of the analysis consists in estimating the e�ect of the economic

structure of countries on the probability to transition between di�erent states of

growth. I focus on the manufacturing sector and uncover several clusters of prod-

ucts based on the structure of the product space using export data from 1962 to

2000. I study the e�ect of two dimensions of the economic structure by looking at

the intensive and extensive margin. The intensive margin reects the intensity of

the export of countries in a given cluster, while the extensive margin corresponds

to the export diversity of countries in a cluster. This analysis provides evidence to

the argument that there is no unique path to growth (Rodrik, 2008) and on the

role played by di�erent clusters at di�erent stages of the growth process. More-

over, clusters of similar technological intensity, such as electronics, machinery and

chemicals, have very di�erent e�ects. Furthermore, I �nd evidence of a recession

trap, which is strongly linked to an increased specialization in the export of several

manufacturing export clusters composed mainly of natural-resources manufactur-

ing.

The structure of this chapter is as follows. In the �rst section, I review the

growth literature focusing on the structuralist view. In the second section, I present

the data and variables I use in the estimations. In particular, I identify di�erent

growth patterns and I present a methodology to measure di�erent dimensions of

economic structure. In the third section, I study the characteristics and determi-

nants of transitions between di�erent states of growth. Finally, I conclude in the

last section.

3.2 Manufacturing and economic growth: a re-
view of the literature

Structural change, that is a change in the sectoral composition of output, can

foster growth through a variety of channels on both the demand and supply sides.
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On the one hand, the rate of technological progress is heterogeneous across sectors.

As a consequence, a reshu�ing of resources into activities with higher potential

for technological advance, such as the manufacturing sector, can foster economic

growth (Salter, 1960). In addition, the manufacturing sector is characterized by

dynamic scale economies (learning by doing) and important backward linkages to

other sectors (Cornwall, 1977). The prices of manufacturing goods are also less

prone to external shocks and they are less a�ected by a degradation of the terms of

trade relative to agricultural products and commodities, limiting the risk of falling

into a low-development trap (Prebisch, 1950 and Singer, 1950).

On the other hand, a productivity increase can lead to demand saturation,

which create opportunities for a reallocation of newly available resources towards

more productive sectors, for which demand elasticity is also lower. According to

Pasinetti (1981), this mechanism explains the \structural change bonus".

Several empirical studies �nd that the role played by the manufacturing sector as

an engine of economic growth is unclear. Fagerberg and Verspagen (1999) analyze

the e�ect of the growth rate of manufacturing value added on growth for the period

1973 to 1989 in 67 countries. They demonstrate that the manufacturing sector still

plays a role as an engine of growth in the developing world but that its e�ect has

faded in industrialized economies. Using a sample of 88 countries from 1950 to 2005,

Szirmai and Verspagen (2015) �nd that the share of manufacturing value-added in

GDP has a positive e�ect on growth. However, when including the education and

catch-up level in interaction with the manufacturing variable, the direct e�ect of

manufacturing on growth is no longer signi�cant (when breaking down the sample

into 5-year periods, the direct e�ect is signi�cant only for the period 1970-1990).

Structural transformation often focuses on the distinction between a traditional

sector, agriculture, and a modern sector, manufacturing (Lewis, 1954). Yet, nowa-

days the productive structure of countries is much more complex than it used to be.

Each sector is made up of a wide variety of industries with speci�c characteristics

in terms of knowledge creation and di�usion, technologies and capabilities, among

others. Using a sample of 39 countries and 24 industries (rather than sectors)

from the UNIDO database between 1973 and 1990, Fagerberg (2000) decomposes

productivity growth into three components: (i) structural change (change in pro-

ductivity due to labor reallocation between industries), (ii) productivity change

within industries, (iii) the interaction of the two e�ects. In this decomposition,

productivity variation within industries is the main cause of productivity growth

while structural change has almost no e�ect. Furthermore, electrical machinery
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stands out as it is associated with the highest average productivity growth over

the period. In order to better understand the role of this industry in productiv-

ity dynamics, Fagerberg (2000) regresses the share of electrical machinery in total

employment on productivity growth. His results show that aggregate productiv-

ity growth can be attributed to productivity growth variation within the electrical

machinery industry and to spillovers from this industry to others.

Also departing from the idea of the existence of a dual economy, Saviotti and

Frenken (2008) argue that economic growth can be driven not only by structural

changes but also by qualitative change. The latter includes changes at di�erent

levels of aggregation of the productive structure (sectors, industries and products).

They quantify this by using the Shannon entropy index, which has the property

of being decomposable at di�erent levels of aggregation. At the highest level of

aggregation is unrelated variety, which consists in the variety of shares between

sectors. It reects the extent of structural changes in the economy of a country. At

the lowest level of aggregation, the average variety of shares within sectors mea-

sures the degree of related variety inside a country’s economy. This dimension is

ignored in most studies on structural change. Saviotti and Frenken (2008) argue

that unrelated and related variety growth have di�erent e�ects on growth and are

in fact complementary (Frenken et al., 2007). On the one hand, the existence of a

large unrelated variety of exports leads to Jacobs externalities. According to Ja-

cobs (1969), the most important sources of knowledge spillovers are external to the

�rm or the industry. The presence of a wide variety of di�erent but complementary

industries encourages the exchange of knowledge and capabilities leading to knowl-

edge recombination and the application of knowledge to new domains. They note,

though, that this e�ect is limited to sectors that are complementary and involves

sets of knowledge that are not too far from each other for their recombination

to be feasible. Unrelated variety is also a risk-sharing tool to assimilate sector-

speci�c shocks. On the other hand, related variety, that is specializing in similar

products, has di�erent e�ects. It may lead to Marshallian externalities. These

generate agglomeration economies due to spillovers within sectors through labor

market pooling, the creation of specialized suppliers, and knowledge spillovers. In

particular, it is often argued that the textile industry has laid the foundations for

the development of other industries (possibly with greater value-added and learn-

ing potential) by inducing learning by doing, knowledge spillovers, agglomeration

e�ects and local linkages, such as business support networks. Results show that re-

lated variety leads to short term growth while unrelated variety has positive e�ects

52



CHAPTER 3. BREAKING DOWN THE EFFECT OF MANUFACTURING
ON THE DYNAMICS OF ECONOMIC GROWTH

in the long term (Saviotti and Frenken, 2008). They argue that while unrelated

variety generates radical and product innovations, related variety is more likely to

steer incremental and process innovation inducing productivity rises.

However, increasing variety implies productivity growth only if the transfer of

resources is realized towards a sector for which the potential rate of technological

change is higher. Therefore, the set of sectors or industries used to compute variety

matters. The di�erent measures of variety used in (Saviotti and Frenken, 2008) do

not account for the di�erences in the complexity of embodied knowledge between

products and thereby sectors. A complex product involves a complex production

process that requires to combine an advanced set of knowledge, technologies and

capabilities that only a few countries possess. This set is advanced because it

builds on many more simple knowledge, technologies and capabilities, that had to

be mastered beforehand. Because of the di�erence in the complexity of the products

in the economic system, its composition is of great importance. It is not because

a country diversi�es or specializes that it will grow more: the composition of that

diversi�cation matters. And so the keys to economic development goes beyond the

idea of economic variety. In fact, in the study of Saviotti and Frenken (2008), the

sample includes a few developed countries that have a fairly homogenous productive

structure. But if one wishes to include a larger sample of countries with a more

heterogenous productive structure, using the entropy index amounts to comparing

quantities that are not comparable because products are not linearly related to

each other.

As argued in the previous Chapter, countries di�er in the set of capabilities

they master, and products, in the combination of capabilities they require to be

made. Some capabilities are shared across several products. In that way prod-

ucts are related. The nature of products relatedness leads to path dependence

in the production structure of countries. That is economies tend to extend their

export basket by adding products that are closely related to their current basket.

This is because their current basket determines the extent of their \tool box" to

develop new products (new to the country). The \further" the product is from

the existing basket, the more the new knowledge and new capabilities a country

would need to accumulate in order to produce it. Path dependence in the process

of economic development and in the economic structure stems, in part, from the

nature of knowledge production. The creation of new knowledge and appropriation

of existing knowledge derive from the recombination of existing knowledge follow-
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ing a combinatorial process (Schumpeter, 1934, Weitzman, 1998, Olsson, 2005 and

Arthur, 2009), making \nearby" innovations easier in some sense than distant ones.

The product space formalizes the network of similarities between products (Hi-

dalgo et al., 2007). In this network, the distance between products is proportional

to the number of countries exporting both products, controlling for the fact that

some products are relatively more common. This measure has two important un-

derlying assumptions: (i) the products a country has a comparative advantage in is

a good indication of what it can produce, and, (ii) products that are often exported

together share common capabilities. Chapter II shows that the product space is

characterized by a modular structure. In other words, some groups of products are

more densely connected among themselves than to the rest of the products. As

argued before, products that are exported together share common capabilities, and

the more often they are exported together, the larger this set of common capabil-

ities is. The fact that we �nd di�erent clusters of products reveals two important

patterns. First, products within each cluster tend to be exported together by a

given set of countries. This set of countries relies on a common set of capabilities.

Second, products in di�erent clusters rely on di�erent building blocks. This high-

lights the fact that there are boundaries between products in di�erent clusters. A

country that does not export any product from a given cluster does not possess the

required building blocks and so it will �nd it di�cult to start exporting any prod-

ucts from this cluster. As a consequence, the localization of a country on this space,

that is the clusters in which it exports products, matters and inuences its oppor-

tunities for future development paths (that is its future location on this space).

Chapter II also shows that the clusters are composed of one or several industries.

This can be explained by the fact that knowledge and technological characteristics

di�er across sectors, industries and �rms both in terms of the complexity and type

of knowledge. These di�erences also imply the rate of technological progress and

the stimulus of a particular industry on the rest of the economy is heterogenous

across industries. Given that, the localization of countries on the product space and

the way it evolves a�ect the growth process. In addition, the e�ect on growth of

increasing variety in related and unrelated products depends on the initial composi-

tion of the basket. For instance, unrelated variety growth is likely to have a greater

e�ect on growth when the current basket contains mainly low complexity products

(assuming new unrelated products are associated to a productivity growth poten-

tial higher than the average productivity growth potential of the current products).
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In general, GDP per capita growth is characterized by high levels of volatility,

that is, in many cases growth not sustained over time. Most interesting from the

perspective of long term economic development are growth episodes that are sus-

tained for long periods. It is thus worth understanding the turning points leading a

country to follow a sustainable growth path. Estimating the e�ects of regressors on

the growth of GDP per capita from one year to the next using conventional panel

methods is likely to capture uninteresting growth determinants (Pritchett, 2000 and

Hausmann et al., 2005). In such estimations, the e�ect of explanatory variables

captures any variation in the growth rate and not in the transition from one growth

regime to another and thereby picks up the uninteresting determinants. To address

this issue, Pritchett (2000) focuses on the analysis of patterns of growth around

the most signi�cant structural break in the economic growth of countries between

1960 and 1992. He identi�es several patterns of growth based on the detection of a

unique structural break in the economic growth of each of the 111 countries in the

sample from 1960 to 1992: steady-state growth (hills and steep hills), rapid growth

followed by slow growth (plateaus), rapid growth followed by decline (mountains) or

catastrophic fall (cli�s), long term slow growth (plains) and steady decline (valleys).

He also shows that developing countries display important instability and volatil-

ity in economic growth, which makes the analysis of growth using high-frequency

panel data inadequate. Hausmann et al. (2005) propose a new methodology to

identify the start of episodes of growth acceleration, lasting at least 8 years, both

unsustained and sustained in the following period. They study the determinants

of the probability of occurrence of these episodes between 1950 and 2000. Their

results show that there are important di�erences in the determinants between un-

sustained (8 years) and sustained growth (beyond 8 years). The positive e�ect of

trade shocks and �nancial liberalization is limited to unsustained growth accelera-

tions while economic reforms and political change (democratization) increases the

likelihood of sustained growth accelerations. Jerzmanowski (2006) adopts another

approach by estimating a Markov-switching model in which the transition proba-

bilities between states vary according to a country speci�c measure of institutional

quality. He identi�es four distinct growth regimes: stable growth, miracle catch-

up, slow growth and crisis and shows that institutional quality is a positive and

signi�cant determinant of the transition between these growth states. What about

structural change? Do the changes in the economic structure of countries inuence

the probability of transition between di�erent growth regimes?
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Several papers focus speci�cally on the e�ect of economic structural change on

the occurrence of growth accelerations. Jones and Olken (2005) �nd that most

growth transitions are explained by changes in total factor productivity. They pro-

pose several explanations for this. On the one hand, productivity gains through

increased trade openness tends to favor growth accelerations. On the other hand,

they �nd that growth collapses are associated with a decrease in the labor share

in the manufacturing sector while during growth accelerations this share tends to

increase. Using data from 1950 to 2005 on value added in Asia and Latin America

(19 countries) with a sectoral breakdown, Timmer and de Vries (2009) �nd that

growth accelerations are explained by productivity increases within sectors, not by

reallocation of employment to more productive sectors.

In this chapter, I am interested in estimating the role of economic structure in

growth dynamics. Economic growth has three main components: (i) the steady-

state part corresponds to the growth rate of the steady-state level of output, (ii)
the transitional dynamics are the changes in output to adjust to the steady-state

level of output and (iii) the business cycle component corresponds the dynamics

in actual output. Many growth studies that are interested in the e�ect of de-

terminants that vary slowly over time such as education, institutional quality or

structural change, use short-term panel data on to measure economic growth. Yet,

a large part of the variation in short-term growth is linked to business cycles. For

this reason, the use of high-frequency panel data is likely to lead to erroneous

results by creating estimation problems, such as a lower power, measurement er-

ror, endogeneity bias and dynamic misspeci�cation (Pritchett, 2000). In addition,

these problems tend to be exacerbated when removing country-�xed e�ects, which

has the e�ect removing the persistence component while preserving the volatility

part associated to business cycles. With the aim to capture steady-state dynamics

rather than the variance associated to business cycle, I focus on the analysis of

medium-term growth. Rather than focusing on sector-level determinants of the

transitions between di�erent states of medium-term growth, I look at the e�ect of

the specialization in di�erent industries within the manufacturing sector.
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3.3 Growth patterns and economic specialization:
data and stylized facts

In this section, I present the methodology to identify di�erent levels medium-

term growth and the de�nition of di�erent measures of economic specialization.

3.3.1 Development patterns and dynamics: de�nitions and
stylized facts

Based on the methodologies developed in Pritchett (2000) and Hausmann et al.

(2005), I de�ne three growth levels:

• Rapid growth: gt;t+7 > 3:5

• Slow growth: 0 < gt;t+7 � 3:5

• Recession: gt;t+7 � 0

gt;t+7 corresponds to the annual growth rate of GDP per capita, in percentage,

for each window of time � from t to t + 7. gt;t+7 is estimated by regressing GDP

per capita on time using OLS using the observations for each country and for each

window of time � from t to t+ 7.

ln yt+� = �� + �� � (t+ �) with � = 0; :::; 7 (3.1)

Where �̂� = gt;t+7 and yt is the GDP per capita at time t.

Using GDP per capita data from 1950 to 2010 for 111 countries (Maddison

Project, 2013), I obtain medium-term growth rates. Their distribution is normal

with a mode around 2% (Figure 3.1). While the occurrence of rapid growth episodes

is comparable in industrialized and developing countries, they have diverging pat-

terns when it comes to slow growth and especially recession. A developing country

has one chance out of 4 to be in a recession episode, whereas recession almost never
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occurs in industrialized countries. Di�erences can be noted when it comes to the

time period as well. The occurrence of rapid growth episodes increases in the 1950’s

and 1960’s and strongly declines from 1970 to 2000. During this period recession

episodes are also more likely to happen.

The advantage of this method relative to a simple average is that it provides

additional information on the di�erent growth regimes, including the level of volatil-

ity. The estimated growth rates exhibit heterogenous volatility (measured by the

�t of the estimation) depending on the growth and development level. Figure 3.3

shows the distribution of the �t of the estimation of GDP per capita growth (R2)

broken down by level of growth (rapid growth, slow growth and recession) and of

development. A low �t of the model is a sign of high volatility of GDP per capita

during the 8-year period. The distribution of the �t of the GDP per capita growth

estimation shows that GDP per capita is less volatile when countries experience an

episode of rapid growth as almost all observations correspond to a R2 of at least

0.9. The �gure also reveals the high volatility in the data when focusing on slow

growth and especially recession. When looking at slow growth episodes, slightly

more than 50% of observations correspond to a R2 superior to 0.8. When it comes

to recession episodes, GDP per capita is extremely volatile as less than 25% of

observations correspond to a R2 greater than 0.8.

There is also a di�erence between developing and industrialized countries. While

slow growth tends to be more volatile in developing countries, recession is more

strained in industrialized countries where more than 75% of observations on reces-

sion are associated to a R2 lower than 0.4.

Figure 3.1: Distribution of GDP per capita growth from 1950 to 2006

Note: GDP per capita growth is calculated following the methodology presented in section 3.3.1.
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Figure 3.2: Share of observations corresponding to episodes of rapid growth, slow
growth and recession from 1950 to 2006

(a) By development level (b) By time period

Note: Growth episodes are de�ned according to the medium-run GDP per capita growth rate calculated
according to the methodology presented in section 3.3.1.

Figure 3.3: Distribution of the �t of the estimation of GDP per capita growth
(R2)

(a) All countries

(b) Industrialized countries

(c) Developing countries

Note: I calculate the medium-run GDP per capita growth rate following the methodology presented in
section 3.3.1. I estimate the trend of GDP per capita growth over 8-period windows. The �t of these
estimations provides information on the volatility of growth. For each country sample (a), (b) and (c),
the distribution of the �t (R2) is plotted by growth regime. That is, the R2 is divided into 3 subsamples
corresponding to observations of rapid growth, slow growth and recession.

59



Looking at descriptive statistics on the transition between growth states pro-

vides some interesting insights on growth dynamics. Transitions resulting in the

improvement of the economic situation of countries (from slow to rapid growth and

from recession to slow growth) tend to occur slightly more often than those where

the growth rate decreases (from rapid to slow growth and from slow growth to reces-

sion) during the period of analysis (Table 3.1). However, transitions between rapid

growth and recession rarely occur. This shows that the process of growth regime

shifts is gradual, as transitions between extreme states (rapid growth and reces-

sion) are extremely rare. Descriptive statistics also show that there is a symmetry

in the frequency of transitions between states. A transition from rapid growth to

slow growth is as likely to occur as a transition from slow to rapid growth. The

same is true for transitions between slow growth and recession.

The time a country remains in state h, or waiting time in state h, (indepen-
dently of the subsequent state j) shows that countries tend to stay longer in a state

of recession than in a state of slow or rapid growth, thereby hinting to the existence

of a development trap. However, waiting time is the most dispersed when coun-

tries are in a state of slow growth. Also, it is worth noting that three industrialized

countries do not change state during the period of observation. Australia, Denmark

and the USA remain in a slow growth regime during the years of observation.
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Table 3.1: Descriptive statistics of the transitions and waiting time observed

State h State j Number
of
transitions

Share of
transitions
(%)

Median
waiting
time

Waiting time
in state h

Median IQR

1
1� 33 5.66 4

4 32 125 21.44 4
3 0 0 -

2
1 116 19.90 4

4 82� 63 10.81 10
3 118 20.24 3.5

3
1 1 0.17 15

5.5 72 121 20.75 5
3� 6 1.03 8.5

Total 583 100 4

Notes: Transitions are from state h (column 1) to state j (column 2). State 1 corresponds to rapid
growth, 2 to slow growth and 3 to recession. * stands for censored waiting times. The last waiting time
is right-censored when the last duration and the last arrival state are unknown and if the process does
not enter an absorbing state (see section 3.4 for details on the treatment of right-censored data). IQR
stands for interquartile range.

3.3.2 Measuring economic structure in manufacturing ex-
ports

To recall from the previous chapter, we can de�ne a \product community" (or

product cluster) as a group of products that are often seen together in the export

basket of countries. These groups are representative of common product mix coun-

tries specialize in. As argued in the previous chapter, it is reasonable to think that

if several countries tend to export a particular set of products, these products are

relatively similar (in terms of capabilities they require to be made, technological

domain and so on). Because of the way it is created, the SITC has the feature that

many industry classes cover products that are likely to have di�erent characteris-

tics and e�ects on economic growth. This is the case of machinery and electronics

products, for example, which are under the same group, or plastics and organic

chemicals, which are grouped together along with other chemicals. Additionally,

multicollinearity is also a problem when introducing industry-level variables to

growth regression. Suppose that part of the products from industry A is likely

to be exported with the products from industry B. When focusing on industries

rather than communities, we are likely to introduce highly correlated variables in

the regressions and to obtain biased coe�cients. To address these issues, instead

of using SITC industry classes, I identify a static community structure of a subset
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of the product space corresponding to manufacturing products (see details of the

methodology and results in section B.2). Community-level variables do not elimi-

nate the multicollinearity problem fully but reduces it because products inside each

community represent the export patterns of a particular group of countries. Note

that when studying the economic structure at a more disaggregated level implies

more correlation between the di�erent groups of products because some countries

will overlap several export patterns. This is due to the fact that some countries

export a very wide range of export products, especially middle income countries

(Klinger and Lederman, 2004 and Cadot et al., 2011).1 I obtain 17 communities of

which 9 contain at least 10 products, community id 1 to 8 (Table B.4). I analyze

the e�ect of the economic structure associated to these 8 communities (470 prod-

ucts), which correspond to more than 90% of the total of manufacturing products.

I label each community according to the type of product they include, based on

SITC, (Table B.3).

I use two di�erent sets of variables to calculate the economic structure, that is

specialization of country c in community q:

1. Share of country c’s export value in community q in its total export value:P
p2q xcpP

p xcp

2. Share of products exported by country c from community q relative to the

total number of products in community q2:
P

p2q McpP
p2q

While the �rst index measures the intensive margin, the second measures the

extensive margin. Figure 3.4 shows the relationship between the export value (in-

tensive margin) and export diversity (extensive margin). It shows that the correla-

tion between the intensive and extensive margin varies widely across communities.

In the electronics community, countries with a high extensive margin tend to have a

low intensive margin. In the machinery community, countries with a low intensive

margin have a very heterogenous pro�le when it comes to extensive margin. In

the textile community, there is no correlation between the extensive and intensive

margins.

1The diversity variables are sometimes highly correlated (Figure B.1b) but this does not seem
to lead to multicollinearity problems according to the variance ination factor test (Table B.5).

2For instance, according to the community structure derived from the export behavior of the
countries of the sample, 90 products form the electronics community in 2000. During the same
year, South Korea exports 42 products from this cluster, which corresponds to around 46.67% of
the products belonging to the electronics community.
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Figure 3.4: Relationship between export value versus export diversity in di�erent
communities

(a) Machinery community (b) Electronics community

(c) Textile community
(d) Natural resource-based manufacturing
community

Notes: The x-axis corresponds to a country’s export value share in a community relative to its total
export value. The y-axis corresponds to a country’s share of products in a community relative to the
total number of product in this community.

3.4 A semi-Markov model for analyzing transi-
tions between growth states

To study the behavior of growth transitions and their potential determinants,

I adopt a Markov framework. In simple Markov models, it is assumed that the

probability of transition from one state to another only depends on the current

state the country is in and that the expected time to transition between states

is always the same. This is a rather strong hypothesis and in the context of this
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