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Abstract

One of the goals of a pilot study is to identify unforeseen problems, such as ambiguous inclusion or exclusion criteria or misinterpretations of questionnaire items. Although sample size calculation methods for pilot studies have been proposed, none of them are directed at the goal of problem detection. In this article, we present a simple formula to calculate the sample size needed to be able to identify, with a chosen level of confidence, problems that may arise with a given probability. If a problem exists with 5% probability in a potential study participant, the problem will almost certainly be identified (with 95% confidence) in a pilot study including 59 participants. © 2015 Elsevier Inc. All rights reserved.
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1. Introduction

A pilot study can be defined as a small-scale study that helps to examine the practicality and feasibility of the methods to be used in a subsequent larger and more comprehensive investigation [1]. Because conducting an adequately powered study often requires the inclusion of a large number of participants and therefore may be very costly in terms of time and money, piloting a study on a smaller scale can help to identify unforeseen problems that could compromise the quality or flow of the study [2].

For example, one may encounter nonanticipated reasons why potential participants have to be excluded, questionnaire items that are interpreted in unintended ways by the participants or whose answer options are not sufficiently comprehensive, or unclear information about the delivery of the intervention (eg, dosing or visiting schedules).

If such problems are discovered during the course of a pilot study, the necessary steps can be taken before the actual large-scale study is started to minimize or entirely avoid their negative impact. For example, the study protocol or materials (eg, questionnaire items) could be adapted accordingly, or contingency plans could be set up ahead of time to handle any problems adequately and in a timely manner. However, this is only possible if such problems are actually discovered during the conduct of the pilot study. Therefore, a pilot study
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What is new?

Key findings
- A simple formula to calculate the sample size needed to be able to identify, with a chosen level of confidence, problems that may arise with a given probability in a pilot study.

What this study adds to what was known?
- Although sample size calculation methods for pilot studies have been proposed, none of them are directed at the goal of problem detection.

What is the implication and what should change now?
- The equation can be easily adopted as a method for sample size calculations in pilot studies that is simple to use, but provides a basis for more reasoned decisions about sample sizes in pilot studies.

aimed at discovering such problems should have sufficient power to do so, or in other words, the sample size of a pilot study must be sufficiently large, such that the probability of detecting such problems is high.

Existing methods for sample size calculations typically focus on how to select an appropriate sample size for a pilot study such that various parameters of interest can be estimated with sufficient precision (eg, the effect size, the standard deviation of the outcome measure, its reliability, or adherence or attrition rates) [1,3−5]. Such calculations may also play an important role in deciding whether to proceed with the primary trial in the first place [6,7]. These considerations have led to various guidelines for choosing an appropriate sample size for a pilot study, such as 12 participants per group [3], values in the range of 10 to 40 participants per group depending on the parameter of interest [4,5], at least 9% of the main trial’s sample size [6], or at least 50 participants [8].

However, none of these approaches is directly applicable when the goal of a pilot study was the detection of unforeseen problems. Therefore, in this article, we take a different approach and describe a simple method for determining the sample size necessary to identify problems with a chosen level of confidence in pilot studies.

Not surprisingly, the sample size determined in this manner depends not only on the confidence level with which we would like to detect a particular problem but also the actual probability that the problem manifests itself in a potential study participant. Because the true problem probability is unknown in practice, what we really need to consider is a lower bound for the problem probability: if the true probability is in fact this low (or higher), then we achieve (or exceed) the desired confidence level, but if it is really lower (so that we are more likely than desired to miss the problem), then it would be infrequent enough to not be considered a problem worthy of detection. Choice of this value therefore depends on the context and on how detrimental a problem would be to a trial. We will return to this issue further in the following.

2. Required sample size to detect a problem in a pilot study

For now, assume that a particular problem has a given probability of occurring in a potential study participant. For example, if there is a 0.15 probability of encountering unanticipated reasons for exclusion in a given participant, then there is 0.85 probability that this problem does not manifest itself. In a group of \( n \) participants, there is then a 0.85\( ^{th} \) probability that the problem will not occur at all. Therefore, the probability of observing at least one occurrence of this problem in \( n \) participants is given by

\[
P(x > 0) = 1 - (1 - \pi)^n,
\]

where \( x \) denotes the number of participants (of the \( n \) participants) in whom the problem manifests itself and \( \pi \) denotes the problem probability. We now want to choose \( n \) so that \( P(x > 0) \) exceeds a certain threshold of confidence, which we denote by \( 100\% \times \gamma \). In other words, how many participants must be included so that we can be \( 100\% \times \gamma \) certain that the problem will manifest itself at least once during our pilot study? Solving the equation for \( n \) yields:

\[
n = \frac{\ln(1 - \gamma)}{\ln(1 - \pi)}.
\]

(1)

Because \( n \) will typically not be a whole number, we round the value obtained with Equation (1) up to the nearest integer. An online calculator is available at http://www.pilotsamplesize.com.

For example, for \( \pi=0.15 \), including \( n=\ln (1 - 0.95)/\ln(1 - 0.15) = 18.43 \), or rather 19 participants will ensure that we will encounter at least one incident of the problem at a 95% confidence level. A problem that manifests itself less frequently, for example, with only \( \pi=0.05 \) probability, will require the inclusion of \( \ln(1 - 0.95)/\ln(1 - 0.05) = 58.40 \) or rather 59 participants in the pilot study so that the problem can be detected with a high confidence level.

Fig. 1 shows the required sample size (ie, \( n \)) as a function of the problem probability (ie, \( \pi \)) for three different levels of confidence (ie, \( \gamma \) equal to 0.95, 0.90, and 0.80). Not surprisingly, higher confidence levels and the detection of less-frequent problems require larger sample sizes.

3. Sample size calculations in practice

To use Equation (1) for deciding on a sample size for a pilot study, we must first choose values for \( \gamma \) and \( \pi \). By
convention, we could adopt a confidence level of 95% (analogous to the level commonly chosen for confidence intervals) or choose the confidence level in accordance with the severity of the issue that we want to detect. (ie, a potentially disastrous problem that could ruin the entire study should be detected with higher confidence than a problem that would merely be a nuisance to deal with.)

With respect to \( p \), we need to consider that very infrequent problems will naturally require a large sample size to detect. However, infrequent problems (unless they are so disastrous as to require the immediate discontinuation of the study) can be handled on an as-needed basis, without disrupting or jeopardizing the entire study. When choosing \( p \), one should therefore consider the amount of resources (eg, time and personnel) available to handle unforeseen difficulties and their impact on the trial. In addition, because the “true” probability of a particular problem is technically unknown in practice, we suggest thinking of \( p \) as the “minimum” probability of the problem that we would like to detect with the desired confidence level.

For example, suppose the inclusion or exclusion criteria for a study have been written to the best of the researchers’ knowledge, there may be participants for whom the criteria do not yield an unambiguous outcome. Whenever such a case presents itself, for example, during a screening visit, a decision about the eligibility of the participant needs to be made. Suppose that a single investigator is responsible for making this decision. A large number of such cases would then quickly overburden this investigator. Accordingly, it is decided that, if such difficulties present themselves with “at least” \( p = 0.10 \) probability (ie, in at least 1 of 10 participants), it would be good to detect this problem already during the pilot study. Accordingly, Equation (1) then indicates that 29 participants need to be screened to be 95% confident that one or more such cases are in fact encountered.

If the true probability is actually higher than \( p = 0.10 \), then the achieved confidence level will exceed 95% when 29 participants are screened (eg, approximately 99% if \( p = 0.15 \), as one can easily verify with Equation 1). Therefore, screening 29 participants will ensure a high level of confidence (ie, at least 95%) for the chosen minimum problem probability. On the other hand, if the actual problem probability is lower than \( p = 0.10 \), then 29 participants will not be sufficient to reach the desired 95% confidence level. However, in that case, because the true problem probability is actually lower than the minimum level deemed to be important for detection, we can also consider it acceptable that we run a higher risk of “not” encountering at least one case of ambiguity (because the investigator can easily handle a smaller number of “on the spot” decisions).

Note that the “minimum problem probability” is context dependent. For example, suppose the presence or absence of a particular condition constitutes the primary outcome variable in a trial. Diagnoses are made independently by two clinicians, and disagreements would demand additional follow-up assessments. If such assessments are costly and/or invasive, we may already find a disagreement probability of (at least) \( p = 0.01 \) to be problematic and therefore would want to make sure that this issue is likely to be discovered during a pilot study (eg, so that ways of reducing the occurrence of disagreements can be considered). On the other hand, if costs and invasiveness are minimal, we may consider a higher probability of \( p = 0.05 \) or \( p = 0.10 \) to be acceptable (but anything higher might call into question the reliability with which diagnoses are made).

Similarly, if responses to a questionnaire are used to measure the primary outcome in a trial, then we may again choose a lower minimum probability for detecting particular problems (eg, nonresponses, item misinterpretations) than if the same questionnaire was part of a process evaluation, where problems that occur with a low probability are not detrimental to the trial itself. However, if problems manifest themselves with at least a \( p = 0.05 \) or \( p = 0.10 \) probability, we would still hope to be alerted of their existence—even if it is not the primary outcome in the trial.

Finally, in practice, one will often be interested in not just a single but an entire collection of different problems (eg, difficulties in applying the inclusion or exclusion criteria, ambiguities in questionnaire items, problems in the application of the treatment). Equation (1) can then be used to determine the required sample size to detect each individual problem. The largest value of \( n \) obtained this way then guarantees that each individual problem can be detected with “at least” the desired confidence level specified.

For example, suppose that, in addition to potential ambiguities with the inclusion or exclusion criteria, the researchers also want to detect any problems participants may have with the interpretation of the items on a questionnaire. Because incorrectly interpreted items may
completely invalidate the responses from the participants that encounter such difficulties, the investigators want to be 95% certain that they will detect this issue during the pilot study if the problem manifests itself with “at least” $\pi=0.05$ probability (ie, in at least 1 of 20 participants). As described earlier, 59 participants should then be included in the pilot study. This will also ensure that any ambiguities with the inclusion or exclusion criteria are detected with more than a sufficient confidence level.

4. Discussion

Despite the extensive levels of planning involved in the design of a study, experience shows that unforeseen problems can and typically will arise during the conduct of a study that must be handled with care. A pilot study provides an excellent opportunity to uncover such problems ahead of time, minimizing the need to adapt procedures or to develop contingency plans on short notice when the larger study is being conducted. In this article, we described a simple method for choosing a sample size for a pilot study that ensures the discovery of potential problems with high confidence.

How have existing pilot studies fared in the context of these results? Arain et al [9] found a median sample size of 76 participants in pilot studies published in 2007 or 2008 in four general medical and three specialist journals. For this median sample size, problems with a probability of approximately 0.04 could have been detected with a 95% confidence level, whereas problems that occurred with a probability of 0.02 could still be detected with almost 80% confidence.

It needs to be emphasized that the method does not indicate the appropriate sample size for estimating the actual probability of a particular problem (ie, $\pi$) with a given level of precision [1,5]. Instead, the method is used to determine the necessary sample size so that the problem is likely to be observed at least once during the course of the pilot study. The emphasis therefore is on “problem detection” and not on the estimation of the “problem frequency.”

Similarly, it is often suggested that pilot studies are useful for determining an appropriate sample size for large-scale investigations, for example, by providing information about the variability in the outcome variable of interest or regarding the size of the effect. However, because pilot studies are by definition conducted with small sample sizes, they usually do not provide accurate information about such parameters and therefore may lead to erroneous decisions when such estimates are used without further qualification [2,10]. The same issue applies when using pilot studies to estimate other parameters of interest when planning studies (eg, adherence or attrition rates).

Finally, it is worth noting that Equation (1) has been discussed in other contexts, such as the number of animals required to detect at least a single case of disease with a given confidence level during long-term holding of laboratory rodents [11] and the required number of objects (typically precincts) that must be audited to detect at least one case of election fraud [12]. In addition, Equation (1) is related to what is sometimes called “the rule of three,” a method for computing confidence intervals for proportions (see Box). As described in the present article, the equation can be easily adopted as a method for sample size calculations in pilot studies, which is simple to use but provides a basis for more reasoned decisions about sample sizes in pilot studies.
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Box The rule of three

A method for constructing confidence intervals for $\pi$ when observing zero events (ie, when $x=0$) in a study [13,14], sometimes called the “rule of three,” is closely related to Equation (1). Applied to the present context, the method works as follows: If the problem does not manifest itself in the $n$ participants included in the pilot study, then an approximate 95% confidence interval for $\pi$ is given by the interval with endpoints 0 and $3/n$. For example, suppose with 60 participants, we never observe the problem in the pilot study. Then, the endpoints of an approximate 95% confidence interval for $\pi$ are equal to 0 and 0.05. Note that Equation (1) for $\pi=0.05$ leads in fact to $n=59$, the difference resulting only from the approximation used in the derivation of the confidence interval [13]. Therefore, Equation (1) essentially implies that one should include $3/\pi$ participants if one wants to be approximately 95% certain that the problem will manifest itself at least once during the pilot study.


