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Measuring the Returnsto R& D

Bronwyn H. Hall, Jacques Mairesse, and Pierre Mohne

1. Introduction

Returns to investments in R&D and other innovatiegets are a subject of considerable interest
to accountants, firm managers, policy makers, @od@mists in general. The reason is obvious:
investment in R&D and innovation is expensive and would like to be sure that there is a
positive return, and would also like guidance asdw to direct investments in the future. Policy
makers are especially interested in the sociatonemy-wide returns to R&D investment,

which can be greater or less than the private metto individual firms, while economists and
managers are more often interested in the pritens, the former because they are interested
in the incentives firms face for undertaking suaveistment, and the latter because they are the
decision makers in question. That is, accountamdsfiam managers are interested in this topic
because they would like to use the informationélp lyuide their investment decisions and
evaluate the success of various strategies.

For half a century, economists have been develognigus methods of estimating the rate of
return to research and development spending (R&B)the most part, the literature has used
the familiar growth accounting framework augmentgith measures of R&D investment or
capital, at various levels of aggregation from plamel all the way up to the macro-economy.
This approach essentially relates the growth @il fiaictor productivity (TFP) to R&D. To put it
another way, the residual growth factor in produttiat is not accounted for by the usual
inputs (labor, capital, intermediate inputs) isumssed to be the product of R&D that produces
technical change.

R&D expenditures may differ in type but their olijecalways to increase the stock of
knowledge in order to find new applications andowations. A distinction is usually made
between basic research, applied research, andageneht, according to how close the research
is to commercial applications. In general the dlaisis, the larger the expenditure share devoted
to it. Similarly, a distinction is made between R&Pected toward invention of new methods of
production (process R&D) and R&D directed towalus ¢reation of new and improved goods
(product R&D). R&D can also be broken down on thsib of its funding source, either private
or public, or on the basis of whether it is cared by businesses or by other organizations such
as universities and research institutes. Final§DRtatistics are available classified by
economic sector or industry and, for the portioRR&D devoted to research, by scientific and
technical fields.

R&D can increase productivity by improving the qtyabr reducing the average production
costs of existing goods or simply by widening tpecrum of final goods or intermediate inputs
available. As a consequence, we may observe [mofitases, price reductions, and factor
reallocations as well as firm entry and exit. Mare@o R&D carried out in one
firm/sector/country may produce positive spilloedfiects in other firms/sectors/countries. Such
spillovers are all the more likely and significastthe sender and the receiver are closely related.
“Pecuniary” spillovers occur when new or improvatermediate goods or investment goods are
sold to other firms at prices that reflect lesstttege full value of the progress they incorporate.
In contrast, “Non-pecuniary” spillovers are thosattcome from the knowledge created by R&D
as it disseminates and becomes useful to othesfirm



Before continuing, we would like to caution thedeathat the “return” to R&D is not an
invariant parameter, but the outcome of a compigraction between firm strategy, competitor
strategy, and a stochastic macro-economic envirahmeuch of which is unpredictable at the
time a firm chooses its R&D program. Thereforere¢hie no reason to expect estimates okthe
postreturns to be particularly stable over time oasrsectors or countries. And in the case of
social returns, they are not even tied to some &frbst of capital. However, these estimates
can still be useful for making comparisons betwegtous financing systems, sectors, or
countries, and can also be a guide to policy-matomgrd R&D. Nevertheless, keep in mind
that the measurement process is not a search'$oremtific constant.”

1.1 Brief history of theliterature

There are a number of prior surveys of the liteatan the economic measurement of returns to
R&D. Some have catalogued the various results #met®have discussed the many analytical
problems that confront a researcher in this arba.fiFst and pioneering analytic survey was that
by Griliches (1979) in th8ell Journal of Economicslthough some of the issues discussed
there were anticipated in his 1973 survey. In #nacle Griliches laid out the structure of the
problem in the production function context and dgsed two major measurement difficulties:
the measurement of output when a great deal of R&d2voted to quality improvement and
nonmarket goods and the measurement of input, fagalyi, of the stock of R&D capital. He
returned to these themes in Chapter 4 of the KgZretures of 1996, published posthumously
(Griliches, 2000). Also see his 1998 book, whichemts all the articles he wrote on this topic.
Hall (1996) reviews what was known to that dateualtloe private and social returns to R&D,
and discusses some of the measurement problemg2Bi@Y) presents a detailed analysis of the
problem of estimating the depreciation of R&D capdt the firm level. Mairesse and Sassenou
(1991) focus on the econometric studies dealing firitn data, while Mairesse and Mohnen
(1995) expand the topic to take in econometricistudt all levels of aggregation and to include
measures of R&D spillovers. The surveys by Debmre$$8690), Mohnen (1990a), and Griliches
(1992) deal exclusively with spillovers.

The concern with which government policy makerswike problem of measuring the returns to
R&D is reflected in a large number of governmentlmations on the topic. For example, see
the U.S. Bureau of Labor Statistics (1989) and &ueskas (2007), as well as past issues of the
OECDSTI ReviewFor the UK, see the report by Griffith et al. (3), and for Canada, Longo
(1984) and Mohnen (1992a).

This chapter will concentrate on the econometrfgragch to measuring returns to R&D that is
based on the production function and its cost ofifpdual. By far the largest number of
guantitative studies has been performed usingaipsoach, which can be applied in various
ways at the plant, firm, industry, or country level

There are alternative approaches to valuing R&euoeetrically, the most important of which
is the market value or Tobin’s g methodology, whielates the current financial value of a firm
to its underlying assets, including knowledge orIRd@ssets. This methodology is clearly limited
in use to the firm level, and to economies witltkhpublicly traded financial markets and we
will not survey it extensively here. There are récgurveys of this literature by Hall (2000),
Czarnitzki et al. (2006), and Grandi et al. (200t an overview of the accounting approach to
the problem together with recommendations for inapments in reporting, see Lev (2001).



In the following pages we first present the gendrabretical framework for the models
customarily used in estimating returns to R&D, #meh we discuss in some detail the complex
measurement issues that arise in practice. Thadlesved by a review of the empirical results

that have been achieved using these models tHatlegan extensive set of tables which

organize the various results. The final substargeaion of the paper discusses the measurement
of R&D spillovers and presents some of the resaritgheir impact across firm and across

country. We conclude with a brief discussion ofifetresearch topics.

2. General theoretical framework

As observed earlier, much if not most of the litera that measures the returns to R&D, whether
at the micro or the macro level, relies on a praidacunction framework, where the output of a
firm, a sector, or an economy is related to itskstaf R&D or knowledge capital, and potentially
to the stock of external R&D capital, along witlet inputs. Two major approaches have been
followed: the primal approach, which estimates@lpction function with quantities as inputs,
and the dual approach, which estimates a systdactur demand equations derived from a dual
(cost function) representation of technoldg#/e present each of these approaches in the next
two sections of the chapter.

2.1 Theprimal approach

The Cobb-Douglas production function augmented Witbwledge capital terms takes the
following (stylized) form:

v=Arcf[K'[ k] e (1)

whereY is a measure of productiéi, is a measure of labor inp@@,is ordinary (tangible)
capital,K is own knowledge (intangible) capit#® is external knowledge capital ands a
disturbance. External knowledge capital can belilt by other firms in the sector, or, in the
case of economy-wide estimation, that held by otleentries. The coefficientmeasures the
elasticity of output with respect to own R&D cap@ade the elasticity of output with respect to
external R&D capital (the spillover term).

Ordinarily, logs are taken of this equation, cotiverit to a linear model that can be easily
estimated. Writing the equation usingp denote time andto denote firm or sector:

Yo =1 A +al + 56 +yk +oK+y  (2)

! There are also a couple of studies, few thusvilaich have examined the R&D productivity connectigsing
technological frontier analysis (see Fecher 19@2hEr and Perelman (1989, 1992) and Perlman 1988)idea is
to estimate frontier (or best practice) productionctions instead of average production functidosgecompose
productivity growth into movements of the frontaard toward the frontier and then to regress thieagtd changes
in these two components on, among other things, REl2 estimation of best practice technology caadigeved
from a cost function or from a production function.

2 This formulation has abstracted from the preseridatermediate inputs such as energy and matefi4lsrefore
production should be measured by value added indbsence; by gross output if these inputs ardabla.



In deriving this equation, we have implicitly assedrthat the log of technical progregg ¢an
be written as the sum of a sector or firm-sped@ffects; and a time effect. Many variations of
this assumption are possible, although not all kelidentified, given the data available.
Frequently equation (2) is converted to a growth version by first differencing:

By, = A +abl, + BAG, + )bk +gAK +Ay (3)

In this case, an expression for TFP growth as etifm of R&D capital stocks and a
disembodied trend can be derived by subtractingeimes involving the other inputs from the
left hand side of the equation. Note that the adelgector or firm effect has disappeared, and
that the time effect is now a growth rate effetheathan a level (that is, it is relative to the
initial observation).

By definition, the elasticity = p(K/Y), wherep is the marginal productivity of R&D capital.
Consequently and dropping the external R&D capéiah for the moment, equation (3) can be
rewritten as

(Rt _5K,t—1) +A
Y.

it

Ay, = A +ahl + BAG +p U (4)

whereR is gross R&D investment, ardds the depreciation rate of R&D capital. If we ase a
constant marginal produgtand a constant discount ratalong with an infinite planning
horizon, therp can be given the economic interpretation of a maigross (of depreciation)
internal rate of returf After subtraction of the R&D depreciation rate, @ain a marginal net
internal rate of return. As opposed to specificati®), specification (4) estimates the gross rate
of return to R&D directly. As usually implementete depreciation rate is assumed to be
approximately zero, so that a simple measure of R&eénsity (R&D to output ratio) can be
used on the right hand side.

At the aggregate level, using gross R&D to meathwedR&D intensity may not be a bad
approximation, but at the firm level, it is cleaggoblematic, since much of their R&D
investments are “replacement” investméhithe true net investment rate may be substantially
lower than that measured by the gross R&D spensiathgs ratio. To see the consequences of this
assumption, we use the equation for capitalized R&&3ented later in the chapter to construct
an approximation to net R&D investment:

% The internal rate of return is the one that equatedollar of investment in R&D to the present eahf the

marginal productivities of that investment in thwuire: 1— I: ,Oe_(r+5) dt. Solving this integral yields = r+ 4.

* For a derivation of the bias involved in ignorittge R&D depreciation rate, see Mairesse and Sassk9d81,
footnote 19). Goto and Suzuki (1989) report largéeences depending on whether net or gross Ré&bBnisities
are being used. Hall and Mairesse (1995) find thatrates of return increase by an increment ofiaber% when
net intensities are used.
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This equation shows that the estimated gross fatgurn in the R&D intensity formulation
underestimates the true rate of return by the @HtR&D growth to the sum of R&D growth

plus depreciation. In a typical sample, the medjawth of real R&D ranges from about 3 to 10
per cent per annum. If the depreciation rate ipdrscent, this implies that the true gross rate of
return will be 2.5 to 5 times the estimated valppint which seems to have gone unnoticed in
the literature.

Recall thap andy are related simply by the ratkdY, so that in principle, estimates obtained for
one can be easily translated into estimates obther. However, in most samples the R&D
intensities are very heterogeneous, so it will mgkiée a bit of difference whether one estimates
p ory directly and derives the other one. Conceptuakbgems preferable to assume that the rate
of returnp is constant across units rather than the elasii¢ivhich is more likely to vary

directly with the share of R&D capital itself), bsich estimates have proved less stable than the
elasticity estimates. The explanation lies in theantainty of R&D output: thex anteexpected
rate of return is what the firms consider when stivegy and it is likely to be roughly equal to the
cost of capital (possibly with a risk adjustmend &mons’ premium), but thex postreturns,
which is what we measure, could be highly variable.

Using the production function framework, it is pib$s to estimate the model in another way. If
we assume constant returns to scale, competitivavib@r, and profit-maximizing levels of
factors of production, we can replace the producgiasticities with the appropriate total cost
shares. For example, the elasticity with respetalior would be equal to the labor share in total
cost® Equations (3) and (4) can then be replaced bfoll@ving:

ATFR =) +)Ak +Ay ®)
ATFR = A +pW+AL& (7)

it

wheredTFP; = Ay — sit 4lii — Sit A is the Divisia index of total factor productivityayvth °

The same kind of simplification could be appliedhie equation in levels (2).

In the last two specifications, additional inforioatis added to the model regarding producer
behavior and market structure. A more general madeld allow for scale economies, mark-up
pricing in the presence of imperfect competitiod artertemporal R&D investment decisions.

® Using ideas in Hall (1998) and Griliches and Msse (1984), the constant returns assumption cagldeed to an
assumption of homogeneity, that is, proportionadityong the production coefficients that varies \tithir shares.
We develop this later in this section.

® In discrete time, the Divisia index of TFP growibuld be approximated by a Tornqgvist index, whée weights
are the arithmetic means of the cost shares owestigcessive periods.



Such a model is developed by Klette (1994) follaywrm the work of Hall (1988). In the version
presented here, we have added an additional variatior, materialM;; that is needed for
identification. Starting with equation (3), multypthe output elasticities for the variable inputs
labor and materials by, whereu is the mark-up ratio of price to marginal reveolemarginal
cost). The output elasticity of the quasi-fixedtéaqphysical capital) is given by the difference
between the scale elasticityand the sum of the other output elasticities:

Dy, = A +pa(Bl, —AG) +0(Am —Ag)|+ang + Ak +A €)

The model as it has been presented so far basaallgerns process R&D, although in
estimation on firm-level data with sector or ecoryamide deflators, some of the benefits of
product R&D will be present in the output measuréhie form of higher relative prices for the
output of particular firms. That is, the productimmction being estimated is a form of revenue
production function with relative price times quénobn the left hand side. But a richer approach
is to actually model the demand side. Suppose we adog-linear expansion of the demand
growth function in terms of price and quality char(groxied by R&D capital growth):

By, =nbp, + &k (©)

wherey is the price elasticity of demang}, is the price of the firm’s output relative to thector
or economy, and is the elasticity of demand to a change in produetity. Defining sales &
= pitYit, equation (9) can be rewritten as

Ay, = (@+n) " (nhs +é0k) (10)

If we combine equations (8) and (10) and ascrileeptite markup entirely to the price elasticity
of demand, i.ey = n(1+7)™?, then we obtain the following:

As, = A +a(Dl —AG)+0(Am —Ag)+ (ol WA g +(yl u=ElMAk+A1 (1)

The tildas on the time dummies and disturbancésatehe fact that these now contain both
supply and demand influences. Equation (11) colsldl lae estimated in a TFP growth form
under the assumptions that allow the shares todzsuned directly. It combines the cost-
reducing and product-creating aspects of R&D, dbsageallowing for imperfect competition,
scale economies and markup pricing. The real owgudble, which is hard to measure because
of firm-specific changes in quality, has been sitilistd out in favor of a simple gross sales
variable. The R&D elasticities are now a combinaid output elasticities and price elasticities,
and cannot be identified separately by this equoatlone, although identification might be
achieved if firm-specific prices are availableflasy are in some establishment censuses.

2.2 Thedual approach

The dual approach relies not just on a technolbgegaesentation but also on the assumption of
some kind of optimizing behavior. Under the assuomgst of cost minimization, profit
maximization, or firm value maximization, the theors of duality can be exploited to represent
the technology by a cost function, a profit funotar a value function, and to derive from them
the factor demand and/or output supply equationdisfnction can be made between variable
and quasi-fixed inputs, i.e., those that are ottiiand those which for various reasons such as

10



adjustment costs are not at their optimal longvalie. Equations describing the adjustment of
the quasi-fixed inputs to their long-run value edso be derived, by formulating some kind of
dynamic model, such as the adjustment cost modeidban an intertemporal optimization. The
model can moreover be enlarged to incorporate €iaachoices, pricing decisions, or multiple
outputs. A great deal of structure is imposed enestimation, allowing the estimation of a
number of economic effects within a unified framekvand increasing the efficiency of the
estimation, if the assumed specification is corrébe technology is often represented by a
flexible functional form, which does not assuepriori that the rates of return on R&D are
constant, but allows them to vary in conjunctiomivwiariations in factor prices, R&D spillovers,
output and quasi-fixed inputs.

To illustrate the dual approach, we present a siiaglversion of the model constructed by
Bernstein and Nadiri (1991). The technology is espnted by a variable cost function:

C'=C'(W.Y. G,.AG, A) (12)

WhereC' is the variable cost (the sum of the costs of/réble inputs only)y is the n-
dimensional vector of variable input prices; @ the m-dimensional vector of quasi-fixed input
guantities)Y; is the level of output is a shift variable reflecting technical change] 4C; = C;

- C.1 is the m-dimensional vector of net investmentia quasi-fixed inputs, entering because of
adjustment costsThe R&D stock of knowledgk is a component of the vectBr At periodt,

the capital stocks at the end of the precedinggd@..1) are the relevant inputs. Adjustment
costs to R&D are justified by the installation et R&D equipment, the search costs for R&D
personnel, the setup costs of R&D projects, andabiethat R&D programs generally take time
and are not easily sped up.

As in the primal approach, the demand function lagrace the differential role of product and
process R&D can be explicitly modeled. The invgmsmluct demand function is given by

P = DY, Ky 7) (13)

wherep; is the output price:.; is the R&D stock, and is a vector of exogenous variables
affecting demand.

The producer’s input and output choices over hasiping horizon (assumed to be infinity for
simplicity) are determined by maximizing the exgecpresent value of the net inflow of funds:

mams,vyc;itEta“[Dm,Kﬂ 2N C(W Y, GA G A o K (150) K,J(14)

wherekE; is the conditional expectation operatdlis the n-dimensional vector of variable inputs,
a"°is the discount factoq is the row vector of quasi-fixed input pricés,is the m-dimensional
identity matrix, and is the m-dimensional diagonal matrix of depreoiatiates of the quasi-
fixed inputs.

A flexible functional form (such as a translog,engralized Leontieff, or a generalized
McFadden) is used for the demand and variablefaastions. The input demand and output
supply functions are then readily derived from th&wy Shephard’s lemma, the variable input
demand function in competitive factor markets aveg by

" To simplify the presentation, the firm or sectodéxi is omitted.

11



\%
A Z(GC j i=1..n s=t,.0 (15)
ow )

In monopolistic or imperfectly competitive markettse output supply is given by
\
pl |1+ dlogD | | _[0C S=t,.. (16)
dlogY ) oY )

This equation includes a price mark-up over matgioat that is determined by the inverse of
the price elasticity of the demand function.
The accumulation of R&D (or other capitals) is givgy the following Euler equation:

v e v v\ € e
e[ a8 (2] (0] o st an
K ), 0AK ) (08K ) \ 0K oy

S

s,s+1

wherew®s = (1+ps) Gs - (19;) g% s+1 is the R&D capital rental ratél+ps) = «>°", the indexr
denotes the R&D component of a vector and the soppte denotes the conditional
expectation of a variable. Similar Euler equatiangept for the absence of the last term from
the demand equation, describe the accumulatiomeobther quasi-fixed inputs.

The equations describing the technology (12), trerse product demand (13), the factor
demands (15), (17), and the output supply or pgieiguation (16) are then estimated jointly.
More restricted versions of this kind of model ai account for the demand effects of R&D
(equations (13) and (16) are not estimated), aratonodel the accumulation of the quasi-fixed
inputs. In the latter versions, referred to as teragy equilibrium models, the quasi-fixed inputs
are completely fixed, their variation does not apes an argument in the cost function and
hence the Euler equation (17) is eliminated. Alikrely all inputs can be treated as variable
(static equilibrium models) and then equation (&lgs for all inputs.

Ex ante in the model of intertemporal maximization, otlee planning horizon R&D earns the
normal rate of return under the expectations whiald at the time of decision makingx post
those expectations might not materialize, and hémeenarginal R&D investment could earn
more or less than the normal rate of return. lfaneinterested in short-run growth accounting,
we need only the short-run rate of return, earndtie period just following the investment.
Whereas, in the primal approach, this rate of retsiestimated by its marginal (revenue)
productivity, in the dual approach it is estimabsdts shadow price, normalized by the
acquisition price of R&D. In the presence of a dechaffect, the shadow price consists of the
marginal cost and marginal revenue effects. Agaimg assume the constancy of the shadow
price of R&D, the R&D depreciation rate and thecdisnt rate, and an infinite planning horizon,
the shadow price of R&D less its depreciation cate be interpreted as a net rate of return.

As can be seen from equation (17), if we were éldimg run without growth, that is, wh&h=
K:.1, adjustment costs would disappear in the mod&rasulated above, and the shadow price
of R&D would equal the normal rate of return plhe tlepreciation rate less the inflation rate, in

8 Even more general models would allow for monopstiminput markets, strategic competition with R&Eaction
functions, or induced technical change.
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other words the net (of depreciation) normal reg of returr?. In the short run, however, which
corresponds to the observed data, the shadowatrjperiod t matches the long-run rate plus the
difference in the marginal adjustment costs betweenadjacent periods. The short-term rate of
return can thus fall above or below the normal oditesturn.

The differences of specification in the studiesngghe dual approach are even more numerous
than in the primal approach. First, the choiceafto represent the technology (by a total cost,
variable cost, profit, or value function) implies a priori assumption about which inputs are
variable and which ones are quasi-fixed and abditiwinputs and output decisions are
considered endogenous or exogenous in the mod=in8ethe choice between a temporary
equilibrium and a dynamic model implies a choiceMeen adding or not equations describing
the evolution of the quasi-fixed inputs. Third,iadicator of autonomous technological progress
(time dummies or a time trend) is generally notuded given its collinearity with the stock and
output variables, and this may imply some misspeatibn. Finally, the choice of functional

form takes us back to the choice between a consatantf return and a constant elasticity of
R&D. A translog function will estimate elasticitieshile a quadratic functional form estimates
marginal productivities as a function of levelsloé explanatory variables. In addition, any
flexible functional forms, the quadratic being ajonaxception, are not amenable to aggregation
and make the fitting of micro models to macro gatzblematic.

Having presented the basic framework for estimatiegreturns to R&D, in the next section we
turn to some measurement issues.

3. Measurement | ssues

In this section, we discuss a certain number diri@al and conceptual problems that arise in the
econometric studies of R&D and productivity. Somiéhem pertain to productivity analysis in
general, others are specific to R&D. After a bpedsentation of the issues, we summarize what
has been learned regarding their important andaalse, confining ourselves to those issues
which are particular to R&D. Most of the work expihg these problems of sensitivity to
measurements and specifications and of variousesuf bias in the estimation has been done
using the primal approach. To organize our presentave distinguish three categories: the
measurement of productivity, the measurement oR&P stock of knowledge, and the issues

of exogeneity and heterogeneity.

3.1 Measurement of productivity

Productivity can broadly be defined as the ratiambutput index to an input index. Hence the
first issue is how to properly measure output apaii and how to separate out the R&D effect
from other determinants or explanations of proaditgti

3.1.1 Measurement of output

Output can be measured by gross output, value-addedles. Value-added is the output
obtained from the combined use of labor and camtad can be defined as gross output less

° If the adjustment costs had been formulated imseof gross investment, the long-run rate of retuonld be the
normal discount rate augmented by an expressioohimg the marginal adjustment costs associatech wit
replacement investment.
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purchased inputs such as materials. Thus grossitastfhe value of the combined use of these
two primary inputs plus the intermediate inputedtrently sales, which is gross output less
increases in inventories of finished goods, is wsed proxy for output. Theoretically, gross
output is to be preferred over value-added as auneabecause it allows for substitution
between materials and the other two inputs. Howeliere are reasons to prefer the use of
value-added, especially when using firm data. Fih&t materials-output ratio can vary a great
deal across firms because of different degreegnical integration; second, proper modeling of
the demand for intermediate inputs would probabtjuire modeling adjustment costs related to
the stocking of materials; third, good data on mal® and value-added are often not available
when using data based on public firm accounts ankté the census data available within
national statistical agencies.

The studies by Cunéo and Mairesse (1984) and Ma&irasd Hall (1994) on French data show
that the estimates of R&D elasticities derived framalue-added specification do not differ by
much from those obtained using sales without inolgidnaterials. As exposited in Griliches and
Mairesse (1984), omitting materials in the salgsassion yields an upward bias in the R&D
elasticity, because materials are correlated w&bDRn the cross section dimension, where the
proportionality of materials to output is likely kwld, the bias in the R&D elasticity is
predictable, being roughly equal to the estimat&DRIasticity times the materials share in
output. However, in the within dimension, materigay be sluggish in responding to output
changes, and hence the bias is less easy to qudritdse predictions are confirmed in the
previously mentioned studies by Mairesse and cheast

A more substantial problem, particularly acuteelation to R&D, is the incorporation of quality
changes in price deflators. New or improved proslntake their way into the price indices only
with a substantial lag, if at all. The consequesdbat R&D-intensive goods, as outputs or as
inputs, are underestimated and that their price®aerestimated. For a striking illustration of
the difference the use of hedonic prices can malklee estimated rates of returns to R&D, see
Griliches (1994a). Regressing TFP growth rates &D ktensities across industries, he obtains
an estimated rate of return to R&D of 35.7% for 18&3-89 period. When the computer
industry, which is the only that has quality chasmgeorporated in its output price index, is
excluded from the regression, the rate of retuapsito 13.4%. But when TFP growth in
semiconductors and pharmaceuticals is also coddotajuality change in outputs, and TFP
growth in the computer industry is corrected foalify change in the inputs of semiconductors,
the estimates rise again to 34.8%, even withodtithieg the computer industry. Hanel (1994),
using Canadian industry data, and Mairesse and(H28i4), using U.S. firm data, also report an
outlier effect in the computer industry.

With panel data, quality differences can be captimgsector-time dummies, even in the
absence of good prices, leaving only the inter-iifferences. The R&D estimates are thus
biased but only to the extent that sector priceduonmies do not fully capture the quality
differences and the latter are correlated withetki@danatory variables. Note that if one is
interested in the private returns to R&D, this i bias is not a problem, as those returns can
come either through increased productivity, or tigtoincreased prices or markups relative to
competitors, and it would be incorrect to omit keer effects. See the earlier discussion of
incorporating the demand equation into the modehi@y of identifying these effects separately.
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3.1.2 Measurement of theinputs

Three issues regarding the correct way to meakermgputs in productivity analysis are
particularly relevant for R&D: the R&D double-coumj and expensing bias in the estimated
returns to R&D, the sensitivity of these estimatesorrections for quality differences in labor
and capital, and the sensitivity with respect toateons in capital utilization. We discuss each of
these in turn.

First, since R&D expenditures are composed of latapital, and material costs, they are likely
to be counted twice, unless the conventional inptescleared of their R&D components.
Moreover, when output is measured by value-addadevadded should include net R&D on the
output side, because often value-added does natdm&&D when the latter is expensed.
Schankerman (1981) shows that double-counting dDR&sults in mismeasured input
guantities and cost shares. The bias due to expgenan go either way depending on the
evolution of R&D intensity.

Cunéo and Mairesse (1984) found a substantial damthtias in the R&D elasticity when the
inputs were not corrected for R&D double-countimgl @xpensing. The bias was mostly
prevalent in the cross-section dimension and ndtertime or within-firm dimension. In Hall
and Mairesse (1995), Harhoff (1994), and MairesskHall (1994), the bias appears in both
dimensions. When the rate of return is estimatechfievels in the variables, the excess rate of
return interpretation, although empirically plausjbs theoretically questionable. Schankerman
(1981) shows that it is not necessarily correagnewsing a simple Cobb-Douglas functional
form; what matters is the correlation between tle@asarement errors and R&D. Cunéo and
Mairesse (1984) argue that the excess rate ofir@tterpretation is theoretically correct with a
linear production function, but that empiricallydépends on what varies and what remains
relatively constant over the sample. Interpretaisran excess rate of return is more likely when
the bias appears in the cross-section but no&mwithin firm dimension.

Ideally, when aggregating the various inputs, irdimal productivity differences should be
allowed for by adopting a weighting scheme suctha®divisia index to construct TFP.
Mairesse and Cunéo (1985), Mairesse and Sasse@88)(land Crépon and Mairesse (1993)
obtain lower R&D elasticities when different kindklabor, corresponding to different levels of
educational qualifications are introduced sepayateb the production function. Their
elasticities for French manufacturing firms in titess-sectional dimension decline by one half
when labor qualifications are accounted for. Tksuit is due to the positive correlation between
highly qualified labor and R&D, indicating a compientarity between the two. This
phenomenon does not show up in the within dimenagodifferences in the quality of the inputs
do not change much over time. In a similar wayatwol, differences in the quality of the
physical capital stock have been modeled by adaiogpital age variable to the regression.
However, Mairesse and Sassenou (1989) and Crémbklamesse (1993) find little different in
the estimates of R&D coefficients when this is done

Finally, whereas first differencing controls forrpgnent differences across firms, it leaves too
much cyclical noise and measurement error in the. dia the within firm dimension, the rates of
return to R&D are therefore difficult to estimat@ng-differencing (i.e., over 5 to 10 years)
helps in removing the cyclical variation. Hall aMidiresse (1995) report more significant R&D
elasticities (but not rates of return) using lonfjedlenced rather than first-differenced data. The
cyclical effect (although not the measurement ¢an also be captured by a variable
measuring the rate of capacity utilization, as iohven (1992a). Some studies using the dual
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approach (e.g., Mohnen et al. 1986 and BernsteiN\adiri 1991) have modeled adjustment
costs to explain the sluggishness of input adjustsn® cost changes.

3.1.3 Theform of thetechnology

When assessing the role of R&D in productivity gtiowone has to keep in mind that other
factors affect the level and the growth rate of T&fong which are the returns to scale and
technical change that is not a direct result of R&Mot accounted for, these other determinants
of productivity could bias the estimates of thaires to R&D.

In the studies based on the production functioyns to scale tend to be constant in the cross
section dimension (across firms). Controlling fermpanent firm effects (that is, within firm), the
elasticities and rates of returns to R&D tend tdlger when constant returns to scale is
imposed or when factor elasticities are replacedliserved factor shares (see Griliches and
Mairesse 1984, Cunéo and Mairesse 1984, GrilicB86,1Griliches and Mairesse 1990, and
Hall and Mairesse 1995). Consistent with this reshé decreasing returns to scale tend to
reduce the conventional input elasticities as Ye=pecially that for capital). Griliches and
Mairesse (1984) explain this result by the fact tha sources of downward bias such as
measurement error are stronger in the within dinoensvhere much of the relevant information
has been removed. Griliches and Hausman (1986)da@useful analysis of the effects of
measurement error on panel data estimates in dew#ttaan application to the production
function.

In the cross-sectional study of productivity, aautoshould be taken of firm-specific variations in
management skills, sector-specific appropriaboitgechnological opportunity conditions. In
panel data, these factors will be captured by dumaniables, either at the industry or the firm
level. There are also variations across the timeedsion that may have little to do with the real
R&D-productivity relationship, such as macro-ecomooonditions, errors in deflators that are
common to a sector or the economy, or other econwitlg measurement errors. Thus it is
invariably a good idea to include time dummies wHemg the analysis at the plant, firm, or
sector level. At the macro-economic level, thisapis not available, which renders the analysis
effectively impossible due to the confounding etifeaf other changes on the relationship
between R&D and productivit¥.

3.2 Measurement of knowledge capital

The underlying assumption behind the econometriasmeement of the returns to R&D is that
R&D creates a firm-level stock of knowledge thatlgs returns into the future. Constructing
such a stock from a string of R&D investments reggidepreciating the past stock in some way.
How fast do R&D expenditures enter and exit thevaht stock of knowledge? What is the
starting point? How should we convert nominal flant® real terms? We now turn to these
issues.

Almost all the studies reviewed here have usedalsi perpetual inventory or declining balance
methodology with a single depreciation rate to ¢t the knowledge capital produced by

R&D investments:

1% Obviously, including a full set of time dummiesarsingle time series relationship leaves nothlag ® identify
the impact of R&D. Some researchers have triedididathis problem in the past by including onlyirae trend or a
guadratic in time, but this is a fairly unsatistagtsolution.
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Ki =(1-0)K; 4+ R, (18)

whereK is the knowledge stock of firimat timet, R denotes real R&D investment at tifmand

J is a suitably chosen (private) depreciation ta# few authors (Hall and Hayashi 1989, Klette
1994) have suggested a simple variation of thisehttht incorporates the idea that the
productivity of R&D depends on the level of the reunt stock:

log Ki=0 log K 2t 1-o) lOgRt (19)

In this multiplicative formulation, the R&D impaoh next period’s knowledge stock depends on
the level of last period’s stock. Exploring the mepof alternative specifications of this kind
may be a useful avenue for future work. See Biiner Stephan (2007) for another alternative.
However, the workhorse of R&D stock estimation reamedhe perpetual inventory model,
leaving us with the problem of choosing a depremmatate. From the perspective of a firm, this
is the rate at which the private returns to pasDR&vestments decline if no further R&D is
undertaken. Determining this rate is difficult dtnmpossible, for at least two reasons. First, the
appropriate depreciation rate is endogenous tfirtihés own behavior and that of its
competitors, in addition to depending to some exterthe progress of public research and
science. Therefore there is no reason to assurhé ih@onstant over time or across firms,
although it will usually (but not always) changewly in the time dimension. Second,
identifying the depreciation rate independentlyrirthe return to R&D requires determination of
the lag structure of R&D in generating returns. edrs of experience with the specification of
production functions, market value equations, @nepatent production functions (Hall,
Griliches, and Hausman 1986) has shown convincitigly/this is extremely difficult, because of
the lack of appropriate natural experiments. Thaini practice R&D does not vary much over
time within firm, so that trying to identify morldn one coefficient of R&D is problematic and
leads to very unstable results. In the data uséthlh(2007), which is a fairly heterogeneous
time series-cross section of firms, the variancB&D growth rates within firms is only about 4
per cent of the variance of the levels. In additesmhas been observed by earlier authors (e.g.,
Hall and Mairesse 2005), the log R&D series exhibibse to random walk behaviGrThe
implication of these properties is that includingmnthan one linear function of the (log) R&D
series in an equation will be a futile exercise.

In spite of these difficulties, some researcheketatempted to estimate the private (firm-level)
depreciation rate for R&D directly. One approackoigstimate the rate of obsolescence using
patent renewal data; obviously this is not idealce the knowledge may remain useful even if
patent protection is not required and since thithogkcovers only certain kinds of knowledge,
that which can be patented. Bosworth (1978) esémtite rate of obsolescence to lie in the 10%

M For future reference, note also that under theraption of constant depreciation and constant R&Dwgh at the
firm level, equation (18) implies that the “true&R capital K* (K computed using correct economic depreciation)

J+g
"3 +g

is given by the equationKi: =K , wheres? is the depreciation rate used to construct thesoreaK

(usually 15 per cent).

12 A typical correlogram for the first three lagstbe log R&D series in the US data is (0.99, 0.996pPand the
partial correlogram is (0.99, 0.00, 0.00).
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to 15% range and to be variable across cohortsresld?akes and Schankerman (1984) obtain a
point estimate of 25%. Klette (1994) estimates % 2hysical R&D depreciation rate using the
model in equation (19) in combination with a reveiguowth equation. Bernstein and Mamuneas
(2006) estimate industry-specific rates that raingm 18% for chemicals to 29% for electrical
products. Hall (2005) uses a Tobin’s q market vageation together with data on a large panel
of U. S. manufacturing firms over the 1974-2003qukrShe obtains an overall estimate of 27%,
with estimates ranging from 15% for pharmaceutit@l36% for electrical product firms.

An alternative approach to estimating the magnitfdahowledge depreciation is to experiment
with different rates in constructing the knowledgeck. Griliches and Mairesse (1984),

Mairesse and Cunéo (1985), Bernstein (1988), Beimaind Nadiri (1989), Hall and Mairesse
(1995), and Harhoff (1994) report small differenaéany, in the estimated R&D effects when
the rate varies from about 8% to 25%. Becauseigfetidence, most researchers use the 15 per
cent that Griliches had settled on in his earlykwor

It is easy to see why the resulting elasticityas sensitive to the choice of depreciation rate:
assume that R&D grows over a sufficiently long pérat a constant (firm-specific) rajeand

that knowledge capital K depreciates at a firm-gpexate ;. Then one can show that

O R or logK, OlogR, - log@ + g ) (20)

o +g

it

As long as the growth rate and depreciation dachahge very much within firm over time, they
will be incorporated into the firm effect, and thgtimated elasticity of output with respect to
eitherK or R will be the same, and that firwill not depend on the choice of depreciation.rate
Note that the fact that we also observe little gty to the choice of depreciation rate in the
cross section dimension suggests that depreciatidrgrowth rates are not very variable across
firms when compared to the level of R&D spendingthat they are not very correlated with the
R&D level.
However, although the elasticity of output withpest to R&D may not be affected by the
choice of the depreciation rate, the same is nietaf the rate of return derived from the
elasticity. To see this, note that the gross andates of return to K are:
c_0Y Y Y
P E TV and p Yo o (21)

whereY is output or value addeH* is the true knowledge stock, apdandp are the gross and
net rates of return respectively. Therefore thelpetion function approach to measuring returns
requires knowledge @f both to compute the correct levelkbfand also to convert gross returns
to net returns.

3.2.1 Lageffects

The use of a particular rate of R&D depreciatiothi@ construction of the R&D stock by the
perpetual inventory method presumes a certainiloiigion of the R&D effects over time.
However, it is unlikely that the latest additionthe R&D stock becomes productive
immediately, because of the lag from expendituri@novation, and from innovation to
commercialization. It seems reasonable to expeat édnger lags for spillovers because of the
additional diffusion lag and also for basic R&D hase of the longer invention to innovation
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lag. Often only contemporaneous stocks are usedtimation, because of the shortness of the
available time-series of R&D expenditures.

A few examples exist in the literature where the aoBalternative lag distributions has been
explored. Mansfield et al. (1971) report a medamfrom R&D to innovation of about three
years for firms. Leonard (1971) reports that “tffec of R&D upon growth on the average
begins in the second year after the R&D investraedtcontinues with steadily rising influence
for at least nine years after the initial inputiyé&avenscraft and Scherer (1982) cite survey
responses from companies stating that 45% repartggical time lag between the beginning of
development and the first introduction of a newdua of one to two years, 40% reported a lag
between two and five years and 5% a lag of mone thgears.

Using patent renewal data, Pakes and Schankerr@8d)(tlerive a gestation lag between R&D
outlay and its first revenues in the range of &.2.6 years. From their econometric analysis,
Ravenscraft and Scherer (1982) conclude that thetfacture is roughly bell-shaped, with a
mean lag from 4 to 6 years. Seldon (1987) discrattei® among different lags in the forest
products industry on the basis of correct signstastdtistics. The best-fitting lags were found at
two years, for both private and public R&D. Adar990) obtains best fitting lags of 20 years
for the effect of own R&D on productivity growth éiof 10 to 30 years for the effects of
spillovers from basic research and science. Usisighdar procedure to Adams, Ducharme and
Mohnen (1996) generally find lags of 5 to 6 yeansdwn R&D and of 7 to 11 years for
spillovers. Griliches and Mairesse (1984) obtaimsevidence that the lag effect drops sharply
after two years, but that the lag structure handéters for estimates obtained across firms.
Hanel (1994) also obtains more significant reswith lagged R&D up to a certain lag. Geroski
(1989) finds that innovations continue exertingeffiect on productivity growth three years after
their introduction.

3.2.2 Benchmark stock and R& D deflator

The perpetual inventory method used to construé®&D stock of knowledge from past R&D
expenditures needs to have an initial benchmangkstenerally the latter is measured by
dividing the first observation of R&D expenditurg the sum of the R&D depreciation rate and
an estimate of the R&D growth rate as in equatf)).(Various methods are used to estimate the
growth rate: thex postR&D growth rate, the output or capital stock grbwate, or merely a
notional value such as 3 or 5 per cent. Griliches$ Mairesse (1984) and Mairesse and Hall
(1995) find somewhat higher R&D elasticities withiinm but not across firms when they use
stocks constructed from longer R&D series.

The ideal for constructing a deflator for R&D expéuares would be a Divisia index of the

prices of the various components of R&D, as domefample by Bernstein for Statistics
Canada (1986). However, in practice the choice&DRleflator does not seem to matter greatly.
The U.S. Bureau of Labor Statistics (1989) stugborts little difference between the use of the
Jaffe-Griliches R&D deflator, which is constructasian index of the hourly compensation index
and implicit output deflator for non-financial camations, and the GDP deflator. The Jaffe-
Griliches index itself was found to approximatelfawell the Mansfield, Romeo, and Switzer
(1981) Laspeyres index of price components of REBrhoff (1998) reports very small
differences when using sector-specific investmetfiatbrs vs. R&D deflators for Germany.
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3.3 Econometric issues

3.3.1 Déefinition of the sample

One problem facing the econometrician is the didiniof the sample from which to infer his
estimates, i.e., the issues of selection biasnoigahe data for outliers and incorrect numbers
and accounting for heterogeneity.

Is there selection bias if only R&D-performing fisnare included in the sample? The studies by
Mairesse and Cunéo (1985), Mairesse and Sasse@88)(land Crépon and Mairesse (1993),
which in various ways impute a stock of knowledgerfon-R&D-performing firms tend to show
that the rate of return on R&D is not fundamentdif§erent for the firms with and without

R&D. R&D-performing firms have a higher stock ofdwledge or benefit from more spillovers
than those without apparent R&D activities; st testimated stock of knowledge for non-R&D
firms can be quite sizeable. However, Klette (19@prts that non-R&D performing firms have
a lower productivity performance.

Given the presence of extreme outliers with firrtagdd is customary to clean the sample by
removing the observations for which some variahhesabnormally high or low’ The estimates
can be very sensitive to the removal of outlierthasfollowing two examples illustrate.
Lichtenberg and Siegel (1989) report 3.8% loweesaif return on total R&D when influential
outliers are discarded and 29.5% lower when a todgisnator is used instead of least squares.
Severe jumps in firm data are often the resultmefgers and acquisitions. As Griliches and
Mairesse (1984) illustrate, excluding the firmstthmerged during the sample period sharply
drops the estimated R&D elasticity in the withimfidimension, but not in the across firm (total)
dimension. Merger firms have higher R&D growth saéed apparently more R&D. A similar
phenomenon is reported by Hall and Mairesse (198#)g a much larger sample.

As mentioned earlier, the estimates can also diféeording to the R&D-intensiveness of the
firms, industries, countries, and time periods. Watudies obtain higher R&D elasticities for
the scientific (R&D-intensive) firms, at least imetcross section dimension (see Griliches 1980,
Griliches and Mairesse 1984, Cunéo and Mairessé,1d8iresse and Cunéo 1985, Sassenou
1988, Odagiri 1983, Englander et al. 1988, Bartalst990b, Hall 1993 and Ortega-Argilés et
al. 2009). If R&D is earning an approximately notmae of return, this result, that the R&D
elasticity varies with the R&D share, is to be entpd. However, in the time-series dimension,
where the R&D elasticities tend to decline or elsenome insignificant, the difference between
the two types of firms tends to shrink (GrilichesldMairesse 1984). An analogous result is
found by Verspagen (1995) with industry data: i within dimension he only obtains
significant R&D elasticities for the high-tech irgtties. But recall that within estimates are
likely to have more downward bias from measureneerdr, and in both these cases, much of the
variation in R&D intensity is removed when firmiodustry effects are controlled for. Finally,
using aggregate data, Soete and Verspagen (199Zy@mand Helpman (1992) find that the
productivity of R&D is higher in the more developealntries.

The estimated rates of return to R&D can also eagyeat deal between sectors. Link (1981)
estimates rates of return for large firms that eafigm 25% in chemicals to 160% in
transportation equipment. Spreads of that ordenaxjnitude in the rates of return are reported
by Bernstein (1988, 1989), Bernstein and NadirBg,9.989, 1991), and Mohnen and Lépine
(1991) using industry data. The variation is evarerpronounced for the estimated social rates

13 For an example of the criteria used to clean #tagkt, see Hall and Mairesse (1995).
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of return. The reasons for these variations aedlito be quite different from those for elasticity
differences. As discussed earlier, we would expganterates of return to be equalized across
sectors, but there can be wide variationsxrpostmeasures due to the great uncertainty of
success that accompanies R&D.

3.3.2 Disaggregation of R& D

Most studies find a higher rate of return for psxas compared to product R&D (Clark and
Griliches 1984, Griliches and Lichtenberg 1984aki1982, Terleckyj 1982, Scherer 1982,
1983, Hanel 1994). Why should product R&D have love¢urn? First, the impacts of the two
types of R&D are difficult to disentangle and toeatain extent they are complementary.
Second, the effects of product R&D are difficullm@asure because of the poor reflection of
quality improvements in the price indices. Thirdywnproducts imply adjustment costs that lower
productivity in the short run: as Clark and Griksh(1984) put it “new products involve a start-
up and debugging phase of varying length in whielw Bquipment and new tasks are specified
and learnt.”

Regarding the sources of R&D funding, a lower rdteeturn (or a less significant one) is
reported by many authors to public rather thangteNR&D, both at the private and social level
(Bartelsman 1990a, Griliches 1980, 1986, Griliched Lichtenberg 1984b, Hanel 1988,
Leonard 1971, Levy and Terleckyj 1989, Lichtenb&nd Siegel 1991, Mansfield 1980, Nadiri
and Mamuneas 1994, Patel and Soete 1988, Park $88%& and Verspagen 1992, Terleckyj
1974, Hanel 1994). Lichtenberg (1993) and PooleBarhard (1992) even report instance of
negative contributions of government R&D.

Although it is likely that private firms are lesHieient in their research when using the public
purse, there are other reasons that explain tivsrleeturn for public R&D. First, the studies are
generally restricted to the manufacturing industnghere a good deal of government R&D is
directed to the service sectors, where a largeestfahe externalities thus created can only be
measured imprecisely if at all, because of measanewfifficulties of the output in the service
sector in addition to quality problems (GrilicHeE394). Second, a large share of public funds is
spent precisely in areas where the risk is highevhere the government is already active
because there is a public goods problem (suchesartas of defense and health). Third, public
R&D can encourage private R&D and hence have aneicicrate of return (see David and Hall
2000 for a review of this evidence, which is mixdedurth, as Leonard (1971) reports, in the
U.S., there is empirical support for the hypothéiséd federal funds are concentrated in a few
industries, such as aircraft and communicationgrevthe returns are lower because of the
magnitude of the R&D — that is, there is indeedrmx@stment. Note that government R&D can
yield high returns in basic research (see Link 1881JS evidence), or in firms with high R&D
budgets and a sizable government share of the in@é& Cunéo 1984 and Hall and Mairesse
1995 for France).

A higher return is also generally reported on b&8® as opposed to applied or development
R&D (Lichtenberg and Siegel 1989, Lichtenberg 1998k 1981, Griliches 1986, Mansfield
1980). As Mansfield’s (1980) results suggest, bBED is really long-term R&D. So the higher
reward for basic R&D could simply reflect a highisk factor associated with long-term R&D
commitments. Again, the interaction effect or coempéntarity of different types of R&D may
be important. For example, Link and Rees (1990inesé higher rates of return to R&D for
firms involved in university research, this efféeing higher for smaller than for larger firms.
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3.3.3 Simultaneity

Another potential source of bias in the estimatthefelasticity or rate of return to R&D from a
production function is the simultaneity in the ates of output and inputs (see Griliches and
Mairesse 1984 for a formal derivation of the biggression). In the absence of data on factor
prices (as is typically the case with firm datagemi-reduced form can be estimated, where
labor, materials, and output are expressed asifunscof the fixed factors capital and R&D. If
the left-out factor price variables are uncorralatath the capital variables, it is then possildy t
obtain unbiased estimates at least of the ratthedtapital and R&D elasticities. This
assumption is more likely to be true in the witthian in the total or cross section dimension.
Griliches and Mairesse 1984 obtain higher R&D-cdmtasticity ratios with the reduced form
estimates, especially within firm. In contrast, Hald Mairesse (1995) report lower R&D
elasticities with the reduced form specificatiorboth the total and the long differenced
dimension, and hardly any differences in the wittiimension.

Another way of handling the simultaneity issuedisise instrumental variable or Generalized
Method of Moments (GMM) techniques, exploiting trthogonality between instruments (e.qg.,
appropriately lagged explanatory variables) ancetiner term. This approach has been followed
by a number of researchers (among others, HalMaitksse 1995, Klette 1992, Bond et al.
2005, Griffith et al. 2006). Experience suggest tBMM estimates based on differences alone
can be very imprecise, whereas GMM using both legeltions and difference equations yields
more precise estimates that are often close tetbbtined by OLS (Blundell and Bond 2000).
The dual approach goes further in this directiorebtymating a set of reduced form factor
demand equations as functions of factor prices émeadily available at the aggregate or
industry level), quasi-fixed inputs, and outputt(i€ optimizing framework is one of cost
minimization and not profit maximization). But evere dual approach can be affected by a
simultaneity bias, to the extent that aggregattofaurices are correlated with aggregate input
levels and that output is itself endogenous. Liflstematic work has been done to verify the
importance and the likelihood of these types o$bia

A simultaneity bias can also explain why some sside.g., Griliches and Mairesse 1984,
Mairesse and Hall 1994) find higher R&D elastiatigith end-of-period than with beginning-of-
period R&D stocks (especially in the within firrmaension), because of the feedback from sales
to current levels of investment. See also Hall.et299 for some evidence on causality between
output, profits, R&D, and investment.

4. Empirical estimates of the privatereturnsto R&D

Measuring the private returns to R&D is a subjbet has received a great deal of attention since
early work of Griliches, Mansfield, and others. Anmber of approaches to the problem have
been advanced and the increasingly widespreadaaidy of large panel datasets of firms has
led to a corresponding increase in the use of uarexonometric methods for estimating returns.
In parallel with these developments, the econorretf panel data has made enormous
progress, so that we now have a wide range of teega to address the problems of
simultaneity and unobservables that are inherestialm data. In this section of the paper we give
an overview of the literature and discuss somé&efrésults that have been obtained using these
methods and data.

Table 1, which is in four parts (firm productiomfttions, industry production functions, country
production functions, and cost or profit functiogsjes an idea of the literature that has been
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created since the 1960s. Clearly, there is too nmecé to survey in detail. We have made a
selection based on a number of criteria such abgatilon in easily accessible journals, the use
of more developed methodologies, and our own faniii with the work in question. In what
follows we present a series of tables that sumnadhie results for this selection of papers.
However, we encourage the reader who is interaestagarticular question, methodology, or
geographical area to go back to the original pa@ersur summary does not do justice to the full
richness of many of them, and there are differetiza@swe have not been able to catalogue,
owing to lack of space. Among these are the dedhilse data construction, variation in the
control variables included, and variations in mefhof estimation.
In the tables, we have classified the empiricalligtsiwith which we are familiar according to
four criteria:

1. Whether the model is in the primal or dual formigles 2, 3 vs. 4).

2. Whether the data are at the firm, establishmeduystry, or aggregate (country) level (all
Tables, although some methods are better suitpdrtacular levels of aggregation).

3. Whether the estimates are cross-sectional or teahpar both (Table 2 only, the other
tables are temporal only).

4. Whether or not spillovers are accounted for (T&bés opposed to Tables 2-4).

In each of the subsequent Tables (2 through 5xheev the author(s) and dates of the studies,
the country or countries covered, the number ofsisectional observations, and the time
period. Table 2 shows results for firm and indusémel data estimated using the primal or
production function approach with the log of R&Dptal stock included, in two parts: 2a for
cross-sectional and pooled results and 2b for teahjpo within results. Here we show the
estimated R&D elasticities and the rate of retorR&D, where it can be derived. We also give
a brief indication of the model used (sales or gadded as the dependent variable, the presence
or not of industry dummies, and occasionally thehoe of estimation if it is not OLS). In a few
cases, we indicate that the variables have beeaated for the double counting of R&D inputs.
Table 3 presents the estimated rates of returratiedbased on the R&D intensity version of the
production function regression and Table 4 thogmfrvarious versions of the dual approach. All
of the models in these tables are essentially astithin the temporal dimension. In the case of
Table 3, the regression is a growth rate regressiohable 4, the identification typically comes
from the temporal variation of the data. We oftareg range of estimates in both Tables 3 and
4, which correspond to the range estimated achesmtlividual industries or countries.

4.1 R&D easticity and rate of return: estimates based on the production function

Table 2 shows the estimates of research elastnityrate of return obtained using firm data and
based on specifications of the (Cobb-Douglas) pcbdn function with R&D capital. The two
panels 2a and 2b show estimates based on thesgognal dimension and those exploiting the
temporal dimension of the data respectively. OVettad results are plausible, with figures for
research elasticity ranging from 0.01 to 0.25 launitered on 0.08 or so. In general, the cross-
sectional estimates are higher than the withinre®s, which are often not even statistically
significant.

Cross-sectional estimates use the information divighual differences in the levels of the
variables, whereas temporal estimates rest omtheidual differences in the evolution of the
variables, independently of their levels. Thatiass-sectional estimates are based on the levels
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of the variables for a given year or on individoaans over a certain number of years
(“between” estimates). Temporal estimates are basdte growth rates of the variables, or on
the deviations from the individual means ("withieStimates). Total estimates are pooled across
the cross-sectional and temporal dimension, budumexthe cross-sectional variation is much
larger than the temporal variation within firm adustry, they tend to be close to the between
estimates.

It should also be pointed out that, with a few gatimmns, the cross-section estimates tend to be
somewhat lower when sectoral dummies are includele specification. The interpretation is
ambiguous. On the one hand, the indicators maycbtine estimates for the bias resulting from
the erroneous omission of structural variablesatated to the sectoral characteristics. On the
other hand, the dummies themselves may be a sofidistortion to the extent that they reflect
in part the return to research resulting from tedbgical opportunities that differ by sector. The
latter are probably essential for explaining theager tendency to carry out R&D in certain
sectors.

The fact that the estimates are lower and moreléragthe temporal dimension can be
explained in a number of ways. A simple but impatt@ason relates to the collinearity between
the physical capital and research capital variabtesthe time effects reflecting autonomous
technical change. Another reason is the previomggtioned one that measurement errors have
a much more serious impact on growth rates thah@ievels of variables (Griliches and
Hausman 1986). A further factor is no doubt thessimoin of cyclical variables in the production
function, such as person hours rather than simplyi@yment, capacity utilization, and, more
generally, the difficulties of providing a satisfawy specification of the lags and the dynamic
evolution of the variables. A few of the more retceapers, such as Klette 1994, Coe and
Helpman 1995, Kao et al. 1999, Los and Verspagé@0,28nd Guellec and van Pottelsberghe
2001, take some steps in the direction of propee series modeling in the panel data context.
The rate of return estimates in Table 2 are mdstged on multiplying the estimated elasticity
by the average output-R&D capital ratio in the skngmd are generally quite high because of
the skew distribution of this variable. Table 3gmets the estimates obtained directly using the
R&D intensity formulation of the model (equation @ (7) with depreciation set to zero). As
we noted, in principle, the choice between estinga#in elasticity or a rate of return hinges on
which one of the two is more likely to be constastiliches and Lichtenberg (1984b) obtain
significant coefficients only with the constanteaatf return assumption. Hall (1993) reports that
the latter formulation proved to be very unstaldeas minor sample changes and was also
sensitive to outliers. But Crépon and Mairesse 8)88ow great heterogeneity in R&D
elasticities when the translog functional form $&d. In fact, the elasticities tend to increasé wit
R&D intensity, suggesting that the constant ratestiirn is perhaps not unreasonable. It is
interesting to compare the estimates of the R&[Bteddly with those of the rates of return, at
least for those studies where the sample charstitsrnecessary to make the conversion are
available. As can be seen from Table 3, the estisnait the rates of return are consistent with
those derived from the research elasticity. Asréseilts in Hall and Mairesse (1995) show, the
estimated rates of return are closer to the elasiestimated within firm or industry, as we
would expect, given that both of them are tempeséimates.

On the whole, although the studies are not fulljparable, it may be concluded that R&D rates
of return in developed economies during the palétteatury have been strongly positive and
may be as high as 75% or so, although they are hketg to be in the 20% to 30% range.
Looking at these studies, we also confirm two fngdi made earlier about the R&D elasticity:
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the estimated returns tend to decrease and beeasmsignificant when sector indicators are
introduced and when the returns to scale are nadtrained to be constant. We find that
estimates based on industry data are generallg glose to those obtained from firm data.
Finally, studies based on plant or establishmetat pgeoduce results similar to those obtained
with firm data, not surprisingly, since they arganably forced to use firm level R&D data due
lack of disaggregated data on R&D. Given the preser “within firm” spillovers, it is not even
clear that disaggregation would be useful. The emlyeption is Clark and Griliches (1984), who
have line of business data on R&D and even thegrteptes of return similar to the lower ones
obtained at the firm level.

4.2 R&D rateof return: estimates based on the cost or profit function

Turning to the results obtained using the dual @@ghn, we note first that because they rely
mostly on variation in factor prices for identift@an, they are for the most part conducted at the
industry level or higher. In addition, they are stimes estimated with separate coefficients for
each industry and/or country; in that case we olesarrange of estimates in Table 4. Because of
major differences in specification, comparing tasults of the various studies is sometimes
difficult. For example, the rates of return are stoamined to be the same across industries in
Bernstein (1988) and Bernstein and Nadiri (1989}he former because R&D is being treated as
a variable rather than a quasi-fixed factor anthelatter because the estimated rates are long-
term rates of return (ignoring adjustment costs).

Looking at the estimates, we note that most of taeemjuite reasonable, on the order of 10% to
20%, although Bernstein (1989) and Mohnen and le2(i891) obtain a range across industries
that is somewhat higher using a translog cost fanapplied to Canadian data. In general, the
rates of return to R&D exceed those for physicaitehin these papers. Bernstein (1989), who
estimates the two types of rates in a comparablearafinds the rates of return to R&D in
Canada to be 2.5 to 4 times greater than thoskywiqal capital.

In principle, one of the advantages of the duale@gh as it has been implemented is that it
allows measurement of the adjustment costs for R&pital (as well as those for physical
capital). For example, Bernstein and Mohnen (19@8)that R&D stock adjustment in the U.S.
is relatively slow, with 5% taking place in thesfityear, whereas for Japan 41% takes place in
the first year. Mohnen (1992) notes that theseregés can vary quite a bit and are often
insignificantly different from zero. In his compson of OECD countries, the amount of R&D
gap closed in the first year ranged from zero emEe to 30% in Japan.

5. R&D Spilloversand the social returnsto R& D

The R&D executed in one firm can affect the protlist performance of other firms operating
in the same industry or in other industries, eitbeally or abroad. A discovery in one firm,
sector or country can trigger new avenues of rebeaspire new research projects or find new
applications in other firms, sectors or countrfes. example, the synthetic fiber initially
developed in the chemical industry and subsequeapihyied in the textile industry. Or the well-
known examples of laser technology, which has faypalications in many areas, and the
invention of the microprocessor, upon which anreritidustry has been buitt.

14 For more examples in the history ot technical gearsee the series of books by N. Rosenberg, iticpiar
Rosenberg (1976, 1982a, 1982b).
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Conceptually it is useful to distinguish two kinofsspillovers: rent spillovers and knowledge
spillovers (Griliches, 1992). The first type occwursen a firm or consumer purchases R&D-
incorporated goods or services at prices that dogfilect their user value, because of imperfect
price discrimination due to asymmetric informateond transaction costs, imperfect
appropriability and imitation, or mismeasurementhaf true value of the transaction due to the
lack of hedonic prices. The more competitive arekets, the less ability firms have to
appropriate the benefits of their R&D and the mueeuniary spillovers will take place. By
contrast, the more prices are corrected for quatiprovements, the less we should observe
spurious R&D spillovers.

The second type of spillover occurs when an R&Deqatoproduces knowledge that can be
useful to another firm in doing its own researchot¢ledge is a rival and only partially
excludable good. Because of weak or incompletenpat®tection, inability to keep innovations
secret, reverse engineering and imitation, sonteeoknowledge and benefits from R&D are not
kept within the firm. The more knowledge is codifi@nd the higher is the absorptive capacity of
other firms, the more knowledge spillover will takiace. The concept of knowledge spillovers
is very relevant for growth and development, beeaukays the foundation for further
knowledge creation and diffusion. It is importaetdto distinguish between spillovers and
technology transfer. Technology transfer refersdade in technology, which occurs when an
agent sells a piece of technology with a pricecattd to the transaction. A non-pecuniary
spillover, on the contrary, refers to an unintenttadsfer of knowledge, in which no payment is
involved.

It is important to note that the topic of sociguras to R&D is closely intertwined with that of
R&D spillovers. From the perspective of a firm,lgpiers can come from R&D done 1) by other
firms in the sector, 2) by firms in other induss(i&) by public research laboratories and
universities, and even 4) by firms, laboratories] governments in other countries. From the
perspective of the economy, the first three arepmments of the social or aggregate return,
whereas the fourth is again an (unpriced) spilloSerwhether we label something a spillover
depends on whether it is being created by thewnder investigation or by an entity external to
that unit.

How large are the social rates of return on R&D tkault from the sum of private rates and the
within economy spillovers? This question has besestigated in two fashions. The first one is
based on case studies and relates to specific R&@gqts. Due attention is paid to the various
costs and benefits, private and social, presenfutnde, associated with a particular innovation
or R&D project, some of which may require the eaqoetric estimation of the consumer and the
producer surpluses derived from R&D. The secondigtiee econometric approach, which
estimates a general relationship between prodixctivid R&D, irrespective of the particular
environment that is being analyzed.

In this section of the chapter, we first discugewva illustrative case studies, and then we present
some aggregate productivity-R&D results. This lofwed by a more detailed examination of
the literature that traces spillovers via connettibetween firms, industries, and countries.
Before proceeding, we note that one of the impoéaestions about R&D spillovers is the
extent to which they are localized to an urban ,anegion, or even country. The work we discuss
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here has little to say on this topic, and we réferreader to Feldman and Kogler in this volume,
as well as to the recent survey by Autant-Bernitaresse, and Massard (2037).

51 Casestudies

A prime example of the case study approach is #tiegpeaking paper by Griliches (1958) on the
calculation of the social rate of return to reshanchybrid corn. He adds up all private and
public R&D expenditures on hybrid corn between 18h€ 1955, cumulated to 1955 using an
external interest rate of 10%, and compares thetimetmet social returns over that period,
cumulated to 1955, plus the projected future retwwhere the net returns are assumed to be
equal to the value of the increase in corn prodactvith a price change adjustment. He arrives
at a perpetual annuity of returns of 7$ per ddfznt on R&D, or to an equivalent internal rate
of return equalizing R&D expenditures and net dagturns of 35% to 40%.

Much work on the social returns to R&D has beenedom agriculture in the form of detailed
case studies and estimations of producer and cardoenefits (see Ruttan (1980), Griliches
(1992), and Huffman and Evenson (1993) for a liseterences to such studies). Most conclude
to underinvestment in agricultural research wittigarates of return as high as 100%. In the
same vein Seldon (1987) computes internal ratestofn for R&D in the US Forest Product
Industry that are even higher than those repodeddricultural research.

Mansfield et al. (1977) compute the private andaacternal rates of return of 17 industrial
innovations. Private benefits are measured by tbitgto the innovator, net of the costs of
producing, marketing and carrying out the innovatiand net of the profits the innovator would
have earned on products displaced by the innovatiith an adjustment for the unsuccessful
R&D. Social benefits are obtained by adding topgheate benefits the change in consumer
surplus arising from the possible price reductind profits made by the imitators and by
subtracting the R&D costs towards the same innowaticurred by other firms as well as
possible environmental costs. The results inditaethe social rate of return generally exceeds
the private rate by a substantial margin: the nredaial rate of return is about 56% against a
median private rate of return of about 25%. Aloing $ame lines, Tewksbury et al. (1980)
examine the rates of return on 20 innovations. Tdi#gin a median social rate of return of 99%
against a median private rate of 27%.

Bresnahan (1986) evaluates the welfare gain framwetuction in the price-performance ratio of
computers used in the financial services (bankimgyrance, brokerage and related business). As
no real output is available for these servicesadsimes that the sector acts as an agent for its
consumers. The value of the computer price-reducingvation in this sector is inferred from
the willingness to pay by the firm and its downatrecustomers. He estimates that between 1958
and 1972 the spillover from the adoption of mainfeacomputers in the financial services sector
of the U.S. was at least five times the size ofetkgenditure for it in 1972.

In the area of medical research, Weisbrod (197alega cost-benefit framework to estimate
the internal rate of return to poliomyelitis resgrarComparing the basic research and
vaccination costs to the benefits of saving mdstaforbidity and treatment costs, he estimates
a return of about 12%. Trajtenberg (1989) estimtitesvelfare effect of computed tomography

15 For surveys on R&D spillovers in general, seeiGés (1992, 1995), Nadiri (1993) and Mohnen (199®6);
on international R&D spillovers in particular, S#ehnen (1998), Branstetter (1998), Cincera andReitelsberghe
de la Potterie (2001).
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(CT) scanners from a multivariate accounting fadldrec prices. Comparing them to the R&D
expenditures in CT scanners he comes up with dadiapid benefit/cost ratio of 270%.

Bach et al (1992) do not provide figures but ddscthe various ways in which the European
Space Agency (ESA) program was beneficial to sp@atthe basis of interviews with ESA
contractors: the emergence of new products, nelintdagies, improved product characteristics,
new organizational modes, the creation of netwdthestraining of scientists, managers and
personnel.

The case studies described above illustrate howatéd this approach can be, given the long and
variable lags between R&D and the full social resuwhich render empirical estimation very
difficult. However, such case studies tend to fooaswinners,” innovations that have been
successful, and may therefore undercount the @stl of excavating the dry holes which was
also necessary before these innovations took plde.is, given uncertainty of outcomes, not
all research projects will lead to success, andetibat do will need to earn a high rate of return
to cover the ones that fail. So there is a roleafygregate analysis, even though it can be difficul
to tease out the effects of R&D from other factors.

5.2 Productivity growth accounting at the aggregate level

In principle, the econometric approach to estingatire aggregate or social returns to R&D
offers a simpler and more comprehensive way of or@agthese returns. It usually involves the
inclusion of an aggregate economy-wide R&D stocthmusual TFP growth equation.
Unfortunately, a single TFP time series can beatriby other factors that are correlated with
R&D as well as R&D itself, and it is difficult tadequately control for them. The best one can do
is the kind of growth accounting exercise now bgrgormed by national statistical agencies,
which simply impose a cost of capital on R&D ane trerefore able to construct its share (e.g.,
see Corrado, Hulten, and Sichel 2005, 2009 andeH\(fthis volume)).

A few of the studies in Table 5 contain regressiointhis form, but the majority go further by
specifying the channel through which the spilloveyse and estimating a return to this external
R&D. We defer the discussion of the results intdi#e until after we present the methods used
to measure the spillovers.

5.3 Measuring spillovers

Most of the results in Table 5 have been obtaineddaing a measure of external R&D to the
standard production or cost function framework usetthe earlier tables. The R&D spillover
variable is measured as a weighted sum of the R&Eks from sources outside of the firm:

St :Zj¢i q1 I% (22)

where thea; weights are proportional to some flows or proxynmteasures between firm,
industry, or country, the receiver of R&D spillover, and firm, industor countryj, the source

of R&D spillover. Various flow related weights haleen used in the literature: intermediate
input transactions (Terleckyj, 1980), investmentsapital goods (Sveikauskas, 1981), hiring of
R&D personnel, attendance at workshops, seminarade fairs, collaborations, adoption of
new technologies, flows of patents (Scherer, 1@984nnovations (Sterlacchini, 1989) from
industry of origin to industry of use, and pateitéttons. The intuition is that the mgrérades
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with i, invests in, collaborates with or gets cited by, the more it is likely to diffuse its
knowledge ta. Spillovers can also be measured independentgypfeconomic transaction

simply on the basis of proximities in various typéspace. These proximities can be uncentered
correlation coefficients between positions in patdasses (Jaffe, 1986), fields of research
(Adams and Jaffe, 1996), qualifications of persbiddams, 1990) or lines of business.
Measures of proximity that are independent of argnemic transactions are expected to capture
pure knowledge spillovers. Rent spillovers, in cast, are likely to occur whenever monetary
transactions take place, i.e. with trade, direeestment, technology payments, hiring of
workers, research collaborations, and mergers eqaisitions. In practice the two types of
spillover are hard to dissociate, becawsethe one hand, knowledge flows are often
concomitant with user-producer transactions anc#mture of rents, and on the other hand,
knowledge gains can be used to reap economic rents.

Taking the primal approach as an example, this aredsR&D spillover term is then introduced
into an extended Cobb-Douglas production functiesides the stock on own R&D:

Q= (X, R, % &) (23)

whereQ; is output,X;; are the conventional input®; denotes the own stock of Research and
Development (R&D), a proxy for the stock of knowdedT;; is an index of technological change
ande;; is a random error term. The return from outsideCR&then estimated as the marginal
effect ofS;, which represents an elasticity or a marginal potigity depending on the chosen
functional form of the production function.

A couple or remarks are worth making at this pdhntst, while rent or knowledge spillovers are
expected to be positive, there can also be negspievers associated with R&D. Bloom et al.
(2007) find evidence for a market stealing effectdpillovers in the industry segment space as
opposed to the technology space. This is the dabe éirm level when new products render old
products obsolete (creative destruction) and asticeal level when R&D is used as a mere
strategy to preempt competition or when patentséead to duplicative R&D (what Jones and
Williams (1998) call congestion externalities). 8ed, while it is reasonable to assume that
knowledge gets transmitted more easily the closetlee issuer and the receiver, it may be
argued that there is more knowledge to gain ifcibgnitive distance between them is larger
(Nooteboom et al. 2007). Third, whereas most studéve aggregated the diverse sources of
R&D knowledge into some kind of index, some authwasge followed the vectorization
approach, i.e. included all individual sources wfside R&D as separate arguments in a
production function (Bernstein and Nadiri 1988). Whhis approach does not cho@spriori a
certain ad hoc weighting scheme, it suffers froniticnilinearity and consequent difficulty of
identifying the individual contributions of spillev sources.

Fourth, the rate of return on R&D can also be estiah from a dual representation of
technology, e.g. a variable cost function, wheapjpears as a quasi-fixed input (Bernstein 1988,
1996, 1998, Bernstein and Nadiri 1988, 1989, Nadid Prucha 1990, Mohnen and Lépine
1991, Mohnen 1992a, Nadiri and Mamuneas, 1994, @mand Mohnen 1995, Nadiri and
Kim 1996b, Bernstein and Yan 1996, 1997, and Rarvi2002). As discussed earlier, these
models can describe a static equilibrium wheréaaliors of production, in particular R&D, are
at their optimal level, or they can model a pamsi@lilibrium where some factors are quasi-fixed
and describe a dynamic adjustment process to tgerkan equilibrium via the modeling of
adjustment costs. They models are generally basedflexible functional form for the dual
representation of technology that allows throughektimation of derived factor demand
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equations and cross-equation parameter restrictooastimate separate rates of return for each
industry and a possible factor bias of own R&D &&D spillovers. Fifth, the R&D spillovers

are usually expressed in terms of productivity éases, but they could also be captured in terms
of patents (Jaffe 1986, 1989), market values (Zd86), or innovation counts (Acs et al. 1992).
Spillovers have been estimated at various levetgygfegation - countries, sectors, firms,
projects — and combinations thereof — intra-settord inter-sectoral, domestic and
international. In general they have been foundetgjliite large, but rather imprecisely estimated.
In addition, many of the estimates are obtainedgisiodels without time trends or time effects,
so that the external R&D coefficients may be biaggdard due to the presence of confounding
influences and the general increase in the R&Deslmadeveloped country economies during the
time periods covered.

The social rate of return is obtained by addingptieate rate of return (the benefit to the firm
that performs the R&D) to the sum of the returnatside R&D for all recipients of spillovers
from that firm:

Q. 0Q;
R, 2735 (24)

The magnitude of the social rate of return dep@&fid®urse on the number of spillover
receivers. For example the social rate of returd &. R&D will be greater if all countries of the
world are included as potential U.S. R&D spillovecipients than if only the G-7 countries are
involved. E.g., compare the estimates of Coe ardriien 1995 for spillovers from the G-7 with
those of Coe, Helpman, and Hoffmaister 1997 foliapers from 22 developed countries.

Which weighting matrix is more appropriate andhe extent that the weighting reflects the
channels of transmission of R&D spillover, whiclanhel is the most important? Van Meijl's
(1997) results clearly show that the estimatedad@ates of return may vary a great deal
depending on the weighting matrix used. Kaiser 3@8sts various ways of aggregating outside
knowledge into a spillover construct on the assuwnghat horizontal (intra-industry) spillovers
should be associated with high scores for horiz@marces of knowledge indicated by firms in
innovation surveys (i.e. from competitors) and\bdical (inter-industry) spillovers are
associated with vertical sources of knowledge fi@n customers and suppliers). Intra-industry
spillovers are hard to measure. Uncentered coiwakabf firms’ characteristics or skill mix
predict inter-industry spillovers better than theckdian distance between firm characteristics,
geographical distance between firms, or a meadunsitation hazard (from perceived obstacles
of innovation revealed in innovation surveys). Igpgcial issue diconomic Systems Research
(vol. 9(1), 1997) a number of authors have trieddmpare the performance (in significance and
economic returns) of different types of spillovéra the basis of patent flows, patent citations,
intermediate inputs and capital goods transactidr® ideal aggregator differs by sector and the
identification of spillover channels from the sitaleous use of different spillover measures
quickly runs into collinearity problems.

Crespi et al. (2008) also use the direct measuriesawvledge flows, as they are revealed in the
innovation surveys, for explaining TFP growth ie K. They find that flows from

competitors, suppliers and plants that belong ¢éostme group explain half of TFP growth.
Information from competitors is considered to begpknowledge spillovers; this is correlated
with the presence of multinational enterprises.
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Using an endogenous growth model, Jones and W8li@d@98) argue that the social rate of
return of R&D should include, besides the outpyiamsion effect examined so far, the
intertemporal spillover effects, namely the inceeasknowledge that will lead to more
knowledge in the future and the capital gain effeat allows a decrease of the knowledge
investment in favor of more consumption in the fattAlong a balanced growth path they
evaluate the social rate of return to exceed #gcaiharginal productivity of R&D by a factor of
2 to 4. In a later paper, Jones and Williams (2@20ld an endogenous growth model that
incorporates four market distortions related to Ri&lestment: the appropriability problem, the
presence of knowledge spillovers, creative destmcand the externalities from R&D
duplication. They use this model to show that usitbe duplication externality is extremely high
together with a high interest rate, a decentraleszhomy will underinvest in R&D, again
implying higher social returns than private.

5.3.1 Empirical evidenceon industry-level spillovers

Table 5 presents the results from a selection afatsothat have been estimated at the firm,
industry, or country level. A wide range of spillouneasures are used, which makes it difficult
to compare the estimates, although with a few enmepthe elasticities with respect to external
R&D are similar, around 0.05 to 0.09. As we allude@arlier, one difficulty is that unlike the
private returns case there is no “cost of capitadit provides a focal point for these returns. In
addition, many of the dual estimates are obtainigdoart time effects, and to some extent this
may bias the external R&D coefficient upwards. émeral, the rates of return obtained using the
dual approach are somewhat higher than the others.

As we saw, estimates of the own rate of returndaseindustry data are quite close to those
obtained from firm data. In contrast, the estimategds of return to outside R&D vary
considerably across studies: from 80% in Goto-Sugi¥89) to statistically negligible in one
version of Wolff and Nadiri (1993). As shown by tiketailed results in Griliches and
Lichtenberg (1984a), the rate of return to outf@® seems to be highly variable, depending
on the period, and in general estimates of it@se precise than those for the own rate of return.
In most cases, however, the estimates are signifarad indicate the existence of major
spillovers of research from one industry to anathefable 5, we can see that when the
estimates are obtained separately for each indukey range from close to zero to a full 100%
(or even larger in a few cases).

As noted previously, the spillover estimate varychmore across studies than the own rate of
return estimates. There are a number of reasonhkiforFirst, the spillover effect gets larger the
more receiving sectors are include in the computatif the social rate of return to R&D.
Second, there is no a priori reason to expectgtimates obtained with various measure of
proximity to yield similar results, since the pronties are measured in different spaces. The
results might even depend on the date of the chwsaghting matrix, if the proximity between
sectors evolves over time. Third, spillovers arpeseted to reduce variable cost, since it is
reasonable to assume that firms would not adoptideas that are variable cost increasing.
However, for strategic and absorptive reasons sfimmay also feel obliged to enter the R&D race
and incur the research costs that go with it. @nddimand side, R&D spillovers can increase or
decrease the price that a producer can chargesf@réduct, depending on whether the new
product based partly on outside R&D is substitwgadslcomplementary to the firm’s own
product (Bernstein and Nadiri 1991). Adams (19969 advances the argument that adjustment
costs in knowledge absorption might cause penagseeffects on the spillover variable in the
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short run. For all these reasons, spillovers caniirciple be negativ& A final explanation for
large variations in spillover return is of courke fact that nothing in the system constrains them
to take on any particular value, precisely becdlisg are unpriced and to a great extent, an
accidental side effect of firm R&D strategy, evésame conscious management of disclosure
does occasionally take place.

5.3.2 Empirical evidence on international spillovers

International R&D spillovers are transmitted thrbufe same channels as those documented in
the literature on technology transfer: internatidrede in final goods, intermediate inputs,
capital goods, b) foreign direct investment (FI2Bpecially if it comes with manpower training
to operate the new machines and to assimilate meguption and management techniques, c)
migration of scientists, engineers, educated peopjeneral, or their attendance at workshops,
seminars, trade fairs and the like, d) publication®chnical journals and scientific papers,
referencing other publications, invention revelasishrough patenting, patent citations, e)
international research collaborations or intermalonergers and acquisitions, f) foreign
technology payments, i.e. royalties on copyrigind tiademarks, licensing fees, the purchase of
patents, the payments for consulting services laadinancing of R&D conducted abroad.

A highly cited study of the impact of internatiorR&D spillovers on TFP was conducted by
Coe and Helpman (1995). In this study, conducte@2odeveloped countries, they used the
share of imports from the sending country as wsigthiaggregate the R&D, confining the
possible set of sending countries to the G-7 ecae®(Canada, France, Germany, Italy, Japan,
the UK, and the US). They were able to estimateotine rate of return to R&D as 123% for the
G-7, and 85% for the other 15 countries, and thiespr return from the G-7 as 32%, implying
that roughly a quarter of the benefits from R&D3r7 countries accrues to their trading
partners.

Their study has been critiqued and revisited inyraubsequent studies. Keller (1998) cast doubt
on the trade-related interpretation of Coe and melps R&D spillover by showing that
significant foreign R&D spillovers can be obtaingden the weights in the construction of the
spillover are random rather than based on impamtesh This result suggests that the important
identifying variation was in the total amount otenal R&D rather than being mediated by
trade. Lichtenberg and van Pottelsberghe (1998yoe Coe and Helpman’s weighting of the
foreign R&D stocks by means of the proportion datémports originating from the foreign
R&D sources for being too sensitive to the aggliegatf the data and propose instead to
normalize the imports from the recipient countrytbg GDP of the sending country. van
Pottelsberghe and Lichtenberg (2001) provide ewddar outward FDI as another channel of
international R&D spillovers. Kao, Chiang and Ci{#899) find cointegration between the TFP
and R&D variables, using cointegration tests thatagopropriate for panel data. When they
reestimate the Coe and Helpman specification widkireamic ordinary least squares (DOLS)
estimator (which is not biased in small samplefikarthe ordinary estimator) they no longer
obtain a significant effect for the trade-relateceign R&D spillover, although the domestic
R&D impact is essentially unchanged.

Abdelmoula (2009) adds spatial correlations (vipatial lag model or a spatial error model) to
the Coe and Helpman specification. In the presehogher spatial effects, the foreign R&D

5 For some examples of negative spillover estimatethe literature, see Jaffe (1986), Englander|eti®88),
Fecher (1992), Griliches and Mairesse (1984), HéI®#94), and Yamada et al. (1991).
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spillover remains significant whether the weiglms$he spatial correlation are proportional to
imports or to the inverse of the geographical distabetween the countries.

The relative importance of domestic and foreign R&ihtributions to total factor productivity
growth depends on the channels of transmission tasestimate foreign R&D spillovers, but all
channels combined it is likely that small R&D sperglhave relatively more to gain from
foreign R&D than big R&D spenders by the sheer sizihe absorbable knowledge. It depends
of course on the absorption capacity of the receane her openness to transmission channels,
and therefore the output elasticity to foreign R&Ry be higher or lower than the output
elasticity of domestic R&D (as shown by van Potielghe and Lichtenberg, 2001).

5.3.3 Studies of channels of transmission of R& D spillovers

At the micro level, the knowledge management ltteehas given rise to a new series of studies
that looks in more detail at the ways in which kiexlge is transmitted from firm to firm and
from public research to firm, both within and agd®rders. A complete survey of this literature
would take us well beyond the scope of this surbey we provide a few references and
comments in this section.

The first is the literature on R&D spillovers thegats the individual researcher as a carrier of
tacit knowledge. There are two approaches: eitmgarcher mobility across firms or countries
brings with it the transmission of knowledge, deatatively, researchers do not move, but their
personal connections help knowledge to diffusesschmrders. Almeida and Kogut (1999)
discuss this phenomenon and provide an empiriahele. For other examples of this literature,
see Moen 2005, Kerr 2008, and Maliranta, Mohned,Rouvinen 2010.

A particular source of knowledge spillover that heseived a fair amount of attention is the
impact of academic research. Adams (1990) measuresch industry a stock of academic
science by the count of past and present acadamlications by science field weighted by the
share of industrial scientists per field of scieasevell as a knowledge spillover measure by
weighting the other industries knowledge stocksh®ycloseness of industries in the
employment in science fields. For 18 U.S. manuf@oguindustries he estimates that academic
scientific knowledge in the own industry accouris30% of total factor productivity growth

and academic knowledge in other industries accfourt5% of TFP growth, with lags of
scientific publications on TFP of 20 years and 8@arg respectively. Jaffe (1989) presents
evidence that university research in a state presigpillovers in terms of corporate patents
granted in that state: the direct elasticity isragpnately 0.1 and rises to 0.6 when the
inducement effect of corporate R&D is taken intoamt. Acs et al (1992) estimate an effect at
least twice as high when the innovation output éasured by innovation counts rather than by
patents granted.

One of the drivers of the empirical literature arowledge flows has been the widespread
availability of data on patent citations and safenpaper citations. For more on research in this
area, we refer the reader to the chapters by Nageio&l. and Foray and Lissoni in this volume.

6. Conclusions

This chapter has surveyed a very large literatume fthe past 50 years of economic research,
almost all of which has been directed to answeaifgw simple questions: What is the private
rate of return to investing in research and develamt? What is the social rate of return? Are
there spillovers? The questions may be simplelmiahswers turn out to be complex. First, it
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has become very clear during the course of thsared that the stochastic nature of R&D
outcomes means that there is nothing like a sipgilate “rate of return” that is close to a cost of
R&D capital. Second, the need for a measure of Ri&preciation or obsolescence in order to
compute the net or even gross rate of return heanbe increasingly obvious, even though such
a measure is not necessary if we simply want tcsareathe production R&D elasticity. Finally,
we have seen that a number of fairly complex eca@iommethods to deal with omitted
variables, measurement errors, adjustment costd)@te been developed in response to
perceived problems in the earlier round of estisate

In spite of the revealed complexity of the probleve, have learned something about the rates of
return to R&D. They are positive in many countriasg usually higher than those to ordinary
capital. The adjustment costs are also greaterttiaro ordinary capital. The depreciation rates
appear to vary across industrial sector, probadflgcting the nature of competition and the ease
of appropriability. When the production functioneistimated in first-differenced form, there is a
very substantial downward bias to the R&D coefiitithat can be mitigated by imposing
constant returns or performing GMM-SYS estimation.

As to social returns, these are almost always estidhto be substantially greater than the private
returns, and often to be quite asymmetric amordjrigapartners and industries. In addition,
most estimates for public government-funded R&Dgasg that it is less privately productive
than private R&D, as it should be, given the faett it targets goals that either do not show up in
conventional GDP or have substantial positive extities.

Where should this research go now? One thing wddnike to know more about is the impact
of increased R&D in mid-level developing countraasl how this interacts with R&D spillovers
to these countries. Given the general internatinatibn of R&D activities, it might be useful to
develop the channels of knowledge transmissioralibee and revisit some of the international
spillover estimates to see if they are changing.

Looking at the samples in the tables, one canhseatmost all of the results have been obtained
for the manufacturing sector, which is an increglgismall share of the economy in most
developed countries. So the challenge here ispty dpe methods that have been developed for
that sector to data from the service and finarsgators, where there is now quite a bit of R&D
and innovation. This would require some attentmthe problem of under and non-reported
R&D in these sectors and some rethink on what tbhdyztion function actually should be.

On the data and econometrics side, much of thestnglwork has been done using quite
aggregate sectors, partly because of R&D dataauhil limitations. As more of this data has
become available worldwide, it may be possiblyrodoice more informative disaggregated
industry samples. A second open set of questiondhds with repeating the R&D analysis using
newly available data for some countries via the @amity Innovation Survey (Mairesse and
Mohnen, this volume) on total innovation expenditurather than just R&D. Clearly this would
require a somewhat new conceptual framework gikiervaried nature of these expenditures.
Finally, because of the difficulties uncovered amstructing an R&D capital and choosing the
appropriate depreciation and because the additoaeims not really a very good description of
knowledge production, further work on the best waynodel the R&D input would be

extremely desirable.
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Hall and Mairesse (1995)
Mairesse and Hall (1996)
Bartelsman et al. (1996)

Crepon, Duguet, Mairesse (1998) Capron and Cincera (1998) Harhoff (1998)
Medda, Piga, Siegel (2003) Los and Verspagen (2000)
Wang and Tsai (2003) Wakelin (2001) Harhoff (2000)*

Mairesse, Mohnen, Kremp (2005)

Ortega-Argiles et al. (2009)
Hall, Foray, Mairesse (2009)

Dorazelski and Jaumandreu (2008)

Griffith, Harrison, van Reenen (2004)

Bond, Harhoff, van Reenen (2005)

Rogers (2009)

* estimates include spillover impacts.
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Table 1 (continued)

A Guide through the Empirical Literature

A. Production function

Cross-section or pooled

Temporal Both

Industry data

Link (1978)

Raines (1968)*
Leonard (1971)
Globerman (1972)
Griliches (1973)
Terleckyj (1974)*
Majer (1978)
Goldberg (1979)

Mansfield (1980)*

Griliches (1980b)

Terleckyj (1980)*

Sveikauskas (1981)*

Scherer (1982)*

Postner and Wesa (1983)*

Scherer (1983)

Griliches and Lichtenberg (1984a)*
Scherer (1984)*

Odagiri (1985)*

Seldon (1987)*

Englander, Evenson, Hanazaki (1988)*
Hanel (1988)*

Mansfield (1988)

Levy and Terleckyj (1989)*

Fecher and Perelman (1989)
Geroski (1989)

Goto and Suzuki (1989)*
Sterlacchini (1989)*

Griliches and Mairesse (1983)

Griliches and Lichtenberg (1984b)

Yamada, Yamada, Liu (1991)*

Adams (1990)*

Bartelsman (1990)

Ducharme and Mohnen (1991)*
Vuori (1991)

Fecher (1992)*

Fecher and Perelman (1992)
Martin and Jaumandreu (1992)
Poole and Bernard (1992)
Perelman (1993)

Wolff and Nadiri (1993)*
Griliches (1994)

Hanel (1994)*

van Meijl (1997)* Verspagen (1995)

Sveikauskas (2000)
Griffith, Redding, van Reenen (2004)

* estimates include spillover impacts.
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Table 1 (continued)

A Guide through the Empirical Literature

A. Production function

Page 3

Cross-section or pooled

Temporal Both

Regional or country data

Griliches (1964)

Jaffe (1989)*

Nadiri (1980a)
Nadiri (1980b)
Soete and Patel (1985)
Patel and Soete (1988)

Acs, Audretsch, Feldman (1990)*

Joly (1993)

Mohnen (1990)

O'Sullivan and Roeger (1991)*
Nadiri and Prucha (1992) Lichtenberg (1992)
Capron (1992)

Guellec (1993)

Soete and Verspagen (1993)*

Coe and Helpman (1993)*

Park (1995)*

Nadiri and Kim (1996b)*

Coe, Helpman, Hoffmaister (1997)*
Keller (1997)*

Verspagen (1997)

Kao et al. (1999)*

van Pottelsberghe and Lichtenberg (2001)

* estimates include spillover impacts.
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Table 1 (continued)

A Guide through the Empirical Literature

B. Cost or profit function

Page 4

Cross-section or pooled

Temporal

Temporal

Firm data

Industry

Region or country

Bernstein (1988) *

Bernstein and Nadiri (1988)*
Bernstein and Nadiri (1989)*
Bernstein (1989)*

Cardani and Mohnen (1984)
Mohnen and Nadiri (1985)
Mohnen, Nadiri, Prucha (1986)

Bernstein and Nadiri (1990)
Suzuki (1991)

Nadiri and Prucha (1990b)
Bernstein and Nadiri (1991)*
Mohnen and Lepine (1991)*
Mohnen, Jacques, Gallant (1993)
Nadiri and Mamuneas (1994)*
Bernstein and Yan (1997)*
Bernstein and Mohnen (1998)*
Bernstein (1998)

Mohnen (1990)*

Mohnen (1992b)*

Mohnen and Gallant (1992)*
Nadiri and Kim (1996a)
Nadiri and Kim (1996b)*

* estimates include spillover impacts.
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Table 2a
R&D elasticities of output and rates of return to R&D
Pooled estimates on firm or industry-level data using the primal approach
R&D rate of
Study Sample Period  Type of estimation R&D elasticity return
Firm data
Griliches (1980) us- 1963 v/ prod function with 0.07 (0.01)
883 firms sector dummies
Schankerman (1981) US ) 1963 Prod function 0.16
110 firms
Griliches-Mairesse U.S.
- 1 k
(1984) 133 firms 1966-77 Prod function 0.05 35%
Cunco-Mairesse (1984) © 41 197479 Y prod function: corr. 0.20 (0.01) ~90% *
182 firms for double counting
France
Mairesse-Cuneo (1985) 390 chem, elec, 1974-79 VA prod function 0.18 (0.02) ~128% **
mech firms
Griliches (1986) us 1967, 72, 77 4 prod function with 0.09t00.17  51% to 76% *
386 firms sector dummies
Hall (1993) US ) 1964-90  Prod function 0.024 to 0.040 18% to 43% *
~1200 firms
. France .
Hall-Mairesse (1995) i 1980-87 VA prod. function 0.25 (0.01) 78% *
197 firms
I;;zr;ctfi 1981-89 V? é)rod. .Functlon with 0. 17(6 (0.())04) 750,
Mairesse-Hall (1994) -~ frms g‘ d‘;mmi_es S cott:
rod function with in
- k
1073 firms 1981-89 Jummies 0.173 (0.013) 28%
0.006 t0 0.014
. (uncorr.)
Prod function 0.018 to 0.033
Netherlands (corr.)
Bartel t al (1996 ) 1985, 89, 93
artelsman et al (1990) 200 meg firms 0.008 to 0.043
. (uncorr.)
VA prod. function 0.046 1o 0.099
(corr.)
0.14 (0.01)
Germany . (uncorr.) «
Harhoff (1998) 443 mfg firms 1979-89  Prod function 0.11 (0.01) 71%
(corr.)
Crépon-Duguet- France .
Mairesse (1998) 6.145 firms 1990 VA prod function 0.12 (0.01)
U.S. _
Los-Verspagen (2000) 485 mfg firms 1974-93 VA prod. function, ECM 0.04 t0 0.10
. . Italy
Medda-Piga-Siegel 08 firms, 689 1992-95  treatment effect 0.026, 0.025 29%, 36%

(2003)

firms
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. Taiwan VA prod function with 0.20 (0.03) «
Wang-Tsai (2003) 136 firms 1994-2000 random effects (corr.) 8% to 35%
Germany . .
Bond-Harhoff-van 234 firms 1988-96  Prod. Function with . 0.079 (0.042) 19%
Reenen (2005) UK common factor (dynamic);
. 1988-96 GMM-SYS 0.065 (0.024) 38%
239 firms
France
Mairesse-Mohnen- 488 firms 2000 0.043 16%
Kr 2005
emp (2005) France 2000 0.028 27%
351 firms
Griffith-Harrison-van UK
- 1 k
Reenen (2006) 188 mfg firms 1990-2000 VA Prod. Function 0.03 (0.01) 14%
0.12t0 0.16 40% to 58%
UK VA prod function with (mfg; corr.) (mfg)
Rogers (2009) 719 firms 1989-2000° ¢ &D flow as input 0.12 10 0.23 (non-  53% to 108%
mfg; corr.) (non-mfg)
Hall-Foray-Mairesse [N} . "
(2000) 1513 firms 2004-06  Prod function 0.096 23%
Ortega-Argilés et al. EU Prod function with sector
(2009) 532 firms 200005 4 mies 0.10 35%
Industry data
US . 0.11t0 0.15
Bartelsman (1990) 450 industries 1958-86 | TT With R&D stock (0.03)
agg to 20 groups Prod function 0.12 (0.03)
4 hi tech inds Translog prod function 0.((315112(())2.)17
- : %
Verspagen (1995) 9 OEQD 1973-88 with ind dumnmies 0.06 t0 0.17 21% to 24%
countries
(corr.)

* computed using means or medians of the variables
** computed assuming an R&D/GDP ratio of 2% and an R&D flow/stock ratio of 1/7
Standard errors in parentheses
Production function dependent variable is gross sales unless otherwise noted.
uncorr = capital and labor not corrected for double counting of R&D inputs; corr. = corrected
Unless otherwise noted, estimates use uncorrected data.
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Table 2b
R&D elasticities of output and rates of return to R&D
Temporal estimates on firm or industry-level data using the primal approach
R&D rate of
Study Sample Period  Type of estimation R&D elasticity return
Firm data
Griliches-Mairesse U.S.
- Within fi . 4% *
(1984) 133 firms 1966-77 ithin firm 0.09 64%
. France
Mairesse-Cuneo (1985) i 1974-79  Growth rates 0.022 (0.095) 0%
390 firms
. US
Griliches (1986) ! 1966-77  Growth rates 0.12
652 firms
US - "
Hall (1993) ~1200 firms 1964-90  Within firm 0.06 (0.04) 22%
Hall-Mairesse (1995) Franc.e 1980-87 Growth rates 0.05t00.17 23% (5%)
197 firms o g
Within firm 0.069 (0.035) 8% *
VA prod function; 0.068 (0.014) 339% *
France 1981-89 within firm
1232 firms ion:
VA prod function; 0.080 (0.021)
growth rate
Mairesse-Hall (1994) Prod function with
hedonic deflator; within 0.170 (0.014) 150% *
US firm
. 1981-89
1073 firms Prod function with
hedonic deflator; 0.092 (0.026)
growth rate
Netherlands Long difference 0.051 (corr.)
Bartel t al (1996 1985, 89, 93 )
artelsman et al (1996) ) 160 firms VA, long difference 0.104 (corr.)
0.09 (0.02) (corr.)
Germany 1979-89  Within firm 0.07 (0.02) 66% *
Harhoff (1998) 443 firms (uncorr.)
Long diff growth rates 0.10 (0.03) 86% (17%)
(uncorr.)
. Multi-country 1987-94  Growth rates 0.32 (0.04)
- 1
Capron-Cincera (1998) - 0> < firms Growth rates, GMM 0.13 (0.05)
U.S. _
Los-Verspagen (2000) 485 mfg firms 1974-93 VA prod. function 0.014
Germany . %
Bond-Harhoff-van 234 firms 1988-96  GMM-DIF estimates 0.05 43%
R 2
cenen (200) vk 198896  sectoral level ~0.015 20%
239 firms
Griffith-Harrison-van UK
1990-2 MM-SYS estimat .024 (0.011 11% *
Reenen (2006) 188 mfg firms 990-2000 G SYS estimates 0.024 (0.011) %
Dorazelski and Spain OP estimation 0to 0.018
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Jaumandreu (2008) 1800 firms VA; OP estimation 0.017 t0 0.075
Industry data
US TFP with R&D stock  0.10 to 0.12 (0.05)
Bartelsman (1990) 450 industries 1958-86 ’ ’ ’
agg to 20 groups Prod function 0.18 (0.01)

** computed assuming an R&D/GDP ratio of 2% and an R&D flow/stock ratio of 1/7
Standard errors in parentheses

OP denotes Olley-Pakes estimates

The dependent variable is the log of sales unless otherwise noted.

uncorr = capital and labor not corrected for double counting of R&D inputs; corr. = corrected

Unless otherwise noted, estimates use uncorrected data.
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Table 3

Estimated rates of return to R&D
Estimates from growth rates regressed on R&D intensity

Page 9

Study Sample Period  Type of estimation R&D rate of return
Plant data

US Growth rates on R&D 18%
Clark-Griliches (1984) 924 business 1971-80 . ) o .

. intensity 20% (with ind dummies)

units
Lichtenberg and Siegel ~ US . .
(1991) 2000 firms 1972-81 TFP on R&D intensity 29% (2.4%)
Klette (1991) Norway 1978-g5 Orowthrates on R&D 10to 11% (corr.)

~200 plants intensity lagged
Firm data
Odagiri -Twata (1986) 2P 1966-82  Orowth rates on R&D 17% to 20%

~150 firms intensity

222 e 1973-80 _GZOWF? rates on R&D 41% (9%)
Griliches-Mairesse (1990) | & 1 g‘ enstlhy s on R&D

apan rowth rates on
406 mfg firms 1973-80 intensity 36% (23%)
. France 27% (6%)

Hall-Mairesse (1995) 197 mfe firms 1980-87 VA Growth rates (corr.)

Netherlands 4-yr growth rate 30% (corr. for double ctg)
Bartelsman et al (1996) . 1985, 89, 93

~200 mfg firms 173% (corr. for double

VA, 4-yr growth rate
ctg)

Germany . 74% (11%) net
Harhoff (1998) 443 mfg firms 1979-89  Long diff growth rates 2% (4%) gross
Wakelin (2001) UK 1988.96  orowth rates, R&D flow 29% (19%)

170 firms intensity, ind dummies

UK VA prod function with R&D 40% to 58% (mfg)
Rogers (2009) 719 firms 1989-2000 11w as input 53% to 108% (non-mfg)
Industry data

Us uality-adjusted TFP on
Sveikauskas (2000) 22 asset classes 1958-83 4 y ! . 72.9%

. R&D intensity
(ind sectors)
e . OECD

Griffith-Redding-van 5 o1 yustries 1974-90 VA Growth rates 47% 1o 67%

Reenen (2004)

12 countries

* computed using means or medians of the variables
** computed assuming an R&D/GDP ratio of 2% and an R&D flow/stock ratio of 1/7
Standard errors in parentheses

OP denotes Olley-Pakes estimates
Unless otherwise noted, the dep. var. is the annual growth of sales and the variable of interest is the R&D-to-sales ratio.

uncorr = capital and labor not corrected for double counting of R&D inputs; corr. = corrected

Unless otherwise noted, estimates use uncorrected data.
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Table 4
Rate of return to R&D Estimates
Using the dual approach
Private rate of return
Study Sample Period  Model estimate
Firm data
. Canada Translog cost function and factor
1978-81 12
Bernstein (1988) 680 mfg firms 978-8 demand equations %
Bernstein and Nadiri ~ US Factor demand equations with adj
1959- to 2
(1990) 35 firms 939-66 costs; from quadratic cost function 9% to 20%
Industry data
Bernstein (1989) Cailnada ‘ 1963-83 Truncated translog cost function 24% to 47%
9 industries and factor demand eqs.
Bernstein-Nadiri (1989) > 1965.7g -octor demand equations with adj 7%
4 industries costs; from quadratic val function
) Canada 1975, 77, Truncated translog cost function 56%
Mohnen-Lepine (1991) |, | industries 79, 81-83 and variable factor demand eqs. (5% to 275%)
. Canada, Japan Quadratic cost function plus capital 17.2% (Canada)
- 1964-82
Bernstein-Yan (1997) 10 industries 964-8 factor demand eqs with adj costs 17.4% (Japan)
. Canada and US Quadratic cost function plus capital 16.4% (US)
Bernstein (1998) 11 industries 1962-89 factor demand eqs with adj costs 12.8% (Canada)
Bernstein-Mohnen Canada, Japan 1962-36 Quadratic cost function plus capital 44% (US)
(1998) 11 industries factor demand eqs with adj costs 47% (Japan)
Country data
Mohnen-Nadiri-Prucha US, Japan, Factor demand eq‘s derived frgm 11% (US)
(1986) German 1965-77 truncated quadratic cost function; 15% (Japan)
mfg sectors capital adj costs nonseparable 13% (Germany)
. Factor demand eqs derived from
Canadian ) i
Mohnen (1990) 1965-82  truncated quadratic cost function; 20%
mfg sector . .
capital adj costs; IV est.
OECD Factor demand eqs derived from
Mohnen (1992b) . 1964-85 truncated quadratic cost function; 6% to 9%
5 countries . .
capital adj costs; GMM est.
. 12% (US)
t t fact
Nadiri-Kim (1996a) gjt’a{f:fm’ Rorea1975.90 g;i?i‘(’igeczs function and factor 12% (Japan)
& 45 19% (Korea)
Nadiri-Kim (1996b) 7 countries 1964-91 L ranslog cost function and factor 14% to 16%

demand eqs.

"Truncated" means that some interaction terms were dropped as insignificant.

Where a range is given, it is the range of values obtained across industries.
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Table 5
Elasticities and rate of return to own and others' R&D
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Own R&D External R&D
Study Sample Period Weighting scheme  Output elasticity ~ Rate of return ~ Output elasticity ~ Rate of return
Plant data
US chem sector Spatial correlation in
Adams-Jaffe (1996) 21,546 plant-yrs 1974-88 R&D product fields 0.05 (0.005) 0.07 (0.01)
Firm data
[N} Spatial correlation in
Jaffe (1988) , 1972-77 0.03 (0.01) 27% (0.8%) 0.10 (0.04)
434 firms patent space
. Canada Simple external sector-
Bernstein (1988) 680 mfg firms 1978-81 specific R&D stocks 12% 22%
US external R&D stocks;
Los-Verspagen (2000) ) 1977-91 weighted by patent flows 0.0 to 0.07 0.33t00.68
859 firms .
in several ways
Industry data
Griliches-Lichtenberg US 11% to 31% 50% to 90%
(1984a) 193 mfg industries >0 Patent flows (8%) (36%)
Odagiri (1985) fapan =~ 196077 |mer-industry 157% to 315% _606% to 734%
15 mfg industries transactions
Inter-industry
Sterlacchini (1989) UK . . 1945-83 transactions 12% to 20% 19% to 20%
15 mfg industries ]
Innovation flows 15% to 35%
Goto-Suzuki (1989) 3P40 1978-g3 |mer-industry 26% 80%
50 mfg industries transactions
. Canada Simple external sector- .
Bernstein (1989) 11 mfg industries 1963-83 specific R&D stocks 24% to 47% 29% to 94% (social)
Bernstein-Nadiri U.S. Simple external sector-
(1989) 4 industries 1965-78 specific R&D stocks % 9% to 13%
) Canada 1975, 77, 56% 30%
Mohnen-Lepine (1991) 1) | o industries 79, 81-83 ~aent flows (5% to 275%) (2% to 90%)
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Inter-industry

Us 1947, 58, ) . 11% 14%
Wolff-Nadiri (1993) > . . 63, 67, ansactons
19 mfg industries )
72,77  Investments (capital
) same 0%
inputs)
U 1947, 58, Inter'mtc_lu“ry 19% 8%
Wolff-Nadiri (1993) > . | 63, 67, ansactons
50 industries )
72,77  Investments (capital
) same 9%
inputs)
14 countries Patents, imports and O(.c(l)jmgs);?cl))
Verspagen (1997) 22 industries 1974-93 indirect imports; ECM 0.10 (0.01) 0.05 (0.01)
model .
(foreign)
_ 62% to 183%
bt v o9 LIy St vl e 2 s
p e liap 9% to 56% (Japan)
Canada and US ) 28% to 167% (US)
Bernstein (1998) 11 mfg industries  1962-g9 >.mple external sector- 16.4% (US) 19% to 145%
specific R&D stocks 12.8% (Canada)
(separately) (Canada)
Bernstein-Mohnen Canada and Japan; 1962-86 Simple external sector- 44% (US) 47% (US)
(1998) 11 industries specific R&D stocks 47% (Japan) 0% (Japan)
g . OECD .
griffith-Redding-van > ¢ 41tries 1974-90 'ndustry-level TEP gap 47% to 67% 57% to 105%
Reenen (2004) . from frontier
12 countries
Country data
Mohnen (1990b) Canadian mfg sector 1965-83 Hi-tech imports 0.01 (0.10) 20% 0.13 (0.09) 29%
Mohnen (1992b) OECD 1964-g5 Simple foreign aggregate 6% to 9% 4% to 18%
5 countries R&D stocks
Lichtenberg (1993) 53 countries 1960-85 None - external is own  0.07 (0.02) pooled 0.004 pooled

govt-funded 0.07 (0.03) within 0.0 within
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. 0.22 (G7) 123% (G7)
Coe-Helpman (1995) 22 countries 1971-90 Imports 0.09 (other) 85% (other) 0.06 (G7 to ROW) 32% (G7 to ROW)
OECD 0.07 (G7 Fo all
Park (1995) ) 1973-87 Imports 0.17 (0.06) developing
10 countries .
countries)
Nadiri-Kim (1996b) 7 countries 1964-91 TImports 14% to 16% 6% to 11%
North
Coe-Helpman- 22 countries 1971-90 Imports; especially of 0.06 (0.02)
Hoffmaister (1997) South machinery & equipment (North to South)
77 countries
. Imports; cointegration 0.20 (G7) 120% (G7)
Kao et al (1999) 22 countries 1971-90 analysis 0.09 (other) 79% (other) 0.04 (G7 to ROW) 29% (G7 to ROW)
Keller (1997b) 22 countries 1971-90 TImports 0(())31 53 (((iggr) 0'012 O(\(;VZ to
Imports 0.05 (0.02) 0.067 (0.013)
E:h}:ggj:b‘z;%%e{) 13 countries 1971-90 TInward FDI 0.08 (0.02) 1227%(5312) 0.006 (0.004)
(9
£ Outward FDI 0.06 (0.02) 0.039 (0.009)

Standard errors in parentheses
G7 = Canada, France, Germany, Italy, Japan, UK, US

Where a range is given, it is the range of values obtained across industries.
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