Observer Agreement for Measurements in Videolaryngostroboscopy


Summary: Objective. This study evaluated the levels of intraobserver and interobserver agreement for measurements of visuoperceptual variables in videolaryngostroboscopic examinations and compared the observers’ behavior during independent versus consensus panel rating.

Study Design. This is a retrospective study.

Setting. This study was conducted in a single-center tertiary care facility.

Participants. Sixty-four patients with dysphonia of heterogeneous etiology were included.

Exposure. All subjects underwent a standardized videolaryngostroboscopic examination.

Main Outcome and Measures. Two experienced and trained observers scored exactly the same examinations, first independently and then on a consensus panel. Specific visuoperceptual variables and the clinical diagnosis (as recommended by the Committee on Phoniatrics and the Phonosurgery Committee of the European Laryngological Society and advised by the American Speech-Language-Hearing Association) were scored. Descriptive and kappa statistics were used.

Results. In general, intraobserver agreement was better than agreement between observers for measurements of several variables. The intrapanel observer agreement levels were slightly higher than the intraobserver agreement levels on the independent rating task. When rating on the consensus panel, the observers deviated considerably from the scores they had previously given on the independent rating task.

Conclusion and Relevance. Observer agreement in videolaryngostroboscopic assessment has important implications not only for the diagnosis and treatment of dysphonic patients but also for the interpretation of the results of scientific studies using videolaryngostroboscopic outcome parameters. The identification of factors that can influence the levels of observer agreement can provide a better understanding of the rating process and its limitations. The results of this study suggest that future research could achieve better agreement levels by rating the visuoperceptual variables in a panel setting.
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INTRODUCTION

Laryngoscopy was first used to examine the larynx and the vocal folds at the end of the 19th century, when Manuel Garcia visualized the vocal folds. Since then, the technique has been refined. Now, videolaryngostroboscopy is an important tool for the clinical assessment of vocal pathologies and function, and it can be used to evaluate the effectiveness of treatments. Clinicians around the world apply videolaryngostroboscopy in daily clinical practice, using many variables to describe vocal fold functioning and the vibratory pattern, although data on the reliability and validity of these variables remain scarce. Several studies report the levels of intraobserver and interobserver agreement for measurements in videolaryngostroboscopy, but few mention which visuoperceptual variables are used in daily clinical practice. Thus, it is unknown whether those studies used the visuoperceptual variables recommended by the Committee on Phoniatrics of the European Laryngological Society (ELS) and advised by the American Speech-Language-Hearing Association (ASHA), most of which are based on the parameters defined by Hirano and Bless.

External validation of clinical decisions based on the interpretation of videolaryngostroboscopic exams requires accurate and reliable measurements. The description of aspects that can influence observer behavior and agreement on measured videolaryngostroboscopic variables can elucidate the rating process and thereby facilitate developing procedures to increase the observer agreement levels.

This study has two aims: (1) to evaluate the intraobserver, interobserver, and intrapanel agreement for measurements in videolaryngostroboscopic examinations and (2) to compare the observers’ behavior during independent versus consensus panel rating. It was hypothesized that intrapanel agreement would sustain higher levels of observer reproducibility.

MATERIAL AND METHODS

Selection of participants

Videolaryngostroboscopic recordings of 64 patients with dysphonia of heterogeneous etiology were selected by an independent coworker laryngologist from the clinical research archives of the Maastricht University Medical Center. All patients were referred to the multidisciplinary outpatient clinic for their dysphonia...
and underwent a standardized videolaryngostroboscopic examination as part of the regular health-care program. During the selection process, videolaryngostroboscopic recordings were excluded if the patient presented severe discomfort or gagging. Reasons for exclusion were disturbing body movements and a diagnosis of head and neck cancer. Only recordings made at least 1 year previously to the study in 2014 were included to avoid recognition of patients by the laryngologists and to ensure blinding to patient identity.

**Videolaryngostroboscopic examination**

All videolaryngostroboscopic examinations and measurements were performed in the same hospital by the same two laryngologists (each with over 10 years of experience in performing and rating videolaryngostroboscopy). All subjects underwent a standardized videolaryngostroboscopic examination. The videos were recorded using a 70- or 90-degree rigid Hopkins endoscope (model 8706 CA; Karl Storz GmbH & Co KG, Tuttingen, Germany), which was attached to an Alphatron Stroboview ACLS camera, Alphatron Lightsource, IVACX computerized video archiving system (Alphatron Medical Systems Rotterdam, the Netherlands), and were recorded on a DVD. A rigid endoscopy was carried out to obtain an image of a quality superior to that attainable with flexible equipment. If necessary, a topical anesthetic (Xylocaine 10% (AstraZeneca AB, Södertälje, Sweden)) was applied. The examination had to be stable enough to allow continuous stroboscopic “tracking” of vocal fold vibration. Care was taken to ensure that each selected video contained a phonation time long enough to allow for the registration of a sustained phonation of the vowel /i:/, at comfortable pitch and loudness, and at least one complete cycle of vibration. The audio track was removed from the recordings. During the examination, subjects were seated upright wearing their dental prosthesis if present. The field of the image included the laryngeal vestibule, vocal folds, anterior commissure, and arytenoids. Informed consent was obtained from all subjects.

**Study design and measurements**

Prior to data collection, the two laryngologists received training in visuoperceptual measurement for the nominal and ordinal variables given in Table 1. The categorical scales of the variables recommended by the ELS and ASHA were modified as described in Table 1. The videos used for training were not included in the experimental set of videos. Training in the exact interpretation of each scale category took place in sessions with both observers and was intended to generate substantial to almost perfect levels of intraobserver and interobserver agreement (kappa 0.61–0.99). The duration of the program was predetermined. It consisted of two training sessions, approximately 1 hour each, interspersed over the course of a month, with practice periods when the observers had to do test runs separately. A written manual with well-defined descriptions of the scales’ levels was available during the training and the rating process for the observers to consult. Visuoperceptual nominal and ordinal variables and the clinical diagnosis (nominal variable) were scored for each videolaryngostroboscopic video at varying speeds if desired by the rater (slow motion, normal, up to frame-by-frame) as often as necessary using the software program Windows Movie Maker version 5.1 (Microsoft Corporation, Redmond, WA). Clinical diagnosis of the vocal pathology was derived from reports of the Phonosurgery Committee of the ELS (Table 2).

The rating process comprised two separate tasks: independent rating and consensus panel rating of the same randomized videolaryngostroboscopic videos. While the two observers were blinded to each other’s ratings during the independent task, the decision on the score was reached in consensus during the panel rating.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Definition</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis of vocal pathology*</td>
<td>Diagnosis derived from reports of the Phonosurgery Committee of the European Laryngological Society</td>
<td>Not applicable (see Table 2)</td>
</tr>
<tr>
<td>Amplitude, left and right vocal folds†</td>
<td>Extent of vocal fold displacement near the glottic opening</td>
<td>0 = normal, 1 = impaired, 2 = absent</td>
</tr>
<tr>
<td>Periodicity, left and right vocal folds†</td>
<td>Temporal regularity of vibratory cycles</td>
<td>0 = normal, 1 = impaired</td>
</tr>
<tr>
<td>Symmetry†</td>
<td>Symmetry of mucosal displacement</td>
<td>0 = normal, 1 = impaired</td>
</tr>
<tr>
<td>Closure†</td>
<td>Degree of glottic closure during the closed phase of vibration</td>
<td>0 = normal, 1 = impaired</td>
</tr>
<tr>
<td>Defect*</td>
<td>Type of glottic closure: predominant mucosal closure patterns</td>
<td>0 = normal, 1 = oval, 2 = hourglass, 3 = anterior, 4 = posterior (&lt;50%), 5 = complete (≥50%)</td>
</tr>
</tbody>
</table>

* Visuoperceptual nominal variable.
† Visuoperceptual ordinal variable.
task, which took place 1 month later. Differences between the
raters during the panel task were solved by discussion using the
manual with well-defined descriptions of the scales’ levels and
controlled mutual feedback.

The observers were blinded to the vocal sound recording and
to the medical history and identity of the patients.

To determine how well the intraobserver scores arrived at jointly
agreed with those obtained independently, the laryngologists
(again blinded) repeated the assessments within a period of 4
months for all variables on 32 videos randomly selected from
the 64 initial videos. They were advised to limit the duration of
the measurement sessions (maximum 1 hour) to avoid fatigue
and prevent instability of observers’ input.

Statistical analysis

Results were expressed as means (standard deviation) for quan-
titative variables, while frequencies and proportions (%) were
used for categorical variables. For the nominal variables, ie, pe-
riodicity, symmetry, closure, diagnosis, and defect, disagreement
on a video was defined as a difference in the classification made
by the two observers. For ordinal variables, ie, amplitude, dis-
agreement was defined as the number of categories separating
the classification made by the two observers. In this latter case,
a disagreement on two adjacent categories of the same mea-
surement scale is therefore considered less important than a
disagreement on more distant categories. The percentage of videos
on which two observers agree was reported. However, agree-
ment between two observers can also occur even if they randomly
allocate the videos. Consequently, the level of agreement was
adjusted for the amount of agreement expected by chance, leading
to Cohen’s kappa coefficient for nominal variables and the linear
weighted kappa coefficient for ordinal variables. The intraobserver
and interobserver agreement level, quantified through kappa co-
efficients, was reported with 95% confidence interval (CI).

The standard error of the kappa coefficient used to construct
the 95% CI was adjusted for the presence of repeated measure-
ments when necessary, ie, when a variable was assessed on both
sides of the larynx of the same patient. Not accounting for the
repeated measurements will artificially increase the sample size
and lead to CIs that are too narrow.

A comparison of the intraobserver agreement levels ob-
tained by the two observers individually and jointly was made
using Hotelling’s $T^2$ squared statistic, which is a generalization
of Student’ $t$ test to more than two variables. The variance-
covariance matrix used in the calculations was estimated using
a bootstrap method. Missing data were not replaced, ie, no
imputation. Data analysis was performed using $R$ (version 3.0.1
for Windows [Microsoft Corporation]).

RESULTS

Characteristics of the participants

The demographics of the dysphonic patients and their clinical
characteristics, as assessed by the panel, are displayed in Table 3.
The frequency distribution of patients per category of the videolaryngostroboscopic variables is shown in Table 3, giving an indication of the average voice function of the study population. Patients (30 men and 30 women, four missing values) were, on average, 50.3 years old, the men being older than the women (mean: 56.6 versus 44.3 years, \( P = 0.007 \)). The study population was a fair reflection of the dysphonic patients who consult our outpatient clinic. The most frequently observed conditions, as assessed by the panel, were paralysis (N = 11; 17.2%), laryngitis (N = 10; 15.6%), normal larynx (N = 9; 14.1%), intracordal cyst (N = 8; 12.5%), and Reinke edema grades I and II (N = 7; 10.9%) (Table 2).

**Agreement study**

Interobserver agreement levels are given in Table 4. Levels of intraobserver agreement for the two individual observers and the panel are shown in Table 5. Table 6 gives the number of changes in the video scores made by the observers during the panel meeting compared with their individual assessment of exactly the same videos. Amplitude and periodicity were measured separately for the left and right sides. For these variables, agreement is determined for each side separately and at the patient level.

**Diagnosis**

Interobserver agreement for clinical diagnosis was 0.63 (95% CI: 0.50–0.75) (Table 4). Intraobserver agreement was 0.67 (0.50–0.84) for observer 1, 0.75 (0.59–0.91) for observer 2, and 0.78 (0.62–0.93) for both during the panel rating task (Table 5). No particular disagreement pattern was observed. Nor was any significant difference in intraobserver agreement found between the panel and the individual assessments (\( P = 0.57 \)). However, the clinical diagnosis based on the exact same videos during the panel rating task and the individual assessments changed for 27 (25.8%) patients (Table 6).

**Amplitude**

Interobserver agreement for the variable amplitude was 0.37 (0.19–0.55) (Table 4). Disagreement arose on the 61 videos classified as “impaired” by the first observer. Among these videos, 14 (23%) were classified as “normal” and 12 (19.7%) as “absent amplitude” by the second observer. Intraobserver agreement was 0.42 (0.18–0.67) for observer 1, 0.37 (0.15–0.59) for observer 2, and 0.76 (0.53–0.92) for the observers together during the panel rating task (Table 5). Here too, more than 50% of the videos initially classified as “impaired” were subsequently classified as “normal” or “absent amplitude” by the team. Intraobserver agreement was higher during the panel meeting than during individual assessments (\( P = 0.016 \)) (Table 5). After discussion, the observers modified the amplitude classification of 61 (30.3%) videos, most of which had been classified as “impaired” or “absent” during their individual assessments (Table 6).

**Periodicity**

Interobserver agreement for the variable periodicity was 0.30 (0.084–0.52) (Table 4). While the first observer classified 36 (38.3%) videos as impaired, only 11 (11.7%) were classified thus by the second observer. Intraobserver agreement was 0.51 (0.17–0.86) for observer 1, 1 (not applicable) for observer 2, and 0.37 (−0.023–0.76) for the observers together (Table 5). No particular disagreement pattern was observed. Forty-nine (27.2%) of the videos scored individually by the observers were rescored at the panel meeting (Table 6).

**Symmetry**

Interobserver agreement for the variable symmetry was 0, although 86% of the videos were classified in the same category by the two observers (Table 4). In fact, all videos were classified as “impaired” by the first observer, explaining the difference between the high percentage of agreement and the low value of

<p>| TABLE 4. Interobserver Agreement Levels for the Two Independent Observers on the 64 Dysphonic Patients |
|---------------------------------|--------|--------|--------|--------|--------|--------|</p>
<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>% Agreement</th>
<th>Kappa*</th>
<th>SE</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diagnosis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>64</td>
<td>67.1</td>
<td>0.63</td>
<td>0.064</td>
<td>0.50–0.75</td>
</tr>
<tr>
<td>Amplitude</td>
<td>101</td>
<td>57.4</td>
<td>0.37</td>
<td>0.090</td>
<td>0.19–0.55</td>
</tr>
<tr>
<td>Left</td>
<td>50</td>
<td>62.0</td>
<td>0.46</td>
<td>0.10</td>
<td>0.14–0.77</td>
</tr>
<tr>
<td>Right</td>
<td>51</td>
<td>52.9</td>
<td>0.28</td>
<td>0.11</td>
<td>−0.15–0.57</td>
</tr>
<tr>
<td>Periodicity</td>
<td>94</td>
<td>71.0</td>
<td>0.30</td>
<td>0.11</td>
<td>0.084–0.52</td>
</tr>
<tr>
<td>Left</td>
<td>46</td>
<td>72.0</td>
<td>0.36</td>
<td>0.12</td>
<td>0.12–0.61</td>
</tr>
<tr>
<td>Right</td>
<td>48</td>
<td>71.0</td>
<td>0.22</td>
<td>0.11</td>
<td>0.0021–0.43</td>
</tr>
<tr>
<td>Symmetry</td>
<td>57</td>
<td>86.0</td>
<td>0.85</td>
<td>0.15</td>
<td>0.56–1.00</td>
</tr>
<tr>
<td>Closure</td>
<td>63</td>
<td>98.0</td>
<td>0.62</td>
<td>0.077</td>
<td>0.47–0.77</td>
</tr>
<tr>
<td>Defect</td>
<td>54</td>
<td>70.4</td>
<td>0.62</td>
<td>0.077</td>
<td>0.47–0.77</td>
</tr>
<tr>
<td><strong>Amplitude</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Periodicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Symmetry</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Closure</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Defect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<0, less than chance agreement.
0.01–0.20, slight agreement.
0.21–0.40, fair agreement.
0.41–0.60, moderate agreement.
0.61–0.80, substantial agreement.
0.81–0.99, almost perfect agreement.

* Kappa coefficient.

**Abbreviations:** NA, not available; SE, standard error.
Cohen’s kappa coefficient. Among these, 49 (86%) were classified as impaired by the second observer. Intraobserver agreement was $-0.036$ ($-0.085$; 0.014) for observer 1, 0.20 (0.004–0.40) for observer 2, and 0.70 (0.32–1.00) for the panel (Table 5). This result is in contrast with the percentage of agreement between the two measurement occasions (93.1% for observer 1, 53.8% for observer 2, and 92.3% for the panel) (Table 5). Here too, the difference between the percentage of agreement and the kappa coefficient is explained by the low number of patients classified with normal symmetry. Normal symmetry was observed only in 1 (3.4%) patient for observer 1, 10 (38%) patients for observer 2, and 4 (15.4%) patients for the panel rating task.

Intraobserver agreement was higher for the panel task than for the independent assessments ($P = 0.0010$) (Table 5). The individually assigned classifications of 22 (20.8%) videos were changed during the panel meeting (Table 6).

**Closure**

Interobserver agreement for closure was 0.85 (0.56–1.00) (Table 4). Intraobserver agreement was 0.78 (0.02–1.00) for observer 1, 0.78 (0.37–1.00) for observer 2, and 0.19 ($-0.28–0.67$) for the observers jointly (Table 5). No particular pattern of disagreement was seen on this variable. Normal closure was rarely noted (maximum two [6.7%] videos by observer 1, three [10%] for observer 2, and four [13.3%] for the panel). Intraobserver agreement was low for the panel, even though 25 (83.3%) videos were classified in the same category by the panel on both measurement occasions. Intraobserver agreement was higher for individual assessments than for the panel ($P = 0.012$) (Table 5). During the panel meeting, 11 (9.1%) videos were reclassified (Table 6).

**Defect**

Interobserver agreement for the variable defect was 0.62 (0.47–0.77) (Table 4). Intraobserver agreement was 0.59 (0.47–0.90) for observer 1, 0.46 (0.24–0.67) for observer 2, and 0.52 (0.28–0.72) for the panel (Table 5). No particular disagreement pattern was seen. There was no significant difference between the individual and consensus panels for intraobserver agreement ($P = 0.24$) (Table 5). The classification of 51 (44.7%) videos was changed during the panel meeting (Table 6).

**DISCUSSION**

Visuo perceptual analysis of videolaryngostroboscopic images has some limitations and is subject to error. However, no other alternative is available to analyze these images in daily clinical practice. While recourse to videolaryngostroboscopy is increasing, research on the standardization and validation of measurement criteria in these exams lags behind. Crucially, the interpretation of videolaryngostroboscopic images rests on visual judgment and is thus subjective. It might be influenced by factors such as experience, observer fatigue, severity of vocal fold disease, etc. Investigating observer agreement is the first step to demonstrating the validity of the procedure because measurement criteria can only be valid if they are reproducible in terms of observer agreement. Some studies have addressed observer agreement on some well-known visuo perceptual
variables. Nonetheless, the variability in the scoring of videolaryngostroboscopic exams remains underexplored. Given its role in clinical decision making, such as on (surgical) treatment, these exams must be both accurate and reliable.

The present study considers intraobserver and interobserver agreement for visuoperceptual measurements in videolaryngostroboscopic exams and explores any discrepancies that arise between independent and consensus ratings to better understand the causes of disagreement among observers. In this study, observer agreement was determined for specific visuoperceptual variables and clinical diagnoses that are used in daily clinical practice derived from the recommendations of the Committee on Phoniatrics and the Phonosurgery Committee of the ELS and advised by the ASHA. For the independent rating task, intraobserver agreement on several variables (diagnosis, amplitude, and closure) was similar for both observers. This suggests that the two observers had a similar interpretation of the nominal and ordinal scoring systems and were consistent when repeating the measurements. In general, intraobserver agreement was better than agreement between different observers for measurements of almost all variables except for “closure” and “defect.” The finding that intraobserver agreement was better than agreement between observers for the majority of variables might be explained as follows. First, even though the observers understood the nominal and ordinal scoring systems well, they did not reach consensus on the cutoff points. The description of the rating scale does not give the precise range of each nominal or ordinal category, which leaves it up to the observers to set their own boundaries. Accordingly, the interpretation of videolaryngostroboscopic variables is often subject to a wide degree of variability because of the subjective discrimination of the levels of these scales.

In an overview of the literature, studies investigating the intraobserver and interobserver agreement of measurements in videolaryngostroboscopic exams were found to have methodological shortcomings. Notably, interobserver agreement varied considerably with the method of measurement, the level of experience of the observers, the number and pathology of the subjects, and the presence or absence of the audio track (audiovisual information). Often, it was not reported whether the observers had received pre-experimental training. In general, the conclusions could not be compared across the studies because of diverging study designs, small populations, and different ways of evaluating the videolaryngostroboscopic exams. Given their heterogeneous methodologies, the studies could not be compared with one another. Some had issues concerning the generalization of results. For instance, performing several measurements on a large number of participants or healthy subjects in a limited time period makes the exercise susceptible to bias and, moreover, does not reflect clinical practice. Therefore, observer agreement varies across raters and populations.

In the present study, intrapanel observer agreement was slightly higher than the intraobserver levels on the independent rating task (except for the variables periodicity and closure). That difference suggests that consensus rating might be a useful alternative to the independent rating of videolaryngostroboscopic exams, as the discussion of cases in a panel may improve concordance. However, the level of agreement between two separate consensus panels with different members still needs to be explored, particularly in comparison with individual interobserver agreement for measurements in videolaryngostroboscopy.

---

### TABLE 6.

Scores Given Independently Compared with Scores Given on the Consensus Panel for Exactly the Same Measurement. Number (%) of Changes in the Scores Arising When Comparing the Individual to Consensus Measurements

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Observer 1 Independently; First Measurement</th>
<th>Observer 1 Repeated Independently; First Measurement</th>
<th>Observer 2 Independently; First Measurement</th>
<th>Observer 2 Repeated Independently; First Measurement</th>
<th>Total Number (%) of Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis</td>
<td>11 (34.4)</td>
<td>2 (6.3)</td>
<td>6 (18.8)</td>
<td>8 (25.0)</td>
<td>27 (25.8)†</td>
</tr>
<tr>
<td>Amplitude</td>
<td>17 (34.0)</td>
<td>10 (20.0)</td>
<td>18 (35.0)</td>
<td>16 (32.0)</td>
<td>61 (30.3)</td>
</tr>
<tr>
<td>Left</td>
<td>7 (28.0)</td>
<td>5 (20.0)</td>
<td>8 (32.0)</td>
<td>10 (40.0)</td>
<td>30 (30.0)</td>
</tr>
<tr>
<td>Right</td>
<td>10 (40.0)</td>
<td>5 (20.0)</td>
<td>10 (38.5)</td>
<td>6 (24.0)</td>
<td>31 (30.7)</td>
</tr>
<tr>
<td>Periodicity</td>
<td>16 (39.0)</td>
<td>9 (18.7)</td>
<td>6 (14.6)</td>
<td>18 (36.0)</td>
<td>49 (27.2)</td>
</tr>
<tr>
<td>Left</td>
<td>8 (38.0)</td>
<td>5 (20.8)</td>
<td>3 (14.3)</td>
<td>10 (40.0)</td>
<td>26 (28.6)</td>
</tr>
<tr>
<td>Right</td>
<td>8 (40.0)</td>
<td>4 (16.7)</td>
<td>3 (15.0)</td>
<td>8 (32.0)</td>
<td>23 (25.8)</td>
</tr>
<tr>
<td>Symmetry</td>
<td>5 (17.9)</td>
<td>3 (12.0)</td>
<td>2 (7.1)</td>
<td>12 (48.0)</td>
<td>22 (20.8)</td>
</tr>
<tr>
<td>Closure</td>
<td>4 (12.9)</td>
<td>1 (3.4)</td>
<td>4 (12.9)</td>
<td>2 (6.7)</td>
<td>11 (9.1)</td>
</tr>
<tr>
<td>Defect</td>
<td>13 (52.0)</td>
<td>6 (21.4)</td>
<td>19 (61.3)</td>
<td>13 (43.3)</td>
<td>51 (44.7)</td>
</tr>
</tbody>
</table>

* To facilitate the interpretation of the table, a more detailed description is given here. For instance, in the row “Diagnosis,” in 11 videos observer 1 changed his initial score (given during the independent rating task) when he rated these same video recordings in the panel setting. Observer 1 rated 35 video recordings independently a second time to obtain his intraobserver agreement level. On these previously rated video recordings, he changed his score twice when he rated the same videos in the panel setting.

† This column represents the summed score of all the changes made in the initial scores after discussion by the two observers in the panel setting.
agreement levels. Also, the validity of the measurement criteria of the different variables should be investigated.

Observers were consistent for several measured variables (diagnosis, periodicity, closure, defect) when rescoring videos independently or on the consensus panel. However, when repeating the task on the panel, they frequently adjusted the scores they had given previously when rating exactly the same measurements independently. That tendency to change in a panel setting reflects the observers’ individual interpretation of the videolaryngostroboscopic scoring system.

Limitations of the study
The results of the study might be affected by the limited number of videos analyzed. However, considering the amount of time observers spent during the pre-experimental training period and the rating process, a larger number of videos would have made the process last so long that it would be difficult to engage experienced observers. This study presents the videolaryngostroboscopic scores of just two observers. Comparing scores of a larger number of observers could yield different results. However, the situation in which the present study was conducted resembles most clinical settings where one or two professionals are usually responsible for the interpretation of videolaryngostroboscopic exams.

CONCLUSION
Observer agreement for videolaryngostroboscopic measurements has important implications not only for the diagnosis and treatment of dysphonic patients but also for the interpretation of the results of studies using videolaryngostroboscopic outcome parameters. The identification of factors that can influence the observer agreement levels such as the setting of the rating task (independent versus panel) can provide a better understanding of the rating process and its limitations. For research purposes, this study suggests that the visuoperceptual variables should be rated in a panel to achieve better agreement levels. The same procedure is suggested for the clinical setting: to use an experienced panel composed, for example, of the laryngologist and speech and language pathologist who work together at the outpatient voice clinic.

REFERENCES