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Towards biologically plausible learning in neural networks
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Abstract—Artificial neural networks are inspired by information processing performed by neural circuits in biology. While existing models are sufficient to solve many real-world tasks, they are far from reaching the potential of biological neural networks. These models are oversimplifications of their biological counterparts, omitting key features such as the spiking nature of their units or the locality during learning, among others. In this work, we, first, provide a short review of the most recent theories on biologically plausible learning and learning in Spiking Neural Networks. Then, aiming to give a step towards brain-inspired deep learning, we introduce a novel biologically plausible learning method. This approach achieves learning using only local information to each synapse, spiking units and unidirectional synaptic connections. We also propose a local solution to address the credit assignment problem based on target propagation. Finally, we evaluate our approach over three different tasks, i.e. boolean problems, image autoencoding and handwritten digit recognition.

I. INTRODUCTION

Artificial Neural Networks (ANNs) have been successfully applied to a variety of real-world problems. On some occasions, surpassing human capability, and achieving state-of-the-art in many tasks [1]–[3]. However, conventional ANNs differ from biological neural networks (BNNs) in many aspects [4]–[6]. In terms of information processing, ANNs operate based on different principles. Biological neurons communicate through electrical impulses (spikes), unlike ANNs that use continued values. Besides, the membrane of a biological neuron has an electric charge, which is modified by incoming synapses from other neurons through its dendrites. Another feature is the use of time to encode information. The spikes distributed across time is the underlying mechanism used by neurons to convey information. In terms of functionality, the differences are even more notable. While ANNs generally need a tremendous amount of data to learn, BNNs can learn a new task after witnessing a few examples. In the same way, ANNs need to be given a clear solution in order to be able to solve a specific task. That can also be seen as low efficiency when it comes to unsupervised learning, something in which BNNs are extremely good. Lastly, ANNs are highly domain-dependent. Current models generally operate to solve one specific task, which they learn using a set of specific inputs and outputs. Spiking Neural Networks (SNNs) are more realistic models of natural neural networks. They are inspired by BNNs. Yet, they are still in their early days. As BNNs, SNNs contain spiking neurons that communicate through spikes, encoding the information over time. Furthermore, due to the non-differentiability of spikes generation, they cannot be trained using the same mechanisms used in ANNs. Although backpropagation cannot be directly applied, modifications of this algorithm can be used [7], [8]. Though their performances are not comparable to ANNs trained with backpropagation. Plus, the backpropagation algorithm has not yet been proven biologically plausible [9]. While it requires the neurons to know the activity of many other distant neurons, in biology, the synaptic weights updates depend only on the presynaptic and postsynaptic neurons [10]. On the other hand, studies have found that ANNs trained with backpropagation adopt similar representations to BNNs [11]. Hence, researchers are currently working towards approximating the backpropagation algorithm with simple local plasticity rules. Supporting our claims in previous works [9], [12], [13], we identify the following elements as necessary for biological plausibility in artificial neural networks:

1) Realistic models of neurons, i.e. spiking neurons. Authors in [14] provide a comparison between different models.
2) Realistic synapses. It implies non-symmetric weights. Forward and feedback connections are distinct.
3) Local plasticity and computations. The weight modifications depend only on the presynaptic and postsynaptic neurons’ activity.
4) Local error representation. Authors in [12] revise various recent works where this has been tackled.

Also, most of the proposed theories on learning rely on a two-phase process employing different learning rules in each phase (e.g. feedforward/feedback, positive/negative, prediction/reward). Various studies show that neuromodulatory signals, combined with feedback connection, can drive learning, resulting in different learning rules [15]. Thus, in the brain, neuromodulators such as dopamine could arguably enable different plasticity rules that originate distinct phases. In this work, we build on the ideas presented above to propose a biologically plausible supervised learning approach. Here, we use spiking models of neurons and unidirectional non-symmetrical weights to implement the synapses. We also combine rate and temporal coding, as it occurs in biology [16]. The synaptic weights modifications are performed through
Hebbian-based learning rules, achieving local plasticity and computations. Lastly, we address the credit assignment problem with a solution inspired by target propagation [17, 18] and feedback alignment [19]. In this way, the network can also keep a local error representation. All this points are further developed in Section III. In Section II, we will review the most relevant works on biologically plausible learning in neural networks and learning in SNN, making a distinction among different categories. Due to the large number of existing approaches, we will only cover the most relevant and recent ones. Finally, Section V includes conclusions of this work and potential future research lines.

II. REVIEW OF THEORIES IN BIOLOGICALLY PLAUSIBLE LEARNING

A. Biologically plausible learning mechanism but implausible neurons model

Most of the ideas proposed here attempt to explain how learning occurs in the brain. They introduce learning mechanisms that can be feasible in the brain, though the chosen neuron model is oversimplified. Contrastive learning [20] and Generalized Recirculation (GeneRec) [21] are some of the first attempts. They are very similar and operate with Hebbian-based rules. In them, the weights change is proportional to a difference in neural activity over time and contains two phases. A first update is performed when the target is not provided (anti-Hebbian plasticity), and a second update is performed when the target is provided (Hebbian plasticity). Differently, [19] proposes a variation of backpropagation where the synaptic connections are not symmetric. In this variation, the feedback weights are initialized randomly and never modified, which results in sending random feedback to the presynaptic neurons. Its performance is comparable to a network trained with backpropagation. [22] proposes a method to store the errors locally over the network and bases its foundations on predictive coding [23]. In this model, every neuron (value node) is paired with an error node, where the errors are stored explicitly. Only the value nodes are updated during the learning phase and, during the prediction phase, only the error nodes are updated. [24] relies on a similar mechanism to explicitly store errors. The authors do so by employing dendritic microcircuits and interneurons. The difference in neural activity between the postsynaptic neuron and the interneuron encodes the error. Lastly, [25] introduces the idea of equilibrium propagation, inspired by contrastive learning. By employing local learning rules, and differences of neural activity over time, it can compute gradients similar to those generated by backpropagation.

B. Biologically plausible neurons model but implausible learning mechanism

The works in this category propose new methods to train SNN, seeking to achieve the best performance in practice without being limited by biological feasibility. All these approaches consist of a more effective variation of backpropagation suitable for spiking units, which are highly energy efficient. In all of them, the computations are global. [26] and [27] introduce two similar approaches to learn a temporal spike pattern, which once decoded, represents a specific value. The authors use the number of spikes within an interval as a surrogate for gradient backpropagation. Therefore, they successfully combine rate coding with a temporal credit assignment. The method proposed in [28] also learns a temporal spike pattern. However, in this approach, there is only one spike per interval. Here, the membrane potential at spike times is used as a surrogate for gradient backpropagation. In a similar way, [7] uses the membrane potential to generate the backpropagation of errors. Although in contrast, the used values are picked at fixed times rather than spiking times. The authors in [29] and [30] entirely adopt a temporal coding by choosing the spiking times as a surrogate for gradient backpropagation. In their models, there is only one spike per interval. Recently, [31] proposed an event-based backpropagation, instead of using intervals of time. In this works, the authors combine spike times and membrane voltages as a surrogate for gradient backpropagation.

C. Biologically plausible learning mechanism and neuron model

In this last category, we include important works that are entirely biologically feasible. Most of the works in this section build upon the concept Spike timing dependent plasticity (STDP) [32], a form of Hebbian learning that strengthens the synaptic connections between two neurons when spike at close time points. The first work in this section is the Tempotron [33], one of the first of its kind. The authors trained a single neuron to recognize specific input spike trains, with local learning rules based on Hebbian learning. The neuron will only spike in the presence of a target pattern. To update the weights in a gradient-based manner, it uses the spike times and the membrane potentials at spike time within a train. Conversely, ReSuMe [34] is an approach based on STDP rules and the Widrow-Hoff rule [35]. It teaches a desired output spiking pattern when an input pattern of spikes is provided to a network. Among more recent works, SuperSpike [36] proposed a gradient descent approach based on the membrane potential of the neurons. The weights changes depend on the postsynaptic neuron’s membrane potential and the presynaptic spike train. However, the errors in the networks are still explicitly globally propagated backwards, which should be biologically justified. Nevertheless, the subsequent work addresses this objection. Authors in [37] proposed a similar approach to SuperSpike, but in this case, the network uses a cost function, presented in the work [38], which is local in time and space. This addition overcomes the only (potentially) non-plausible aspect of SuperSpike. Similar to SuperSpike, [39] introduces a gradient descent approach, approximating the backpropagation algorithm with STDP rules. The weights updates only depend on the spikes times of the presynaptic and postsynaptic neurons. It also explicitly globally propagates the errors backwards. Yet, we also included this work in this section for its almost entirely biological feasibility. Besides the
previous works, there are many others dedicated to exploring the effectiveness of the STDP in an unsupervised or rewarded-modulated manner. In this paragraph, we will mention only the most relevant ones. One of the most popular studies dedicated to that is [40]. It applies the STDP rule in a fully unsupervised manner to recognize handwritten digits (MNIST). In their network, they included up to 6400 output neurons, and, after training, only the most active output neuron per class (10 in total) are kept. Inspired by this study, [41] used the same network and similar learning rules, but including a rewarded-modulated modification of STDP. They only employed one output neuron per class and forced the desired output neurons to spike during learning. In this way, the previous approach is modified to enable supervised learning. [42] was again based on the work proposed in [40], this time, aiming for more complex topology and architecture. The authors proposed a multi-layer Spiking Neural Network containing convolutional and pooling layers and trained with STDP rules. This training was done in a layer-by-layer fashion, and in an unsupervised way. However, the network used a support vector machine (SVM) to classify the spikes in the final layer. Yet, it can be considered as a feature extractor. Authors in [43] extended that previous work using rewarded-modulated STDP. As in [41], the authors forced the output neurons to spike. Therefore, they trained the first layers with unsupervised STDP and the last layer with supervised rewarded-modulated STDP. In this way, the network could perform classification with no need for an external classifier. Differently, authors in [44] proposed a learning mechanism based on local Hebbian rules, which relies on structural changes instead of weight updates, and employs binary synapses. Similar to [24], but employing spiking neurons, [45] uses segregated dendrites (multi-compartment neurons) to store errors explicitly in a local manner. In their approach, the difference between feedforward activity and feedback activity is used to compute these local errors. For the weight updates, a local gradient descent approach is used.

III. OUR APPROACH

A. Neuron and synapse model

We use the Leaky Integrate and Fire (LIF) with adaptation as a spiking neuron model. It extends the simple LIF model, one of the most common models in theoretical studies on SNN, by causing the neuron to resist spiking consecutively (for details see Chapter 6.1 of the book “Neural Dynamics” [46]). Computationally, its membrane potential is treated as an internal state. If the synapse is excitatory, the membrane potential increases. Contrary, if the synapse is inhibitory, the membrane potential decreases. When this potential reaches a certain threshold, the neuron produces a spike, a sudden increase in its membrane potential followed by a drop to a reset value below its threshold. The dynamics of its membrane potential [46] are described by equations (1) and (2).

\[
\tau_m \frac{\partial V}{\partial t} = RI(t) - (V - V_{\text{rest}}) - Rw_k,
\]

\[
\tau_k \frac{\partial w_k}{\partial t} = a_k(V - V_{\text{rest}}) - w_k + b_k \tau_k \sum \delta(t - t(f)),
\]

where \(\tau_m\) is the membrane time constant, \(V\) is the membrane potential, \(R\) is the resistance of the membrane, \(I(t)\) is the input current at time \(t\), \(V_{\text{rest}}\) is the resting membrane potential value, \(w_k\) is the adaptation variable, \(\tau_k\) is the adaptation time constant, \(a\) is the adaptation voltage coupling variable, \(b\) is the adaptation increment variable, \(\delta(t)\) is the firing time of the neuron and \(\delta\) represents the Dirac delta function, which we employ as indicated in Equation (3).

\[
\delta(x) = \begin{cases} 
1, & \text{if } x = 0 \\
0, & \text{otherwise.} 
\end{cases}
\]

We used biologically realistic values for all the above parameters [47]–[49]. These values are \(\tau_m: 100.0, \tau_k: 40.0, R: 100.0, \text{ initial } V: -70.0, V_{\text{rest}}: -70.0, \text{ reset: -51.0, } w_k: 0.0, \text{ threshold: -50.0, } a: 0.01, b: 0.3\). We chose the LIF with adaptation model for our neurons due to its simplicity and effectiveness in modelling realistic neural dynamics [50]. The number of floating-point operations (FLOPS) needed to simulate this model (one neuron) during 1ms is 10 [14]. We can notice how computationally cheap this model is, compared to complex models, such as the Hodgkin-Huxley model [51] that would require 1200 FLOPS to simulate the same scenario. Plus, it does not add excessive complexity compared to the simple LIF model, which would require 5 FLOPS for the same simulation.

In addition, we implemented lateral inhibition when various neurons coexist within a network. With this mechanism, when a neuron spikes, the activity of the neighbouring neurons is reduced. This process can be found in BNNs [52] and generates competitiveness among nearby neurons.

We implement the synapses model as unidirectional non-symmetrical weights, where forward and feedback connections follow the same dynamics. Here, the input current to a postsynaptic neuron is defined in Equation 4.

\[
I_j(t) = \sum_i S_i(t) W_{ij},
\]

where \(I_j(t)\) is the input current to the postsynaptic neuron \(j\) at time \(t\), \(S_i(t)\) is the output of the presynaptic neuron \(i\) at time \(t\) and \(W_{ij}\) is the synaptic weight of connecting the presynaptic neuron \(i\) and the postsynaptic neuron \(j\). \(S_i(t)\) will have the value 1 if the neuron \(i\) spikes at time \(t\), and the value 0 otherwise. In addition, the synapses can be excitatory or inhibitory. If the synapse is excitatory, the weight describing it will be positive. If the synapse is inhibitory, the weight describing it will be negative.

B. Coding scheme

In our simulations, the communication between neurons is performed in a clock-driven way. The information exchanged between neurons is encoded in intervals of 200ms of duration, where the time is discretized in 1ms time steps. The encoding of an input value into spikes can be modelled with a Poisson
Regarding the decoding scheme, we introduce a novel coding scheme that combines rate and temporal coding. This method is inspired by the spike counting within an interval (rate coding), adopted by some researchers (e.g., [26], [27]), and the single spike timing within an interval (temporal coding), adopted by other researchers (e.g., [29], [30]). In our approach, we perform a time-weighted spike counting. That means that earlier spikes will contribute more to the decoded result than those later in the interval. Specifically, a spike at the beginning of the interval \((t=0)\) contributes twice as much as a spike at the end \((t=199)\). Thus, ranging from \(x\) to \(x, 0.5\), the contribution of every spike depends on its timing within the range. The resulting value is then downscaled by a factor of 100 to match the original value’s scale. This decodification is described in Equation 6.

\[
Decoded_i = \frac{\sum_{t\in[0,200]} S_i(t)C_i}{100},
\]

where \(Decoded_i\) represents the decoded value of neuron \(i\), \(S_i\) represents the spikes train outputted by the neuron \(i\) and \(C_i\) represents the contributions of the spikes at each time step. \(S_i(t)\) takes the value 1 if the neuron \(i\) spikes at time \(t\), and the value 0 otherwise. It must be noticed that, due to the randomness introduced by the Poisson-based spike generation, there is a small amount of noise added during the encoding.

### C. Errors encoding

Authors in [9] linked together a set of different learning methods that use the difference in neural activities to encode errors. They argued that the brain could also use this technique to compute errors locally. They called this technique Neural Gradient Representation by Activity Differences (NGRAD). In our work, we employ a novel mechanism that may fall into this category. In our network, two neurons are always connected by a forward and a feedback connection. First, the forward connections transmit information to perform predictions. Then, the feedback connections transmit information to adjust weights accordingly and enable learning. As shown in Figure 1, we could compute the error of a neuron as the difference between its activity at two different points on time: (i) after receiving an input current through its forward connections and (ii) after receiving an input current through its feedback connections.

However, we do not use the errors explicitly during the learning process. In networks with non-symmetric feedback weights, these two activities tend to converge to the same value. This phenomenon receives the name of “feedback alignment” [19].

### D. Learning rules

As a learning method, a set of Hebbian-based learning rules to achieve local plasticity and computations. Here, the weights updates only depend on the presynaptic and postsynaptic neurons’ activity. Moreover, it does not require any external control or global error during the computations. Having two connected neurons, with output \(x_1\) and \(x_2\), and the desired target output \(y\) in the second neuron, as shown in Figure 2A, we can define the most simplistic rule for Hebbian learning [10] as in Equation 7. If the neurons are spiking units, these values represent their decoded spike trains.

\[
W_{ij} = x_i y.
\]

When progressive updates are desired, we can add a learning rate \(\alpha\) and decompose it into an anti-Hebbian rule, defined in Equation 8, and a Hebbian rule, defined in Equation 9.

\[
\Delta W_{ij} = -\alpha x_i x_j,
\]

\[
\Delta W_{ij} = \alpha x_i y.
\]

With these rules, we can address the credit assignment problem in single-hidden layer networks. However, they cannot be used in multi-layer neural networks, like the one in Figure 2B, as we do not know the target outputs in the hidden layers. Target propagation [17], [18] is an alternative to backpropagation that computes a target output in every neuron instead of gradients. Its basic idea is to assign close values in the presynaptic neurons that hopefully lead to the desired values in the postsynaptic neurons. In our work, we mimic this idea with a much more simplistic approach. We introduce a novel method to approximate the target propagation’s main idea making use of the feedback alignment theory. For that, we first include feedback connections in our network. Then, in order to compute the target outputs in the hidden layers, the postsynaptic neurons forward their desired outputs (label) back through their feedback connections. Then, according to the feedback alignment theory [19], the neurons’ output when performing feedforward will tend to converge to the neurons’ output when performing feedback. Therefore, in a situation like the one shown in Figure 3, the value \(x_2\) will tend to come...
closer to $y_2$. Notice that $x_1$, $x_2$ and $x_3$ refer to the decoded output spike trains during the feedforward phase, $y_3$ refers to the desired decoded output value (label) and $y_2$ refers to the decoded output spike trains during the feedback phase. In this case, $y_2$ is obtained by propagating $y_3$ through the feedback connections.

In the same way, the feedback weights also need to be modified. When, for instance, a higher input current is desired in the postsynaptic neuron, the influence of excitatory presynaptic neurons (positive synaptic weights) should be increased, and the influence of inhibitory presynaptic neurons (negative synaptic weights) should be reduced. According to the feedback alignment theory, we can indirectly do this by increasing the feedback weights with the excitatory neurons, and reducing the feedback weights with the inhibitory neurons. We implement these feedback weights updates with a local anti-Hebbian and a local Hebbian based rules to accomplish biological plausibility. These rules are described by equations 10 and 11, using the same notation as in Figure 3.

\[ \Delta W_{ij}^{(fb)} = \frac{-\alpha x_i y_j}{W_{ij}^{(fw)}} \]  
\[ \Delta W_{ij}^{(fb)} = \frac{\alpha x_i y_j}{W_{ij}^{(fw)}}. \]  

Equation 10 describes an update while the information is forwarded back. Equation 11 describes an update once the information is sent back. For implementation purposes, they can be abstracted into one single rule, given in Equation 12.

\[ \Delta W_{ij}^{(fb)} = \frac{\alpha (y_j - x_i) y_j}{W_{ij}^{(fw)}}. \]  

Notice that $W_{ij}^{(fw)}$, which represent the synaptic weight of the forward connection, is included to take into account the type of synapse in the update (excitatory or inhibitory) through its sign. It works as a scaling factor too. $W_{ij}^{(fw)}$ is a local value to both the presynaptic neuron $i$ and the postsynaptic neuron $j$, so, in biology, it could influence updates in $W_{ij}^{(fb)}$. Also, combining Equations 8 and 9 and adjusting its notation, we obtain Equation 13.

\[ \Delta W_{ij}^{(fw)} = \alpha x_i (y_j - x_j). \]  

Hence, our learning mechanism consists of two phases, i.e. feedforward phase and feedback phase. During the feedforward phase, the feedback weights do not transmit information, and the forward weights are updated using the learning rule described in Equation 13. During the feedback phase, the forward weights do not transmit information, and the feedback weights are updated using the learning rule described in Equation 12. Using this set of rules, there is no need for a loss function and its optimization. These alternative provides more biological realism than, for instance, backpropagation, which is based on mathematical optimization concepts.

### E. Adaptive learning rate factor

Here, we also introduce a novel adaptive learning rate technique that drastically speeds up our simulations. It uses a learning rate value per synaptic weight, and varies according to the alignment between the forward neural activity and the feedback neural activity, i.e. $x_n$ and $y_n$ in Figure 3. After every feedback phase, if $x_n$ and $y_n$ have closer values than in the previous feedback phase, then the learning rate of the weight that connects to the neuron $n$ is increased. Conversely, if $x_n$ and $y_n$ have more distant values, the learning rate decreases. This technique could be compared with the momentum algorithm [54] for ANNs. We empirically found that a 2% increase/decrease in the individual learning rates when the above conditions are met is the optimal value. Since after some point during learning (when more detailed updates are needed), $x_n$ and $y_n$ stop coming closer, the learning rate factors start decreasing considerably. Therefore, these learning rate factors will tend to adopt small values at the end of the training.

### IV. EXPERIMENTAL PROCEDURE AND DISCUSSION

We conducted several experiments to evaluate our approach. In our networks, the first layer is in charge of encoding the input values into trains of spikes. Therefore, there are no feedback connections between the first and the second layer. Also, we did not explore complex topologies and only fully connected layers are used here. The forward and feedback weights are initialized randomly using a Gaussian distribution with a mean of 2.5 and a standard deviation of 1.0.

#### A. Boolean problems

While the AND and OR problems are easy to solve, the XOR problem poses some difficulty due to its non-linearity. This non-linearity makes it impossible to solve employing a single layer perceptron and, hence, a multi-layer extension is needed [55]. The boolean operations are shown in Table I. In our simulation, we used the value 0.01 instead of 0 to activate our LIF neurons.

<table>
<thead>
<tr>
<th>TABLE I: Boolean problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
</tbody>
</table>

The architecture employed in these problems contains four layers with 2-128-128-2 neurons. The starting learning rate
was 0.001, and the amount of lateral inhibition was 5mV. We let the models train for 20 epochs, though they could successfully learn the tasks in just a few epochs, as shown in Figure 4. With these results we proved that a multi-layer SNN with feedback connections trained with our learning method can solve simple linear and non-linear tasks perfectly.

Fig. 4: Training history of the tasks AND, OR and XOR.

B. Autoencoding task

In this task, we trained an autoencoder to learn a compressed representation of an image. For that, we used the MNIST dataset with normalized values. We did not use validation set to early stop the model. Instead, we used the training set to train our network until the training performance stops improving (5 epochs), and then test over the test set. The employed architecture contains 784-64-784 neurons, with a starting learning rate of 0.001 and a lateral inhibition of 1mV. We used Mean Squared Error (MSE) to measure the performance of the model. The resulting MSE over both the training and test set is 0.037. Notice that these values are computed with the normalized data. In Figure 5, we display some images from the test set after encoding and decoding it using our trained network. We can notice that the reconstructions closely resemble the original images. In addition, we trained a regular ANN with the same architecture using backpropagation for comparison purposes during 100 epochs. It reached an MSE of 0.0138 in both the training and test set. We can notice that the ANN performs better than our SNN. Something not surprising. Even the state-of-the-art approaches to biologically plausible learning are still far from performing comparably to ANNs trained with backpropagation. In the next task, we perform a comparison between state-of-the-art approaches to biologically plausible learning and an ANN trained with backpropagation, among others. Despite the difference, the performance measurement (MSE) of our approach and the ANN trained with backpropagation are in the same order of magnitude (0.0X) in this task, while the model was trained with considerably less epochs.

Fig. 5: Examples of reconstructed images from the test set with our trained neural network. Top row: original images. Bottom row: reconstructed images (encoded and decoded).

C. Handwritten digits recognition

In this task, we trained various multi-layer neural networks to perform handwritten digits recognition. Again, we used the MNIST dataset with normalized values, and we did not use validation set to early stop the model. Instead, we used the training set to train our network until the training performance stops improving (5 epochs), and then test over the test set. The starting learning rate of 0.001 and a lateral inhibition of 1mV. A comparison between different configurations and their performance can be found in Table II.

TABLE II: Comparison of different architectures over the MNIST dataset. Each model was trained for 5 epochs.

<table>
<thead>
<tr>
<th>Neurons per layer</th>
<th>Training accuracy</th>
<th>Test accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>784-200-10</td>
<td>90.0</td>
<td>90.3</td>
</tr>
<tr>
<td>784-400-10</td>
<td>90.9</td>
<td>91.1</td>
</tr>
<tr>
<td>784-1200-10</td>
<td>91.8</td>
<td>91.7</td>
</tr>
<tr>
<td>784-3000-10</td>
<td>91.5</td>
<td>91.2</td>
</tr>
<tr>
<td>784-200-200-10</td>
<td>89.9</td>
<td>90.5</td>
</tr>
<tr>
<td>784-1500-1000-500-10</td>
<td>88.9</td>
<td>89.0</td>
</tr>
</tbody>
</table>

We also compare our approach with others entirely biologically plausible learning methods in Table III. While some architectures provide small improvements compared to others, there seems to be a limit to learning. We hypothesise that it is due to the stochastic encoding process. We elaborate on this idea in the next section. We also consider in the comparison a multi-layer ANN trained using backpropagation. We did not tune the hyperparameters of this last network. Instead, we adopted the same parameters as with the best performing model in our approach: three layers with 784-1200-10 neurons and starting learning rate of 0.001 (Adam optimizer). The activation function in the last layer is a softmax, and ReLU in the hidden layers. The loss function used is MSE.

V. CONCLUSION AND FUTURE WORK

Current models of ANNs differ from BNNs in many aspects. Researchers are working to bridge this gap. However, there are still plenty of unknown details about the brain and the computation it performs. Seeking this goal, we present an innovative approach, constrained by biological limitations. This work intends to give a step towards brain-inspired neural networks rather than being a conclusive work. Our proposed learning method bases its foundations on recent brain-inspired elements: local plasticity rules, target propagation, feedback alignment and realistic models of neurons and synapses. In the same way, our learning mechanism does not explicitly use errors and does not minimize a loss function. Consequently, it achieves more biologically realism than other mathematical optimization-based solutions. We also introduce an adaptive learning rate technique that drastically reduces the training time. In all the tested tasks, the maximum performance is
TABLE III: Comparison with the state-of-the-art biologically plausible approaches. A “-” indicates that the value is not provided in the paper.

<table>
<thead>
<tr>
<th>Work</th>
<th>Description</th>
<th>Test acc. MNIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN (this paper)</td>
<td>3-layers fully connected ANN trained using backpropagation. For comparison purposes.</td>
<td>98.5</td>
</tr>
<tr>
<td><strong>STDP based approaches</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F. Ponulak et al. [34]</td>
<td>ReSuMe learning algorithm. Supervised learning. It employs STDP and anti-STDP rules.</td>
<td>-</td>
</tr>
<tr>
<td>A. Tavanaei et al. [39]</td>
<td>Supervised learning. It employs a locally approximated backpropagation using STDP and anti-STDP rules.</td>
<td>97.2</td>
</tr>
<tr>
<td>P. U. Diehl et al. [40]</td>
<td>Unsupervised learning. It employs a modified STDP rule and many neurons in the output layer. Then those output neurons are filtered to only 10.</td>
<td>95.0</td>
</tr>
<tr>
<td>Y. Hao et al. [41]</td>
<td>Supervised learning. It employs a rewarded-modulated STDP rule.</td>
<td>96.7</td>
</tr>
<tr>
<td>M. Mozafari et al. [43]</td>
<td>Supervised learning. It employs a rewarded-modulated STDP rule and a deep convolutional architecture</td>
<td>97.2</td>
</tr>
<tr>
<td><strong>Non-STDP based approaches</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. Hussain et al. [44]</td>
<td>Supervised learning. It is based on Hebbian learning with binary synapses. Instead of update the weights, it performs structural modifications in the network.</td>
<td>90.3</td>
</tr>
<tr>
<td>R. Gütig et al. and Zhao et al. [33], [56]</td>
<td>Tempotron learning algorithm. Supervised learning. It is based on Hebbian learning, and it is designed to classify spatiotemporal patterns of spikes.</td>
<td>91.3</td>
</tr>
<tr>
<td>J. Guerguiev et al. [45]</td>
<td>Supervised learning. It uses dendritic compartments in the neurons to compute local errors. It employs a local version of gradient descent.</td>
<td>96.3</td>
</tr>
<tr>
<td>F. Zenke et al. [36]</td>
<td>SuperSpike learning algorithm. Supervised learning. It employs local Hebbian learning rules. It uses a gradient descent approach based on the neurons’ membrane potential.</td>
<td>-</td>
</tr>
<tr>
<td><strong>Ours (this paper)</strong></td>
<td>Supervised learning. It employs Hebbian learning. It is based on target backpropagation and feedback alignment to enable learning. Errors can be computed locally as a difference between neural activities.</td>
<td>91.7</td>
</tr>
</tbody>
</table>

reached within the first 5 epochs, unlike some state-of-the-art approaches (e.g. the approach in [39] employs around 1200 epochs). Our approach was able to successfully solve a set of linear and non-linear tasks and a single autocoding task. Furthermore, our approach performs comparably to other biologically plausible non-STDP-based works in the handwritten digits recognition task. On the other hand, the used coding scheme, time-weighted spike counting, is not the optimal one. Since the encoding is based on a Poisson random process, the resulting scheme is stochastic. It introduces randomness during the learning process, which leads to the use of non-accurate information during the weights updates. While other learning mechanisms considered in the comparison achieves high performance over the training set and moderate performance over the test set (e.g. Zhao et al. [56] achieve 99.36% acc. over the training set and 91.3% acc over the test set), our approach seems to have a limit in the learning. During training, very detailed and accurate weight updates are needed after a certain point. This added noise keeps the network from achieving the needed detailed updates. We hypothesize that this is the reason why, as shown in Table II, the networks seem to reach a limit in learning around the same performance measurement (for both training and test). A biologically plausible alternative to this coding scheme is to use a temporal encoding with only one spike per spikes train. That is, the timing of individual spikes. With this alternative, information can be accurately encoded and decoded, with the values represented by one spike through the temporal dimension. We are confident that replacing the current stochastic encoding/decoding scheme with a highly accurate temporal scheme would lead to very improved efficiency. In addition, evaluating the proposed learning mechanism with more complex topologies (convolutional, recurrent, etc) or architectures (deeper networks, ResNet, UNet, etc) and over more complex tasks (object recognition, medical image segmentation, etc) would be desirable as well.
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