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Abstract
The way quality of assessment has been perceived and assured has changed considerably 
in the recent 5 decades. Originally, assessment was mainly seen as a measurement prob-
lem with the aim to tell people apart, the competent from the not competent. Logically, 
reproducibility or reliability and construct validity were seen as necessary and sufficient 
for assessment quality and the role of human judgement was minimised. Later, assessment 
moved back into the authentic workplace with various workplace-based assessment (WBA) 
methods. Although originally approached from the same measurement framework, WBA 
and other assessments gradually became assessment processes that included or embraced 
human judgement but based on good support and assessment expertise. Currently, assess-
ment is treated as a whole system problem in which competence is evaluated from an inte-
grated rather than a reductionist perspective. Current research therefore focuses on how to 
support and improve human judgement, how to triangulate assessment information mean-
ingfully and how to construct fairness, credibility and defensibility from a systems perspec-
tive. But, given the rapid changes in society, education and healthcare, yet another evolu-
tion in our thinking about good assessment is likely to lurk around the corner.

Keywords  Assessment · History · Programmatic assessment · Workplace based assessment

Introduction

This special issue provides a perfect opportunity to reflect on where we are at the moment 
in health professions education and where we have come from. We would not be exag-
gerating by claiming that this Journal has played an important role in this history. Right 
from the start, under the leadership of its founding editor-in-chief, it has contributed to 
the development of strong research approaches in health professions education research. 
We must acknowledge as well that although Geoff Norman, as founding editor-in-chief, 
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came from a quantitative, experimental research tradition, there has always been room in 
the journal for breadth and research of different ontological, epistemological, theoretical 
and methodological backgrounds. This breadth, but with the requirement of scientific rig-
our, has made the journal one of the important ones in the field.

In this paper we want to describe our perspective on the history of assessment in medi-
cal education, and it has been an interesting one. It has been marked by both evolutionary 
and revolutionary changes. Current views on what constitutes good assessment in medical 
education differ vastly from, for example, 50 years ago. Some wonder whether this really 
means that the current state is better or that we are just following new fads. It may come as 
no surprise that we are convinced that assessment has evolved and is better now. We would 
also contend that this is due to a logical sequence of developments, where each one built 
and improved upon insights of the previous. Therefore, in this paper we want to describe 
history of developments in assessment of medical competence from the 1960s to the cur-
rent time.

In doing so, we realise that in every description of history, choices have to be made as 
to what to include and what not. For instance, we want to declare here that whenever we 
speak about ‘assessment’ in this paper we pertain to assessment in medical education. This 
is perhaps a limitation because there are many health professions education disciplines 
that have made important contributions the to the developments in assessment and perhaps 
even earlier or better, but we may not be across that vast body of literature well enough. We 
also had to choose a certain narrative and aggregation in our description and we have made 
those choices trying to gauge what we think is most meaningful to most readers. In this 
article we will describe the developments in three phases: ‘assessment as measurement’, 
‘assessment as judgement’, and ‘assessment as system’. We do not want to suggest there 
to be a sharp delineation in time between these three phases; they did overlap considerably 
and also informed each other in an iterative way.

Assessment as measurement

Assessment research and development in medical education in the 1960s aimed at pro-
ducing more structured, standardised and ‘objective’ assessment, because of dissatisfac-
tion with prevailing practice, which was often seen as subjective, unreliable and biased. 
Much was learnt and copied from test psychology. Test psychology as a discipline already 
had a well-developed measurement paradigm focussing on measuring personality char-
acteristics with standardised methods, for example intelligence, motivation or extraver-
sion/introversion. The most widely known examples of such personality trait tests are 
the Wechsler Adult Intelligence Scale (WAIS) or the Minnesota Multiphasic Personality 
Inventory (MMPI). This had several implications for our views in assessment research and 
development.

The first and most obvious implication was the view that competence could and even 
should be captured purely quantitatively and that it could be expressed as a (single) score. 
In this view, assessment design was mainly a psychometric measurement problem. So, 
unsurprisingly, the hallmarks of assessment quality were construct validity and reliability.

Reliability was not defined in the everyday meaning of the word, such as “the qual-
ity of being able to be trusted or believed because it is  working or behaving well” but 
merely as the extent to which scores would be reproducible across items, cases, examin-
ers, etc. or as internal consistency. At that time there was general agreement on the notion 
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and importance of reliability. Validity in educational assessment, on the other hand, was a 
more disputed concept. This was exemplified in the early 1980s by an interesting polemic 
between Robert Ebel and Lee Cronbach (Cronbach 1983; Ebel 1983). Cronbach argued, in 
line with his landmark publication about construct validity, that an assessment can only be 
valid if its scores ‘behaved’ in alignment with the assumptions about the construct (Cron-
bach and Meehl 1955). As a simple example, if an assumption is that expert clinicians 
are better medical problem solvers than lesser experts, a test for clinical problem solving 
should lead to higher scores for experts than for lesser experts. If our instrument finds that 
candidates of intermediate expertise outperform expert—a finding from the patient man-
agement literature—this argues against the construct validity of the instrument. But it can 
also be the other way around, if we assume that there is one best way of clinical reason-
ing for each medical problem and we find that an assessment instrument shows dissent 
amongst experts rather than consensus, this may challenge our theoretical assumptions 
about the construct (Young 2019). Ebel on the other hand, argued that educational assess-
ments were not psychological tests and therefore, validity has to be built into the test, for 
instance by careful blueprinting and item writing. In short, the former view sees each item 
only as meaningful to the extent to which it contributes numerically to the total score and 
the latter sees each item as intrinsically meaningful and the score as a summary statement 
(Ebel 1983).

Another implication from mimicking assessment design on test psychology was to 
define medical competence as a combination of personality traits; typically, these were, 
‘knowledge’, ‘skills’, ‘attitudes and ‘problem-solving ability’. And, like assumptions in 
test psychology, these individual attributes were assumed to be generic and independent. 
A popular view at the time was that each of these could be measured independently of 
the others. For example, it was held that problem-solving ability could be measured inde-
pendently of knowledge, or that an assessment of skills—such as the OSCE—should not 
include knowledge aspects (Van der Vleuten and Swanson 1990).

When assessment is seen as a measurement of competence it is only logical to also 
strive to make it objective. Therefore, much of the assessment design aimed at minimising 
the role of human judgement, and structuring and standardisation were seen as important 
ways to increase reliability of the assessment.

Another consequence of using psychological testing as the basis for assessment design 
pertains to the definition of its purpose, namely, to tell people apart. Psychological tests are 
typically designed to tell people apart based on their personality traits; high extraversion-
low extraversion, high and low intelligence, etc. so it was almost inevitable that assess-
ments of that time were also designed to tell people apart: high competence and low com-
petence. This way of thinking is still dominant in widely used item parameters such as 
Discrimination Index or Item-Total correlations. Although telling people apart may be one 
of the purposes of assessment in some contexts—especially in assessment of learning- in 
the early era of test development it was generally seen as the only one: students were cat-
egorised into ‘sufficiently competent’ and ‘not sufficiently competent’. Incompetent or not-
yet-competent students cannot progress to the next phase and would have to either resit the 
exam at some point in time to be allowed to progress. This was common practice under the 
assumption it would automatically lead to graduating only highly competent students.

In itself, the thinking of this era was not incoherent, but research findings and new ways 
of thinking gave rise to some critical concerns. Research, for example, showed that sub-
jectivity is not the main source of unreliability, but poor sampling strategies are (Swan-
son 1987; Swanson and Norcini 1989). Poor sampling mainly leads to lack of reliability 
because of domain specificity (Swanson and Norcini 1989; Eva et al. 1998; Eva 2003); the 
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way a candidate solves a problem or item on a test is a poor predictor of how they would 
solve any other problem, and consequently high numbers of cases or items are needed to 
produce a sufficiently generalisable or reliable result. Moreover, the notion of objectivity 
was challenged (Norman et  al. 1991; Van der Vleuten et  al. 1991). Increasingly, it was 
acknowledged that assessment is always a process of collecting information about a learn-
er’s achievement and progress and valuing it. This ‘valuing’ always incorporates human 
judgement. Even the most structured multiple-choice test is preceded by a process that 
includes a series of human judgments: blueprinting, standard setting, relevance of items to 
include, wording of items and so on.

Another important finding was that traits could not be measured as independently of 
each other with different forms of assessment as previously thought (Norman et al. 1985; 
Norman 1988; Van der Vleuten et  al. 1988). The ‘holy grails’ in assessment in medical 
education, clinical reasoning and problem solving, were found to be highly reliant on back-
ground knowledge, and so logically, performance does not generalise well across content 
(Swanson et al. 1987). Counterintuitively though, performance does generalise well across 
assessment formats (Norman et al. 1985). If for example, similar content was asked using 
open ended questions and multiple-choice questions, correlations were extremely high 
(Ward 1982; Schuwirth et al. 1996). Even when students’ performance on a written test on 
clinical skills was compared to an actual OSCE, performance generalised surprisingly well 
(Van der Vleuten et al. 1988).

Assessment as judgement

A notable change in thinking about assessment took place in the 1990s. Discontent with 
the dominance of the measurement ‘paradigm’ grew, mainly because in this paradigm only 
certain, limited aspects of competence can be captured. A paper by Boud et al. illustrates 
this clearly by arguing that assessment should also promote independence, thoughtfulness 
and critical thinking and that when assessment focuses purely on measurement, it runs con-
trary to achieving these aims (Boud 1990). It was further argued that assessment could only 
promote these values if the students were included as active and responsible stakeholders 
in the assessment process and were provided with meaningful feedback (Boud 1995). This 
may be more commonplace now but at the time this view was quite new. Up until then, the 
main ways through which assessment impacted on learning was by behaviourist mecha-
nisms, through reinforcement and punishment. Of course, the notions of formative assess-
ment and feedback existed, but in a system in which the summative aspects were aimed at 
telling people apart in a mainly quantitative way, the impact of formative aspects was often 
negligible (Harrison et al. 2015; Harrison et al. 2016).

How assessment drives learning is more complex than simply by punishment and 
reward, however. It is highly influenced by the way students construct meaning from the 
assessment (Cilliers et al. 2010, 2012). Three changes in thinking took place. First, the 
notion of competence was redefined as competencies rather than as personality traits 
(Hager and Gonczi 1996; Canmeds 2005). Until today, the notion of competencies is 
not undisputed and there are many definitions and uses. (Albanese et al. 2008; Govaerts 
2008) However, in general, competencies are an attempt to define the outcomes of medi-
cal education more meaningfully than traits. This is important because that opens up 
possibilities to also provide more meaningful feedback  to the learner, and thus foster 
their learning (Ericsson et  al. 1993). Second, because objectivity and standardisation 
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are not as essential to reliability as good sampling is, assessment could be allowed to 
move back into the authentic context (Norcini et al. 1995). This enabled the inclusion 
of more facets, such as critical thinking, professionalism, reflection and self-regulation 
in the assessment. Finally, there was a reappraisal of the role of human judgement in 
the assessment process (Epstein and Hundert 2002). This was not a return to the tradi-
tional ad-hoc and unreliable assessment practice of before; the ensuing workplace-based 
assessments (WBA) were developed using better knowledge and understanding around 
sampling, validity and reliability from previous research.

One of the perceived advantages of WBA over previous structured assessment meth-
ods such as the OSCE, is its ability to assess candidates in a real authentic setting. 
Authenticity has advantages in that it allows for the assessment of aspects which can-
not be tested with an OSCE, such as management under pressure, agile interaction with 
patients and navigating boundary conditions of healthcare systems. It must be kept in 
mind though, that authenticity is not automatically the same as validity (Cronbach and 
Meehl 1955; Swanson et al. 1987; Kane 2006).

As said before, validity is the extent to which the assessment assesses what it pur-
ports to assess. In the sense of ensuring validity, direct observation-based assessment or 
WBA is fundamentally different to standardised testing. In standardised testing, validity 
can be built into the method. For example, a multiple-choice test has its own validity 
and reliability built into it, and it can even be administered by computers. This is not 
the case in WBA, where human observation and interpretation are essential. In current 
validity theory (Kane) observation and interpretation by the examiner are essential for 
the first inference in the validity chain, and without it, validity cannot be established 
(Kane 2006).

Logically, the role of the examiner became more central with respect to validity and for 
this, examiners need to have sufficient expertise with regard to the clinical content of the 
WBA—or any other form of direct observation-based assessment—but also with regard to 
the assessment aspects, what to look for, how to interpret, where to draw the line between 
satisfactory and unsatisfactory performance, et cetera. We see this as a fundamental change 
from the previous phase with respect to assessment design. Instead of designing assess-
ment such that it removes the human judgement component—‘objective assessment’—it 
now had to be designed to embrace human judgement. But this so-called assessment lit-
eracy (Popham 2009) was, and often still is, a challenge in WBA context (Berendonk et al. 
2013). The importance of such assessment literacy was further demonstrated by Govaerts 
et al. (2011, 2012), who showed similarities between the cognitive processes in diagnosing 
disease and ‘diagnosing competence’.

Initially, indicators for quality of WBA approaches were also borrowed from test psy-
chology. For example, most WBA instruments still try to capture the complex observed 
performance in a single numerical outcome, studies look at reliability/generalisability 
of scores and scores are the summative part and feedback the formative part of WBA 
(Moonen-van Loon et al. 2013).

But gradually, different views emerged. A notable development was the realisation 
that standard psychometric quality criteria—construct validity and reliability—as the 
only hallmarks of assessment utility had their limitations. This was highlighted in the 
very  first issue of this Journal, when Van der Vleuten introduced a broader view on 
the utility of assessment than reliability and construct validity alone (Van der Vleuten 
1996). After that, several publications emerged which raised awareness for a broader 
conceptual understanding of quality in assessment. Schuwirth and Van der Vleuten 
made a plea for an extension of the ‘toolkit’ in psychometrics to provide more versatile 
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modelling to cater to the increasing variety in assessment (Schuwirth and Van der 
Vleuten 2006), and later with respect to programmatic assessment (Schuwirth and Van 
der Vleuten 2012). Important and perhaps even more foundational work in this area 
was done by Hodges and colleagues. cf. (Hodges and Lingard 2012; Hodges 2013).

This conceptual change of views was needed because the realisation grew that com-
petence and competencies are not simple, straightforward phenomena which can be 
captured and sufficiently summarised in a single numerical outcome. Instead, they are 
complex and multifaceted. For example, where formerly increasing quality in WBA 
was pursued by minimising variability between assessors, Gingerich et  al. (2015, 
2017) explored the nature of assessor variability from a different standpoint. They 
argue that different expert assessors may differ because they observe different aspects 
of a multifaceted phenomenon such as competence. So, rather than seeing them only 
as dissenting, they were now seen as potentially complementary. In a further paper she 
and co-authors explored the nature of any variability from three different perspectives: 
an error based perspective in which different assessors use different frames of refer-
ence or apply criteria incorrectly, assessor fallibility and cognitive biases as a result of 
cognitive load restrictions, but also as meaningful idiosyncrasy (Gingerich et al. 2014).

Obviously, the latter can be seen as contributing to the complementary nature of 
examiner variability, but the former two are logically seen as limiting the validity of 
direct observation-based assessment.

There may be other threats to validity as well. One may be leniency bias or unwill-
ingness to express concerns with a candidate in an attempt to avoid negative conse-
quences (Berendonk et  al. 2013; Shanahan et  al. 2019), or another may occur in any 
situation where the candidate is allowed to choose the case or their examiner.

The problems of incorrect frames of reference and application of criteria, cogni-
tive load restrictions and leniency bias can be typically counteracted by improving the 
assessment literacy of examiners through staff development. This is firstly, because 
expertise is always associated with efficiency (Chi and Rees 1982; Norman 1988; 
Boreham 1994; Norman 2009), and efficiency is associated with reduction of cognitive 
load (Van Merrienboer and Sweller 2005), and the same is likely to hold for assess-
ment literacy (Govaerts et al. 2011, 2012). Secondly, having a fit-for-purpose vocabu-
lary to support and defend one’s judgement plausibly improves agency and empow-
ers the assessor, and reduces the likelihood of differences between so-called private 
and public judgement, and leniency (Berendonk et al. 2013; Valentine and Schuwirth 
2019). Thirdly, because increased assessment literacy involves the development of a 
so-called shared subjectivity and shared narrative, reducing the likelihood of incorrect 
frames of reference or interpretation of criteria (Ginsburg et al. 2015, 2017; Cook et al. 
2016). Although this is still an area subject to much research, there are examples in the 
literature that show impressive effects from relatively minor adaptations. One example 
is the introduction of entrustable professional activities (Ten Cate Th 2005, Ten Cate 
Th and Scheele 2007) (EPA) as a form of narrative for judgement. How this works 
is best illustrated by a study by Weller et  al. (2014). By introducing an EPA-based 
scale in WBA the judgements supervisors were asked to make, mimicked more the 
high-stakes judgements they were used to be making about their registrars, so basically 
changing the rubric to one that better supported the supervisors’ existing expertise. 
This dramatically improved the psychometric properties of the assessment. The useful-
ness and validity of using EPAs in WBA contexts has been demonstrated for example, 
in general practice (Valentine et al. 2019), but more research in this area is definitely 
needed.
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Assessment as a system

Gradually, the realisation grew that education, competence and assessment are more com-
plex phenomena than originally thought (Durning et al. 2010). A new narrative emerged in 
which words such as ‘complexity’, ‘systems’ and ‘non-linear dynamics’ arose. These words 
have a longer history in other scientific domains, such as meteorology and physics, and for 
medical education they were not meant as one-on-one equivalents and, as Norman argued, 
nor should they (Norman 2011). Instead, they were indicators of a fundamental rethink 
about the ontological and epistemological foundations of ‘education’, ‘competence’ and 
‘assessment’, using the basis of systems theory (Checkland 1985; Ulrich 2001). In general, 
the main implications of this thinking were:

•	 Education is a  problem solving process which at any point in time may have multi-
ple equally acceptable solution pathways (i.e. educational  problem-solving processes 
like clinical reasoning are idiosyncratic processes)

•	 Yet, there are more or less fuzzy boundaries between acceptable and unacceptable solu-
tions and not it is not a matter of ‘just everything goes’

•	 At any point in time, the stakeholders need to be able to change tack if a solution path-
way is not optimal and for this, they need situational awareness, a repertoire of strate-
gies and the agility to change

Obviously, this also involved a rethink in assessment, from a methods-oriented approach 
to whole-systems approach. This is quite a fundamental change because until that time 
assessment typically operated by deconstructing competence into discrete, individually 
assessable units. However, that still left us with the huge challenge of reconstituting the 
complex phenomenon of competence from only few discrete elements. For example, even 
when an assessment programme contains 10 individual tests, each of those tests will only 
generate a binary result (pass/fail). That way, the reconstitution of competence will have to 
be done with those 10 binary data points. Using grades and weighting may only mitigate 
this problem slightly. Unfortunately, early uses of competencies did not seem to solve this 
problem either and they too used a reductionist approach with organisations often defining 
competencies, sub-competencies and even sub-sub-competencies, ad infinitum.

From an assessment point of view, programmatic assessment—or ‘making the whole 
course count’ as one of its similar developments in general education is named (Cooper 
et  al. 2010)—has attempted to combine the complexity views with the need to keep the 
assessment integrated and holistic. It is based on students and their teachers/supervisors 
constructing a meaningful holistic narrative rather than a set of individual measurements. 
One of the reasons why this change in thinking was deemed necessary is because in the 
earlier years of assessment the reconstitution of the ‘whole’ from the individual measure-
ment outcomes required hugely arbitrary decisions, such as ‘This assessment counts for 
40%’ or ‘The pass fail score is 55%’. Of course, approaching assessment as a system issue 
does not negate the need to make ‘ready to progress’/’not ready to progress’ decisions at 
some phases in the educational continuum. But these decisions must be made on the basis 
of meaningful triangulation of information from various sources, longitudinal data col-
lection, meaningful feedback with targeted learning activities and proportional decision 
making (Van der Vleuten and Schuwirth 2005; Van der Vleuten et al. 2012, 2015), always 
requiring a clear and transparent rationale behind each high-stakes decision.
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This change of approach has had significant implications for our conceptualisations of 
quality of assessment. For example, the process of triangulating assessment information 
across methods on similar content, rather than solely within method is different compared 
with traditional practice. Traditionally, assessment information was combined because it was 
of the same format. An OSCE station on knee examination and on abdominal examination are 
of the same format and that is why, traditionally, they were combined; poor performance on 
the one can be compensated for by good performance on the other. This practice is contrary to 
most evidence about generalisation though. Numerous studies have demonstrated that compe-
tence generalises better across formats than across content, whether it is with open-ended and 
multiple-choice tests (Ward 1982; Norman et al. 1987) or even comparing written and prac-
tice based tests (Van der Vleuten et al. 1988). But, triangulating information across formats 
requires a narrative rather than a numerical process, and historically numbers are often seen a 
more ‘objective’ and ‘reliable’ than words.

Others may argue that triangulation of information can be done reliably, and that assess-
ment practice would be best served by following the information collection and collation prin-
ciples in clinical health care provision (Schuwirth et al. 2017). But this is purely rhetorical. 
More recent research has therefore, focussed on the quality of narratives and how they can be 
used in the context of assessment. For instance, Ginsburg et al. published important work on 
how language is used in the support of forming judgements and communicating them. She 
and her co-workers explored the language used by consultants to conceptualise the perfor-
mance or their registrars (Ginsburg et al. 2010, 2015, 2017) and how stakeholders use and 
interpret these judgments and feedback. Cook and co-workers explored how narratives can 
become valid parts of an assessment, drawing on qualitative research methodological rigour 
(Cook et al. 2016). Valentine et al. studied the narratives expert assessors use when assessing 
clinical case write ups and how these are used to inform their judgements and feedback, as 
a sort of ‘symptomatology’ of competence (Valentine and Schuwirth 2019). Finally, Dries-
sen et al. showed how concepts of rigour in qualitative research can be applied to ensure rig-
our in the interpretation and decision making process in assessment at the organisational level 
(Driessen et al. 2005).

So, in summary, current research seeks to improve our understanding of the building blocks 
of judgement in assessment and how the so-called private judgement is formed and substanti-
ated. Research also explores how stakeholders conceptualise competence, communicate their 
judgements and feedback, and how they interpret it. Or, how validity of non-numerical out-
comes or judgements can be ensured, and how this can be done at a programme level. Addi-
tionally, in a study involving a large number of the world’s top assessment experts, Dijkstra 
et al. explored the issue of quality of assessment as a system and developed a framework for 
the quality of a programme of assessment (Dijkstra et al. 2010). By using a Delphi technique 
with a large group of international assessment experts, consensus was reached for a compre-
hensive set of design guidelines (Dijkstra et al. 2012).

Although the concepts of assessment as a system or programmatic assessment become 
more widely accepted, the implementation is far from easy. Because its fundamental philoso-
phy is so different to tradition, it runs contrary to that of many prevailing organisational cul-
tures (Watling et al. 2013; Harrison et al. 2017), and it requires a rethink about the nature of 
fairness of an assessment system that does not require reductionist and/or purely quantitative 
approach (Valentine et al. accepted for publication).
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The future of assessment

So, “where might all this be heading?”, would be an important question to answer. Mak-
ing predictions is not easy though, and often with hindsight, predictions of the past are 
mostly silly. If there had been any prediction modelling done in the mid-1800s it would 
probably have been that he quantity of horse manure was going to be the main issue to 
deal with in traffic. Yet, in medical education—or better, health professions education 
as a whole—considering future scenarios is a must as we educate healthcare profession-
als for the future. There are numerous technological and ensuing societal changes taking 
place that are likely to impact on health professions education and assessment. The most 
notable are the increasing availability of freely accessible information—not always knowl-
edge though—through open access journals and cognitive surplus; such as  freely avail-
able online instruction videos and resources (Shirky 2010). The emergence of distributed 
trust systems and peer economy models (Botsman 2017) are other examples. These will 
undoubtedly have an impact on what students expect from their education and assessment 
and how universities will have to design their education and curricula; from a knowledge 
and solutions-oriented perspective to a curation of problems perspective. These develop-
ments will also have an impact on assessment. Where the focus of much assessment at the 
moment is still on whether the student possesses sufficient knowledge, skills, competen-
cies and is able to apply them, there will inevitably be a shift toward the assessment of the 
extent to which a student is able to use all ICT affordances, incorporate them meaning-
fully in their development of competence and is able to balance ICT derived ‘competence’ 
with their organic brain competence in a complex practical environment. What we mean by 
this, is that modern students, though their continual access to ICT, have the affordances of 
communicating with multiple communities and collaboratives almost simultaneously. They 
also have modes of creation of artifacts of their learning and achievement far beyond paper 
and pencil—such as videos, podcasts, animated presentations, complex evolving diagrams, 
etc. (Friedman and Friedman 2008). The change in our thinking about assessment, assess-
ment quality and assessment practice will form a solid foundation for future health profes-
sions education developers and researchers to adapt to these changes, and we are sure that 
publications in Advances of Health Sciences Education will continue to play an important 
role in this future ‘history’.

Epilogue

The search for the perfect assessment approach continues and is probably never finished. 
This is logical, medical education and medical practice are currently facing possible dis-
ruptive changes. There have been multiple symposia about the impact of modern technol-
ogy on education and future healthcare at which future scenarios have been considered. 
The scenario that was considered most plausible by far is one in which healthcare providers 
are increasingly technology supported and or even technology substituted for those tasks 
that are traditionally the doctor’s main added value; to diagnose and determine therapeu-
tic management. Such future scenarios will require health professionals to have different 
skills, abilities and competencies, most likely in the humanistic domain. Patients will prob-
ably still need someone who can partner with and enable them in navigating their illness, 
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and who can help them make meaning of their situation. Obviously, this would require yet 
a new rethink of assessment.
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