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A B S T R A C T

Twenty years ago, the discovery of the blood oxygen level dependent (BOLD) contrast and invention of functional magnetic resonance imaging (fMRI) not only allowed for enhanced analyses of regional brain activity, but also laid the foundation for novel approaches to studying effective connectivity, which is essential for mechanistically interpretable accounts of neuronal systems. Dynamic causal modeling (DCM) and Granger causality (G-causality) modeling have since become the most frequently used techniques for inferring effective connectivity from fMRI data. In this paper, we provide a short historical overview of these approaches, describing milestones of their development from our subjective perspectives.
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Introduction

The advent of fMRI in the early 1990s revolutionized neuroimaging of the human brain. Beyond enhanced analyses of functional specialization, it enabled novel analyses of effective connectivity, i.e. the causal influences that neural units exert over another, opening new avenues to mechanistic accounts of neuronal systems. Prior to fMRI, such analyses could only be performed at the group level (with positron emission tomography, PET, data) or were restricted to parts of the brain near the scalp at limited spatial resolution (as in MEG/EEG studies). The first analysis of effective connectivity from fMRI data (which the authors are aware of) relied on a regression model describing modulatory interactions between human visual areas V1 and V2 (Friston et al., 1995). This approach was subsequently extended and became known as “psychophysiological interaction” analysis (Friston et al., 1997). At the same time, many fMRI researchers started using structural equation modeling (SEM; Büchel and Friston, 1997; Bullmore et al., 2000; Horwitz et al., 1999), whose utility for network analysis had previously been established for 2-deoxyglucose and PET data by Randy McIntosh (McIntosh and Gonzalez-Lima, 1994; McIntosh and Gonzalez-Lima, 1991). While
PPI and SEM have played an important role for establishing effective connectivity analyses, they either assume no (SEM) or fixed (PPI) temporal dependencies across data points (or their underlying causes) but do not estimate them from the data. Consequently, over the years, there was a growing sense that more powerful techniques were needed to exploit temporally resolved information contained in fMRI signals. This widespread notion was expressed at a landmark meeting that took place in May 2002: the first “Brain Connectivity Workshop” (BCW), organized by Rolf Kötter and Karl Friston in Düsseldorf (Lee et al., 2003; Stone and Kotter, 2002). At this meeting, a community was born that has since been shaping research on brain connectivity in neuroimaging and beyond (see www.brain-connectivity-workshop.org). It was at this meeting that two emerging techniques, dynamic causal modeling (DCM) and multivariate/vector autoregressive models (MAR/VAR), with and without reference to Granger causality (or G-causality), were first discussed in a wider forum, one year prior to the first publications (Friston et al., 2003; Goebel et al., 2003; Harrison et al., 2003). They have since become the most frequently used techniques for inferring effective connectivity from fMRI data.

It was not a coincidence that the first encounter of the authors, both of whom were PhD students at the time, took place at this meeting. One of us (KES) was a student of Rolf Kötter, developing a database of anatomical connectivity in primates (CoCoMac; Stephan et al., 2001) that Rolf would later turn into a freely accessible web repository (Kötter 2004). While the original goal of my CoCoMac work had been to provide anatomical constraints for large-scale biological models of brain function, I had become a little frustrated with the difficulties of verifying the goodness of such large-scale models and was now keen to learn more about the alternative approach, where simpler models are used to infer effective connectivity in circumscribed systems from empirical measurements. The other one of us (AR) had just gained his first experience with fMRI and diffusion-weighted MRI data at a time when 3T machines started becoming a new research standard and had started investigating G-causality for fMRI.

For both of us, the initial BCW meeting had an important influence on our scientific trajectories, setting up the stage for subsequent methodological and empirical work within the frameworks of DCM and G-causality, respectively. In this paper, we provide a short historical overview, written from our subjective perspectives, describing the history of developments in DCM and G-causality. A graphical summary of what we (subjectively) perceive as the most important milestones over the past decade is provided by Fig. 1. Due to the topic of this Special Issue of NeuroImage, this paper focuses on fMRI only, and we ask our colleagues to forgive us for not discussing in depth the contributions that DCM and GCM have made to the analyses of electrophysiological data. Similarly, we regret not being able to cover other approaches to causal modeling of fMRI data, such as graphical causal models (e.g., Ramsey et al. 2011) or extensions of SEM and its combinations with VAR (e.g., Gates et al. 2010, 2011).

Dynamic causal modeling

DCM for fMRI data was introduced in a seminal paper by Karl Friston, Lee Harrison and Will Penny in 2003 (Friston et al., 2003). Combining concepts from control theory and probability theory, DCM represents a Bayesian framework for specifying and comparing generative models of measured brain responses. These models provide estimates of neurophysiologically interpretable quantities, including (but not limited to) the effective connectivity among neuronal populations. While numerous types of DCMs have been implemented, all share five key characteristics (cf. Stephan et al., 2010): First, hidden (unobserved) neuronal dynamics are described by (potentially nonlinear and stochastic) differential equations. Second, DCMs are hierarchical models, where a forward model links the neuronal state equations to measured data. Third, DCM is based on the control theory concept of causality, describing how dynamics in one neuronal population causes dynamics in other populations, and how these interactions are modulated by experimentally controlled perturbations. Fourth, model inversion (fitting) rests on Bayesian principles, providing both posterior estimates of the parameters and an estimate of the model evidence. Fifth, the central goal of DCM is not to decide whether an experimental condition elicited an effect; rather it serves to compare the relative plausibility of alternative neurophysiological mechanisms that may have caused an established effect (i.e., model selection).

One of us (KES) joined Karl Friston’s group as a post-doc shortly before the initial DCM paper (Friston et al., 2003) was published. While attending the 2003 Human Brain Mapping meeting at New York, I read a preprint of the paper that Karl had given me. I was immediately attracted to the approach, for three reasons. First, I noted the close mathematical relation of DCM to General System Theory (Von Bertalanffy, 1969), which had been a source of inspiration for me since my undergraduate studies. Secondly, the paper introduced me to Bayesian inference techniques for dynamic systems, a field that I was unfamiliar with but found fascinating. I would spend the next years familiarizing myself with (varational) Bayesian techniques, a learning process that was greatly aided not only by Karl’s thoughtful supervision, but also by the help from my colleagues and friends in the FIM Methods Group at London, most notably Lee Harrison, Will Penny and Jean Daunizeau. And perhaps most importantly, I felt that the ambition of DCM to provide probabilistic estimates of “hidden” neuronal processes could provide one key methodology for my long-term research goal which started emerging at that time: developing model-based approaches for inferring pathophysiological processes and predicting optimal treatment in individual patients (Stephan, 2004; Stephan et al., 2006). Eight years later, I feel encouraged by proof-of-concept studies (e.g., Brodersen et al., 2011b; Moran et al., 2011b) that support the feasibility of establishing model-based diagnostics of individual patients in the future.

The initial DCM paper (Friston et al., 2003) drew on a number of important previous developments, including Bayesian techniques for identification of dynamic systems (Friston, 2002) and the hemodynamic “Balloon” model for BOLD signals (Buxton et al., 1998; Friston et al., 2000). With this biophysically motivated forward model, DCM was the first generative model of fMRI data which allowed for inference on effective connectivity at a neuronal level, not the BOLD level, and which could deal with potential confounds due to inter-regional variations in BOLD responses. Several refinements of this hemodynamic model have taken place since (e.g., Kiebel et al., 2007; Riera et al., 2004; Stephan et al., 2007b), and further future improvements are expected concerning, for example, the effects of different field strengths and acquisition techniques (Uludag et al., 2009) or the relative contributions of glutamatergic vs. GABAergic transmission.

The original DCM for fMRI used bilinear differential equations as a low-order approximation to any nonlinear system, describing how neuronal population dynamics arises from effective connectivity and its context-dependent modulation. Three major extensions have been suggested subsequently: (i) nonlinear DCMs which account for synaptic interactions and activity-dependent gating of connections

---

1 Both notations are common and interchangeable; for simplicity, we will use VAR throughout this paper.

2 We use the acronym DCM to refer both to the modeling approach and to a specific dynamic causal model.
(Stephan et al., 2008), (ii) two-state DCMs which represent separate excitatory and inhibitory populations within each region (Marreiros et al., 2008), and (iii) stochastic DCMs which account for endogenous fluctuations in fMRI signals and can also be applied in the absence of experimental control, e.g., resting-state fMRI (Daunizeau et al., 2009; Friston et al., 2011; Li et al., 2011). The latter DCMs were made possible by novel inversion techniques, such as Dynamic Expectation Maximization (DEM; Friston et al., 2008) or Generalised Filtering (Friston et al., 2010), which address the triple estimation problem of identifying states, parameters and hyperparameters in stochastic hierarchical system models.

The first application paper of DCM followed the original report (Friston et al., 2003) by just a few months. This was a paper by Andrea Mechelli et al. (2003), examining bottom-up and top-down mechanisms of object category processing in visual cortex. DCM for fMRI has since been used in approximately 150 empirical and methodological studies, addressing a broad range of neurophysiological and cognitive questions. Over the years, the application papers followed the methodological developments closely. A good example is Bayesian model selection (BMS), a generic procedure from probability theory for assessing the model selection (BMS), a generic procedure from probability theory.

Model inversion

- Bayesian parameter estimation of dynamic systems from fMRI [7]
- Variational Laplace [6]
- Bayesian inversion of stochastic models [9-11]

Dynamic causal modeling (DCM) Granger causality mapping (GCM)

- VARs G-coefficient LFPs [12,13]
- DCM for fMRI [14]
- VAR models for BOLD [15,16]
- GCM for fMRI [17]
- nonlinear DCM for fMRI [18]
- stochastic DCM for fMRI [19]

Bayesian model selection (BMS)

- BMS for VAR models [20]
- BMS for models of fMRI data [21]
- random effects BMS [22]
- family-level BMS [23]
- post-hoc BMS [24]

Conceptual extensions

- whole brain high-dimensional VAR models [25]
- between-brain GCM [26]
- anatomically informed priors [27]
- neurocomputational DCMs [28,29]

Validation studies

- in silico validation (large-scale neuronal model) [31]
- in vitro validation (conjoint fMRI & invasive recordings in rodents) [32]
- Switching LDS [25]
- generative embedding [34]


Two-state DCMs which represent separate excitatory and inhibitory populations within each region (Marreiros et al., 2008), and (iii) stochastic DCMs which account for endogenous fluctuations in fMRI signals and can also be applied in the absence of experimental control, e.g., resting-state fMRI (Daunizeau et al., 2009; Friston et al., 2011; Li et al., 2011). The latter DCMs were made possible by novel inversion techniques, such as Dynamic Expectation Maximization (DEM; Friston et al., 2008) or Generalised Filtering (Friston et al., 2010), which address the triple estimation problem of identifying states, parameters and hyperparameters in stochastic hierarchical system models.

The first application paper of DCM followed the original report (Friston et al., 2003) by just a few months. This was a paper by Andrea Mechelli et al. (2003), examining bottom-up and top-down mechanisms of object category processing in visual cortex. DCM for fMRI has since been used in approximately 150 empirical and methodological studies, addressing a broad range of neurophysiological and cognitive questions. Over the years, the application papers followed the methodological developments closely. A good example is Bayesian model selection (BMS), a generic procedure from probability theory for assessing the model selection (BMS), a generic procedure from probability theory. Formally, this corresponds to specifying a prior density on models such that those models considered implausible are assigned a prior probability of zero.
deal with situations where the optimal model may differ across subjects and groups, as in clinical studies (e.g., Banyai et al., 2011).

Personally, I find that one of the most important aspects of DCM is that it forces one to formalize and make explicit one’s set of hypotheses (i.e., the model space) and how exactly they are compared. Neuroimaging analyses have often been conducted in an exploratory way, and this tendency has been further reinforced with the popularity of “resting-state” studies. While exploratory analyses of fMRI data are certainly useful (and indeed mandatory) as long as systems are not well understood, the richness and complexity of their results can invite unconstrained interpretations and post-hoc injection of meaning. Instead, exploration should be used to generate initial hypotheses; these hypotheses then need to be represented as models whose relative plausibility is tested by subsequent studies. This is precisely the typical sequence of a DCM study, where the results of initial mass-univariate analyses motivate a set of hypotheses which are transcribed into competing DCMs that are then compared using one of the BMS variants described above.

**G-causality modeling**

The application of G-causality to fMRI data was introduced in 2003 in a paper by Rainer Goebel et al. (2003) and then further extended and validated in a following publication (Roebroeck et al., 2005). Thus, one of us (AK) was heavily involved in its development. Already before we met, Rainer and I were both influenced by the same animal studies that introduced the use of autoregressive modeling for spectral analysis (Ding et al., 2000) and G-causality modeling (Bernasco and Konig, 1999; Freiwald et al., 1999) of electrophysiological recordings. When subsequently starting my PhD studies on the analysis of structural and functional brain connectivity using MRI techniques with Rainer, we asked whether G-causality could be applied to fMRI data despite the sluggishness of the BOLD response. We were further inspired by the application of Volterra kernel expansions to fMRI connectivity analysis (Friston et al., 2000) and decided to evaluate the usefulness of G-causality in fMRI effective connectivity modeling. The fundamental motivation for exploring this was the principle, also expressed above, that complex data modeling efforts must be a symbiosis between exploration of the model space and prior assumption constrained hypothesis testing. A delicate balance must be struck between the two: too much exploration might lead to meaning injected into small parts of a large body of results; too many constraints on a model space without rigid justification might lead to bias at the level of model inference. Therefore our aim was to add exploration oriented techniques for connectivity to complement the hypothesis driven ones that were already available (or becoming available) at the time, such as SEM and DCM. In parallel to our efforts, Pedro Valdes-Sosa also explored the use of whole brain autoregressive modeling, aided by sparse regression methods, interpreted in the framework of G-causality (Valdes-Sosa, 2004; Valdes-Sosa et al., 2005), and Lee Harrison explored bilinear extensions of VAR models for fMRI effective connectivity (Harrison et al., 2003; albeit outside the context of G-causality).

The implementation of connectivity exploration in these initial papers was led by two guiding ideas. First and foremost, effective connectivity models can be constructed that consider many or all regions in the brain as potential network nodes. This exploration of the structural model (the set of assumptions that determine what—which set of regions can interact) can avoid the missing region problem: spurious inference on connectivity due to regions left out of the model, for instance a source of common input (Roebroeck et al., 2011a). Thus the initial publications focused on mapping G-causality over the entire brain (Granger Causality Mapping, GCM; Goebel et al., 2003; Roebroeck et al., 2005) and whole brain G-causality analysis aided by high-dimensional regression approaches (Valdes-Sosa, 2004; Valdes-Sosa et al., 2005; see also the recent work by Garg et al. 2011). Second, for the structural model to be permissive enough to allow for this exploration, the dynamical model (the signal equations that determine how regions interact) must contain rather strongly directive assumptions. Here, the concept of G-causality dictates that past information of a causing time series must predict present or future values of a caused time series, given that other relevant information is taken into account.

In the initial phases of development of fMRI G-causality mapping a lot of thought went into what is clearly its greatest challenge: the presence and variability over the brain of the hemodynamics that intervene between neuronal population activity and measured BOLD signals. In our thinking we separated this into two sequential validation steps, the results of which were eventually reported in Roebroeck et al. (2005). In the first, we asked whether the combined aggregating effect of the sluggish hemodynamics and the relatively sparse temporal sampling of the BOLD signal (even if assumed to be the same in all regions) makes application of G-causality to fMRI possible at all. Extensive ground-truth software simulations led to some hesitation in the case of fully multivariate models but, encouragingly, bi-variate G-causality results could be used with high sensitivity and specificity. Given this result, in the second step, we asked ourselves whether the variability of the hemodynamics within the brain could lead to loss of sensitivity or bias in estimates of the strength and direction of causality if that variability was simply ignored. To us, the obvious but uninformative answer was: yes. When the variability of hemodynamic delays in two regions around an equal average delay approaches the size of neuronal delays, sensitivity is lost. When a systematic difference in mean delay between two regions exceeds neuronal delays, bias in careless directionality estimates will ensue. To our minds, the limited informativeness of this answer lay in the uncertainty, spanning orders of magnitude, about the relevant neuronal delays and hemodynamic variability. In the human brain, neuronal conduction delays are 10 or 20 ms at most, but event related potentials (ERP) related to perceptual or cognitive processes are measured in hundreds of milliseconds and a few challenging tasks (such as the so-called clock-task; Formisano et al., 2002), have measureable fMRI responses seconds apart. Hemodynamic variability between brain areas has been reported to be on the order of hundreds of milliseconds extending to over a second, although this variability has sometimes included task-related neuronal delays (which are thus tacitly assumed to be negligible). Our internal consensus was that ignorance of the intervening role of hemodynamics in this context is careless, but a downright dismissal of all relative temporal structure of fMRI signals could be equally wasteful of potentially useful information. Rather than pursuing either of these extreme strategies we felt—and still do—that a careful interrogation of temporal order structure in fMRI data should start (but not end) with looking for experimentally induced changes in the detected G-causality. Much of these thoughts and discussion were expressed in writing in Roebroeck et al. (2005). The initial publications led to an increasing wave of studies investigating directed interactions in the brain by fMRI G-Causality analysis. Although (with very few exceptions) these studies have all shown awareness of the hemodynamic variability confound, the ways and means by which it is accounted for are almost as diverse as the applications they investigate, which is perhaps why it has been a source of some discussion in more recent years (see below).

It is important to stress that the concept of G-causality is historically not at all bound to discrete-time autoregressive modeling (cf. Granger, 1980), although it is often (wrongly) equated with it. Conversely, VAR models of effective connectivity do not necessarily refer to the concept of G-causality, e.g., (Harrison et al., 2003; Ryali et al., 2011). Early on in the neuroscience context, G-causality was instantiated in nonlinear models (Freiwald et al., 1999) and time-varying models for non-stationary data (Havlicek et al., 2010; Hesse et al., 2003), and it has been framed in terms of non-parametric spectral factorization (Dhamala et al., 2008). In fact, Valdes-Sosa et al.
Model validation

Model selection is not about finding the “true” model. Generally, models are never “true” or “false” in an absolute sense (with the exception of synthetic data where the underlying generative model was constructed and is thus known). Instead, models are deliberately simplistic caricatures of the real world, aiming to unmask a particular mechanism that is not visible from the high-dimensional data. As the famous saying by Box and Draper (1987) puts it: “Essentially, all models are wrong, but some are useful” (p. 424). Determining whether or not a model is “useful” for a particular application domain requires systematic studies of the model’s reliability and its face, construct and predictive validity. Simply put, we need to know what can and what cannot be safely inferred from our models. For example, even when a model is well motivated by theory and prior knowledge, it is possible that it allows for inference on certain (neuronal) mechanisms, but not on others, due to conditional dependencies among parameters that are typical for biological systems (Gutenkunst et al., 2007; Stephan et al., 2007b). In technical terms this is the question of identifiability of parameters and state trajectories. For these aspects of face validity, numerical analyses and simulation studies with known “ground truth” play an important role.

These in silico approaches have played a major role during the history of both DCM (e.g., Friston et al., 2003; Lee et al., 2006; Stephan et al., 2008; Stephan et al., 2009a) and G-causality models (e.g., Roebroeck et al., 2005; Ryali et al., 2011; Schippers et al., 2011; Smith et al., 2011a; Smith et al., 2011b). While the merits and plausibility of each simulation study need to be examined carefully case-by-case, it is clear that they have greatly contributed (and continue to do so) to our understanding under what conditions certain aspects of model-based inference may fail, and which other aspects may remain robust.

The most difficult challenge, however, is to establish the predictive validity of models. This requires one to test how a model performs in relation to external criteria that are independent of the data to which the model is fitted. In the history of DCM and G-causality models, such tests of predictive validity follow three major strategies. One way is to assess how well “unseen” (test) data can be predicted based on model parameter estimates obtained from known (training) data (for example applications, see Smith et al., 2010, and Brodersen et al., 2011a). This ‘training-set/test-set’ logic has the additional advantage that can be used for structural model selection for fMRI (cf. Roebroeck et al., 2011b). A second approach is to validate models against external (independent) labels or facts, for example, known diagnostic states of individual patients or their individual treatment response (e.g., generative embedding; Brodersen et al., 2011b). The third and most widely used approach to date for addressing the predictive validity of DCMs and G-causality models tests whether a given model can infer known or measurable consequences of a controlled experimental intervention. This approach requires carefully planned invasive studies in animals (e.g., neurochemistry, electrical stimulation, genetic manipulations or lesions) or humans (e.g., neuropharmacology). While an increasing number of such studies have been performed in recent years, they have mainly addressed the validity of DCMs for electrophysiological data (e.g., Moran et al., 2008; Moran et al., 2011a; Moran et al., 2011b); in contrast they have been relatively rare for models of fMRI data. One important exception is the study by David et al. (2008) who obtained simultaneous fMRI and invasive electrophysiological measurements from rats with a genetically defined type of epilepsy. Using the electrophysiological data for establishing a “ground truth”, they asked whether models were capable of inferring, from fMRI data alone, in which region the seizure originated. They found that DCM was capable of doing this, despite profound regional variations in the shape and latency of the BOLD signal; these confounding effects, however, were accounted for by the hemodynamic forward model in DCM. A VAR model of G-causality was also capable of identifying the seizure origin, but only once this model was augmented with a hemodynamic deconvolution procedure (which, however, did not operate on the BOLD data alone but was informed by the simultaneous electrophysiological recordings, in the same way as the DCM analysis, using it as driving input to the model). Overall, this study demonstrated empirically that a hemodynamic forward model can be critical for unconfounded inference on effective connectivity from fMRI data, a notion that has been discussed extensively during the history of effective connectivity models for fMRI data (Friston et al., 2003; Gitelman et al., 2003; Roebroeck et al., 2011a; Stephan et al., 2004).

Controversies and points of convergence

The paper by David et al. (2008) and an associated commentary (Friston, 2009) sparked a lively debate on the pros and cons of DCM and G-causality models for inferring effective connectivity from fMRI data. This led to a series of articles in NeuroImage (e.g., Daunizeau et al., 2011; David, 2011; Friston, 2011a; Roebroeck et al., 2011a, b; Valdes-Sosa et al., 2011) and other journals (Friston, 2011b; Roebroeck et al., 2011c) that discussed differences between the approaches and potential problems, such as neurophysiological interpretability and unknown uncertainty of model parameters in GCM, or robustness of variational Bayesian procedures and issues of structural model selection in DCM. However, there are also points of convergence that were discussed in these papers. For instance, hemodynamic forward models, once the unique hallmark of DCM, have recently been integrated into state space models of an extended VAR type (Ryali et al., 2011; Smith et al., 2010). In turn, DCM has been augmented to include random innovations, albeit assuming temporally smooth as opposed to Markovian noise in VAR models (Friston et al., 2010; Li et al., 2011). A final summary paper written by authors representing both approaches (Valdes-Sosa et al., 2011) reviewed these constructive discussions and future possibilities of integration, concluding that “We are not saying that DCM and GCM are equivalent, but rather that an integration is possible within a Bayesian state space modeling framework and the use of model comparison methods.”
Where do we go from here?

It is probably fair to say that G-causality models and DCM for fMRI have considerably expanded the tool-kit for fMRI data analysis and have already provided potentially important results for various domains of cognitive neuroscience. However, it is also fair to say that much methodological work remains to be done. As discussed above, this concerns model validation in particular. For this, we believe that close collaborations between modelers and neurophysiologists are crucial and should be sought more actively in the computational neuroimaging community.

Another challenge for the future concerns novel application concepts that go beyond “classical” effective connectivity analyses. Here, several innovative approaches have surfaced over the past few years and are likely to play a major role in future. For example, one popular theme has been the analysis of structure–function relationships in neuronal systems by juxtaposing estimates of functional or effective connectivity to estimates of anatomical connectivity obtained by diffusion-weighted imaging (e.g., Koch et al., 2002; Upadhyay et al., 2008). Although useful, this approach has remained largely descriptive, and a more formal way is to incorporate the anatomical information directly in the definition of the prior densities that specify a model of effective connectivity. For example, such “anatomically informed priors” can be used to tune the prior variance of coupling parameters in a DCM and establish a mathematical relationship of how anatomical connectivity constrains effective connectivity (Stephan et al., 2009b). Future extensions of this approach will have to take account of the bias and variance that can exist in tractography results (probabilistic or deterministic; e.g., due to low spatial resolution; Roebroeck et al., 2008).

A second domain of innovation concerns models for “multimodal fusion”, e.g., formally integrating models of fMRI and EEG data. The ultimate goal would be to specify a generative model accounting for all simultaneously acquired data; this would consists of a single neuronal model that is linked by separate forward models to the different measurement types (Daunizeau et al., 2010; Deneux and Faugeras, 2010; Riera et al., 2007; Rosa et al., 2010; Valdes-Sosa et al., 2009).

A third important recent development is the integration of computational models of learning into DCMs, thus enabling one to test for the expression of prediction error dependent plasticity in specific neuronal circuits (den Ouden et al., 2009; den Ouden et al., 2010). Such neurocomputational models have considerable potential as non-invasive assays of synaptic function and neurmodulatory regulation, for example in model-based classification of psychiatric spectrum diseases (Stephan et al., 2006). Clearly, careful and systematic validation studies will be required to test the robustness of model-based inference for clinical applications. Ideally, validation of such models in pharmacological and animal studies will go hand-in-hand with their application to real-world problems, such as predicting treatment responses or inferring pathophysiological states (e.g., Brodersen et al., 2011b).

Finally, the advent of ultra-high field fMRI has greatly increased the level of spatial detail that is accessible with this technique. For instance, fMRI at 7T provides sufficient spatial resolution to resolve orientation column maps in human primary visual cortex (Yacoub et al., 2008) and axis-of-motion maps in the human middle temporal motion area MT (Zimmermann et al., 2011). Potentially, this ongoing development can shift the level of causal and computational modeling for cognitive and translational neuroscience down to cortical columns and layers, arguably the fundamental mesoscale at which computational units of the brain operate. Importantly, having more fine-grained data will not obviate the need for careful modeling. On the contrary, as our methods for data acquisition become progressively refined, models of the neuronal causes underlying our measurements become ever more necessary to avoid drowning in complexity. Hopefully, by the time NeuroImage publishes its next anniversary issue of fMRI in 10 years or so, we will see some models that have passed rigorous validation studies and have entered the practical application domain, solving important real-world problems, e.g., in clinical diagnostics.
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