Bootstrap sequential tests to determine the order of integration of individual units in a time series panel
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We propose an approach to investigate the unit root properties of individual units in a time series panel or large multivariate time series, based on testing user-defined increasing proportions of hypothesized I(0) units sequentially. Asymptotically valid critical values are obtained using the block bootstrap. This sequential approach has an advantage over multiple testing approaches as it can exploit the (cross-sectional) dimension of the system, which the multiple testing approaches cannot do effectively. A simulation study and an empirical application are conducted to analyse the relative performance of the approach in comparison with multiple testing approaches. These demonstrate the usefulness of our method, in particular in systems with a relatively small time dimension.
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1. INTRODUCTION

Over the last decade, a large number of unit root tests have been designed that can be applied in large multivariate time series and panel data. While most of these tests have the null hypothesis that all individual series, or units in the panel terminology, have a unit root, the alternative hypothesis typically differs. Some tests have the alternative hypothesis that some series are stationary.

A rejection for such a test is hard to interpret; maybe only a small fraction of the units is stationary, or maybe all units are stationary. These two opposites will usually have very different consequences for the interpretation of the tests, yet there is no way to distinguish. Other tests have as alternative hypothesis that all units are stationary. While this alternative hypothesis might seem to help interpreting a rejection, these tests also have power if not all units are stationary (cf. Westerlund and Breitung, 2013, Fact 2), and hence, a rejection is not evidence that all series are indeed stationary. Pesaran (2012) considers the interpretation of a rejection of a panel unit root test and argues that a rejection (for large enough cross-sectional dimension) should be interpreted as the finding that a fraction $\delta > 0$ of all units is stationary; therefore, in the event of a rejection, the rejection should be supplemented with an estimate of $\delta$ to measure the economic importance of a rejection.

It is therefore important to consider methods that provide more information than just a rejection for the whole panel. In particular, methods that provide an estimate of the proportion of stationary units or that find which units are stationary are required. An estimate of the proportion may be sufficient, but often, one needs to classify the stationary and nonstationary units as well, for example, if the units in the panel can be split into subsets based on certain characteristics and the order of integration may depend on those. Note that such methods are not intended as a substitute for conventional panel unit root tests; rather, they can be used as a supplement to a conventional panel unit root test as recommended by Pesaran (2012).
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1 Throughout this article, we use ‘stationary’ and integrated of order zero—I(0)—interchangeably. In the same way, ‘nonstationary’ is used for I(1). While true under our specific assumptions, this is not the case in general, but for ease of exposition, we maintain our terminology.
One way to estimate the fraction of stationary units is to perform individual unit root tests on each unit. However, this approach does not control size as multiple tests are performed. Pesaran (2007a) shows that, allowing for cross-sectional dependence, under the null hypothesis of a unit root, the fraction of rejections will on average equal the significance level. This provides some guidance when all units have a unit root, but if a higher fraction of rejections is observed, it is more difficult to determine which rejections are true and which are false.

Recently, more sophisticated methods have been proposed. Ng (2008) proposes to estimate the proportion of stationary units using the trend in cross-sectional averages of variances, but this method cannot test which units are stationary. Hanck (2009) and Moon and Perron (2012) apply methods from the literature on multiple testing. Hanck (2009) uses the bootstrap approach of Romano and Wolf (2005) to control the family-wise error rate (FWE), which is mainly suitable for small cross-sectional dimension \( N \). Moon and Perron (2012) consider various methods to control the false discovery rate (FDR), which is better suited to panels with larger \( N \), and find that the bootstrap method of Romano et al. (2008) performs best.

We propose a sequential testing approach to determine the stationary units, thereby avoiding issues of controlling size in multiple testing. Our approach can be used to estimate the proportion of stationary units, and it can also be used to determine which units are stationary. Our approach is similar in spirit to that of Kapetanios (2003) and Chortareas and Kapetanios (2009). In contrast to their approach, which bases sequential tests on averages of individual unit root tests, our method proceeds by sequentially testing user-specified quantiles of the unit root test statistics directly. As shown in the paper, their average-based test only allows for effective use of the cross-sectional dimension to detect the stationary units if the majority of the units is indeed stationary. However, the order statistics used in our method can exploit the cross-sectional dimension effectively even when fewer units are stationary, in particular as the order statistics used do not have to be consecutive (‘wider’ quantiles can be selected).

Moreover, in contrast to the non-bootstrap methods, our block bootstrap method can handle complex error dynamics that include but extend beyond common factor structures (cf. Palm et al., 2011). Compared to the existing bootstrap approaches of Hanck (2009) and Moon and Perron (2012), we find our method to be more powerful, in the sense that it picks up more of the stationary units, but not at the expense of a higher probability of incorrectly finding units to be stationary. Unlike the multiple testing methods, our approach effectively exploits the cross-sectional dimension to gain power, which mainly manifests if \( T \) is relatively small compared to \( N \) such that power cannot be derived from the time dimension.

The paper is structured as follows. Section 2 introduces the model. In Section 3, the sequential method and its asymptotic properties are considered. A simulation study comparing the properties of our method to related approaches is performed in Section 4. In Section 5, we present an empirical application. Section 6 concludes. Proofs are given in the Appendix.

A word on notation. We denote \( x \) rounded to the nearest integer by \([x]\). Convergence in distribution (probability) is denoted by \( \overset{d}{\rightarrow} (\overset{p}{\rightarrow}) \). Bootstrap quantities (conditional on the original sample) are indicated by appending a superscript * to the standard notation. Convergence in distribution (probability) of bootstrap statistics is denoted as \( \overset{d^*}{\rightarrow} p \ (\overset{p^*}{\rightarrow} p) \), where this convergence is taken to take place in probability. \([x]\) applied to a vector or matrix \( x \) denotes its Euclidean or Frobenius norm respectively, while \(|\mathcal{G}|\) applied to any set of positive integers \( \mathcal{G} \) denotes the cardinality of the set. \( \mathcal{G}^c \) denotes the compliment of the set \( \mathcal{G} \) taken with respect to the set \( \mathcal{N}_N = \{i \in \mathbb{N} : i \leq N\} \), i.e. \( \mathcal{G}^c \cup \mathcal{G} = \mathcal{N}_N \) while \( \mathcal{G}^c \cap \mathcal{G} = \emptyset \).

2. THE MODEL

Suppose we have a panel of observations \( y_{i,t}, i = 1,\ldots,N \) and \( t = 1,\ldots,T \). Let \( y_t = (y_{1,t},\ldots,y_{N,t})' \) be generated as

\[
y_t = \beta z_t + x_t, \quad x_t = P x_{t-1} + u_t, \quad u_t = \Psi(L)\varepsilon_t = \sum_{j=0}^{\infty} \Psi_j \varepsilon_{t-j},
\]  

(1)
where \( \beta = (\beta_1, \ldots, \beta_N)' \), \( z_t \) are deterministic components with \( z_t = 1 \) or \( z_t = (1, t)' \), and \( P = \text{diag}(\rho_1, \ldots, \rho_N) \). Furthermore, the following assumptions on \( \Psi(L) \) and \( \varepsilon_t \) are needed.

**Assumption 1.** (i) Let \( \sum_{j=0}^{\infty} j |\Psi_j| < \infty \) and \( \Psi_i(1) \neq 0 \), where \( \Psi_i(L) \) is the \( i \)th row of \( \Psi(L) \); (ii) \( \varepsilon_t \) is i.i.d. with \( E\varepsilon_t = 0, E\varepsilon_t'\varepsilon_t = \Sigma \) and \( E|\varepsilon_t|^{2+\varepsilon} < \infty \) for some \( \varepsilon > 0 \).

This assumption ensures that if \( \rho_i = 1 \), unit \( i \) has a unit root, while if \( |\rho_i| < 1 \), unit \( i \) is stationary. This data generating process (DGP) allows for a wide range of dependencies, including dynamic interdependencies, common factors and cointegration between units. Common factors can be induced by restrictions on \( \Psi(L) \), while cointegration occurs if \( \Psi(1) = \alpha\beta' \), where \( \alpha \) and \( \beta \) are \( N \times r \) matrices with \( r < N \). This DGP is a special case of the DGP used by Palm et al. (2011) and is considered here rather than the original one as in that model non-stationarity for each unit can come from two different sources (‘idiosyncratic’ components and common factors), whereas in the current specification only the parameter \( \rho_i \) determines whether unit \( i \) is \( I(0) \) or \( I(1) \).\(^2\)

Let \( k_0 = 0, 1, \ldots, N \) be the number of stationary units. Furthermore, let \( q_0 = k_0/N \) denote the proportion of stationary units. Formally, define \( \mathcal{S} = \{i \in \mathcal{N}_N : |\rho_i| < 1\} \) as the set of \( k_0 \) stationary units, such that \( k_0 = |\mathcal{S}| \), and \( \mathcal{U} = \{i \in \mathcal{N}_N : \rho_i = 1\} \) as the set of \( N - k_0 \) nonstationary units. Occasionally, we will write \( \mathcal{S}_{k_0} \) and \( \mathcal{U}_{k_0} \) in order to emphasize the number of units in each set. In the next section, we will discuss a method aimed at finding both \( k_0 \) (or \( q_0 \)) and the members of \( \mathcal{S} \).

### 3. SEQUENTIAL TESTING FOR UNIT ROOTS

#### 3.1. Bootstrap sequential quantile test

Let \( 0 = q_1 < \cdots < q_r < 1 \) denote a set of \( r \) user-defined numbers, representing the proportions of stationary units to be tested sequentially. Let \( k_j = [q_j N] \) be the number of stationary units corresponding to \( q_j \).\(^3\) We will go into detail later on how to select the numbers \( q_j \); we first focus on the method. Let \( H_0(q_j) \) denote the null hypothesis that a proportion of \( q_j \) units is stationary, or equivalently that \( k_j \) out of \( N \) units are stationary. In other words, \( H_0(q_j) : |\mathcal{S}| = k_j = [q_j N] \). Let \( H_1(q_{j+1}) \) denote the alternative hypothesis that at least a proportion of \( q_{j+1} \) units (or equivalently \( k_{j+1} \) out of \( N \) units) is stationary, i.e. \( |\mathcal{S}| \geq k_{j+1} \). The algorithm now tests \( H_0(q_j) \) against \( H_1(q_{j+1}) \) sequentially for \( j = 1, \ldots, r \), terminating once \( H_0(q_j) \) cannot be rejected.

In every stage of the sequential procedure, a test statistic is needed; let \( \tau(q_j, q_{j+1}) \) denote that test statistic to test \( H_0(q_j) \) vs. \( H_1(q_{j+1}) \). We propose to calculate appropriate individual unit root test statistics on each unit and then use the relevant quantile of these as test statistic. For this purpose, let \( \theta_l \) be any unit root test statistic applied to unit \( i \) that satisfies the following assumption.

**Assumption 2.** Let \( \theta_l \) be a statistic applied to unit \( i = 1, \ldots, N \) that rejects the null hypothesis of a unit root for small values of \( \theta_l \). Furthermore, as \( T \to \infty, \theta_l \xrightarrow{d} \bar{\xi}_i \) if \( \rho_i = 1 \) (where \( \bar{\xi}_i \) is non-degenerate), and \( \theta_l \xrightarrow{p} -\infty \) if \( \rho_i < 1 \).

Many unit root tests statistics satisfy these conditions, including the popular augmented Dickey–Fuller (ADF) tests, in which case \( \bar{\xi}_i \) is the Dickey–Fuller distribution, or one of its detrended variants.\(^4\) It is asymptotically

---

\(^2\) As discussed in Remark 2 of Palm et al. (2011), the major difference is the absence of exogenous factors in our DGP. Given that common factors are not the focus of this work and could be added if desired, we do not believe this to be restrictive.

\(^3\) For any finite \( N \), multiple values for \( q_j \) lead to the same value of \( k_j \). We assume \( q_1, \ldots, q_r \) are chosen such that \( k_1 < k_2 < \cdots < k_r \); otherwise, the selection does not make sense.

\(^4\) The assumption of left-tail tests is made for expositional simplicity only; trivial adaptations make the algorithm suitable for right-tailed or two-tailed tests.
not necessary, though very desirable, that the asymptotic distribution \( \xi_t \) is free of nuisance parameters; see the discussion in Remark 2. In general, \( \xi_t \) and \( \xi_j \) will be correlated if there is cross-sectional dependence in the data.

Let \( \theta_1, \ldots, \theta_N \) denote the order statistics of \( \theta_1, \ldots, \theta_N \), defined such that \( \theta_1 \leq \cdots \leq \theta_N \). Then we take the test statistic as the order statistic corresponding to the alternative hypothesis to be tested, that is,

\[
\tau(q_j, q_{j+1}) = \theta_{(k_{j+1})} = \theta_{(u_j(N))}.
\]  

This choice of test statistic, though natural, is not used often as for the order statistics in particular, finding asymptotically pivotal quantities is notoriously difficult owing to the dependence of \( \theta_1, \ldots, \theta_N \) caused by the cross-sectional dependence in the panel. For this reason, we propose to use the bootstrap to obtain critical values, which we label the bootstrap sequential quantile test (BSQT). The block bootstrap method employed in this article is the same as in Palm et al. (2011). The major practical advantage of this methodology is that the block bootstrap can be applied without knowing the form of the cross-sectional dependence and can therefore be applied to our general model without the need to further specify the nature of the dependence. We can use our method not only to estimate \( q_0 \) but also to determine the members of \( S \). The algorithm looks as follows.

**Algorithm 1.**

1. Calculate the unit root test statistic \( \hat{\theta}_i \) from the series \( \{y_{i,t}\} \) for \( i = 1, \ldots, N \).
2. For \( i = 1, \ldots, N \) obtain the detrended series \( \tilde{y}_{i,t} = y_{i,t} - \hat{\beta}_i z_t \), where \( \hat{\beta}_i \) is an estimator of \( \beta_i \). Calculate

\[
\tilde{\theta}_i = \frac{\sum_{t=2}^{T} \tilde{y}_{i,t-1}}{\sum_{t=2}^{T} \tilde{y}_{i,t-1}^2} \quad \text{and} \quad \hat{\theta}_i = \tilde{\theta}_i - \tilde{\beta}_i \tilde{\gamma}_{i,t-1} - \frac{1}{T-1} \sum_{t=2}^{T} (\tilde{y}_{i,t} - \tilde{\theta}_i \tilde{y}_{i,t-1}).
\]

Let \( \hat{\theta}_i = (\hat{\theta}_{11,1}, \ldots, \hat{\theta}_{1N,1}) \).
3. For bootstrap iteration \( b \), draw \( j_0^b, \ldots, j_{k-1}^b \) i.i.d. from the uniform distribution on \( \{1, 2, \ldots, T-l\} \), where \( l \) is the block length and \( k = \lfloor (T-2)/l \rfloor + 1 \) is the number of blocks.
4. Construct the bootstrap errors \( u_{1}^{*b}, \ldots, u_{T}^{*b} \) as \( u_{t}^{*b} = \tilde{u}_{j_0 + t} \), where \( m = \lfloor (t-2)/l \rfloor \) and \( s = t - ml - 1 \).

For \( i = 1, \ldots, N \), let \( y_{i,1}^{*b} = y_{i,1}^* + u_{1}^{*b} \) where \( y_{i,1}^* = \tilde{y}_{i,1} \).
5. Obtain \( \hat{\theta}_i^{*b} \) from \( \{y_{i,1}^{*b}\} \) in the same way as in step 1.
6. Repeat steps 3 to 5 \( B \) times, obtaining a collection of bootstrap unit root test statistics \( \{\hat{\theta}_i^{*b}\} \) for \( i = 1, \ldots, N \) and \( b = 1, \ldots, B \).
7. Start the sequential testing by testing \( H_0(q_1) \) against \( H_1(q_2) \) with test statistic \( \tau(q_1, q_2) = \theta_{(k_2)} \).

For \( b = 1, \ldots, B \) obtain bootstrap test statistics \( \tau^{*b}(q_1, q_2) = \theta_{(k_2)}^{*b} \). Obtain the bootstrap critical value

\[
c_{\alpha}(q_1, q_2) = \max \left\{ c : B^{-1} \sum_{b=1}^{B} I(\tau^{*b}(q_1, q_2) < c) \leq \alpha \right\},
\]

or equivalently as the \( \alpha \)-quantile of the ordered \( \tau^{*b}(q_1, q_2) \) statistics. Reject \( H_0(q_1) \) if \( \tau(q_1, q_2) < c_{\alpha}(q_1, q_2) \).
8. If \( H_0(q_1) \) is not rejected, stop and set \( \hat{q} = q_1 = 0 \). Otherwise, store the stationary units \( \bar{S}_{k_2} = \{i : \theta_i \leq \theta_{(k_2)}\} \), and proceed with the next stage to test \( H_0(q_2) \) against \( H_1(q_3) \). Continue with the sequential tests until \( H_0(q_j) \) cannot be rejected for some \( j \in \{1, \ldots, r\} \). In that case, let \( \hat{q} = q_j \) and let the stationary units be the set \( \bar{S}_{k_j} = \{i : \theta_i \leq \theta_{(k_j)}\} \), i.e. the set of units that have already been classified as stationary in the previous stages. If \( H_0(q_j) \) is rejected, set \( \hat{q} = j \).

In stage \( j \), test \( H_0(q_j) \) against \( H_1(q_{j+1}) \) with statistic \( \tau(q_j, q_{j+1}) = \theta_{(k_{j+1})} \), and let

\[
\tau^{*b}(q_j, q_{j+1}) = \theta_{(k_{j+1})}^{*b}, \quad \text{for} \quad b = 1, \ldots, B,
\]

where, for any set of positive integers \( G, z_{(k;G)} \) denotes the \( k \)th smallest element of the set \( \{z_i : i \in G\} \). Reject \( H_0(q_j) \) if \( \tau(q_j, q_{j+1}) < c_{\alpha}(q_j, q_{j+1}) \), where \( c_{\alpha}(q_j, q_{j+1}) = \max \left\{ c : B^{-1} \sum_{b=1}^{B} I(\tau^{*b}(q_j, q_{j+1}) < c) \leq \alpha \right\} \).
It is crucial in (3) that one obtains the bootstrap test statistic as the \((k_{j+1} - k_{j})\)th smallest value of the \(\theta^{*b}_{(k_{j+1})}\) for only the units in the set \(S_{k_{j}}\), representing those units still under consideration for which the unit root has not yet been rejected in previous steps. For the original sample, we have that \(\theta_{(k_{j+1})} = \theta_{(k_{j+1} - k_{j}; S_{k_{j}}^c)}\) by construction, as the same ranking is used both to find the order statistic and to restrict the set of units under consideration. However, in the bootstrap \(\theta^{*b}_{(k_{j+1})} \neq \theta^{*b}_{(k_{j+1} - k_{j}; S_{k_{j}}^c)}\), as the set \(S_{k_{j}}^c\) is determined by the ranking of the original statistics rather than the bootstrap statistics; that is, we first exclude the ‘rejected’ units (i.e. the units found to be stationary in previous steps) based on their ranking for the original sample statistics and then rank only the remaining units based on the bootstrap statistics (cf. Romano et al., 2008, Rmk 1). By restricting the set of units in the bootstrap to \(S_{k_{j}}^c\), one removes the rejected units from consideration and thereby imposes \(H_0(q_j)\), the null hypothesis that \(k_{j}\) units are stationary. Instead, taking the \(k_{j+1}\)th smallest value of \(\theta^{*b}_{1}, \ldots, \theta^{*b}_{N}\) implies a unit root in all units and therefore tests \(H_0(0) \) against \(H_1(q_{j+1})\) rather than \(H_0(q_j)\) against \(H_1(q_{j+1})\), resulting in a too liberal critical value that fails to control size asymptotically.\(^5\)

One might also be tempted to take as test statistic \(\theta_{(q_j, N)}\), but this would not test the correct set of hypotheses. Consider testing \(H_0(1/4)\) against \(H_1(1/2)\). If one takes the order statistic corresponding to 1/4, one can only assess whether 1/4 of the units is indeed stationary, while assessing nothing about 1/2 of the units. However, we already determined that those 1/4 of the units were stationary in the previous step. As such, it would be incorrect to conclude from a rejection that 1/2 of the units are stationary, and it would be incorrect to proceed to the next step of the sequential procedure.

Before we develop the asymptotic properties of the procedure, let us briefly digress on the choice of the quantiles \(q_1, \ldots, q_r\). We argue that the choice of the quantiles should be determined by both statistical arguments and the specific interpretation needed for each particular application.

First of all, note that, unless the quantiles are selected such that each unit is tested sequentially, the method will leave ‘holes’ in between the units. For example, suppose that the quantiles to be tested are taken as \(q_j = (j - 1)/4\) (that is 0, 0.25, 0.5 and 0.75). Then the method will obviously not be able to detect if 35% or 40% of the units are stationary. Moreover, it is from the outset not clear how the method will behave if the true proportion of stationary units is in between selected quantiles.\(^6\) In that sense, if the outcome of the method is that \(\hat{q} = q_j\), this should not necessarily be interpreted to say that \(q_j\) is the true stationary proportion, but it can rather be interpreted that the true stationary proportion should be found in the interval \((q_{j-1}, q_{j+1})\). Hence, for a very precise result, the quantiles should be taken close to one another.

On the other hand, the ‘holes’ that are created are also the method’s strength. By skipping units, all information in these units is cross-sectionally bundled together in one test, which will increase power. Basically, in each step, the method uses the cross-sectional information to increase power in the same way that a ‘regular’ panel unit root test does. As such, for power purposes, it is best to take the quantiles as far away as possible.

Therefore, we suggest to take the quantiles such that they are as far spread out as possible, while still being able to draw economically relevant conclusions from the outcomes. It is impossible to give a general rule of thumb, as for each specific application a different amount of precision is needed. The optimal quantiles will also depend on the sample sizes; the larger \(N\) is, the more units are in between two quantiles, and so they could be taken closer while still maintaining power. Power is also heavily influenced by \(T\), and larger \(T\) also means quantiles can be taken closer to each other.

Note also that it is in no way necessary to be able to order or rank the cross-sectional units. Through the use of the order statistics, the method takes care of ranking the units based on their statistics \(\theta_i\) automatically.

\(^5\) From this point on, we drop the superscript \(b\) to indicate which iteration the bootstrap quantity derives from. This is only relevant from a computational point of view, hence its inclusion in the algorithm. To simplify the notation, we now revert to the traditional way of only using a ‘*’ to indicate bootstrap quantities.

\(^6\) The intuition that the method is more likely to reject if the true proportion is closer to the alternative hypothesis will be confirmed in the asymptotic analysis.
leading to a ranking from ‘most significantly’ to ‘least significantly’ stationary units. Hence, no knowledge on a
cross-sectional ordering, which may typically be hard to construct, is necessary, and the choice of quantiles should
only be based on the question of which proportions of stationary units are relevant to the question at hand, bearing
in mind that finding a stationary proportion \( q_j \) should be interpreted as the true stationary proportion being in the
interval \( (q_{j-1}, q_{j+1}) \). Finally, note that the quantiles do not have to be equally spaced; whether 0% or 10% of
the units are stationary may have very different impact on the economic interpretation of the results than whether
10% or 20% of the units are stationary.

A very specific option for setting the quantiles is such that each unit is tested sequentially. This amounts to
setting \( q_j = (j-1)/N, j = 1, \ldots, N \). This approach has a fundamentally different interpretation than when
setting ‘fixed’ quantiles. First, note that all problems mentioned earlier related to the holes do not apply here.
Second, while the fixed quantile method has a nice interpretation for large and even increasing \( N \), this is not so
for the unit based method (the quantiles collapse). As such, this method is really designed for panels with small
\( N \). An upper limit on \( N \) for which the unit-by-unit approach is still applicable cannot be determined in general,
as it depends much on the corresponding value of \( T \). One can think of abandoning it in favour of wider quantiles
though when either \( N \) is that large that single units are not of particular interest anymore or when \( T \) is not large
compared to \( N \), e.g. when using standard multivariate time series analysis becomes undesirable.

3.2. Asymptotic properties

We now proceed with the asymptotic analysis of the method. As the bootstrap method used in this article is the
same as in Palm et al. (2011), and our DGP is a special case of theirs, their results on the validity of the bootstrap
can be used here as well. The asymptotic distributions of the test statistics and bootstrap test statistics in a single
step of the sequential procedure are given in Theorem 1. These distributions are mainly needed to make statements
about the asymptotic properties of the whole sequential method.

Theorem 1.

(i) Let \( y_{i,t} \) be generated by (1), and let Assumption 1 hold. Let \( \theta_1, \ldots, \theta_N \) satisfy Assumption 2, and let
\( \tau(q_j, q_{j+1}) \) be defined as in (2). Let \( k_0 = \lfloor q_0 T \rfloor \) be the true number of I(0) units, and let \( \mathcal{U}_{k_0} \) be the set of
\( N - k_0 \) I(1) units. Then, as \( T \to \infty \), we have that

\[
\begin{align*}
\tau(q_j, q_{j+1}) & \xrightarrow{p} -\infty & \text{if } q_{j+1} \leq q_0. & \quad (4a) \\
\tau(q_j, q_{j+1}) & \xrightarrow{d} \xi(k_{j+1-k_0}; \mathcal{U}_{k_0}) & \text{if } q_{j+1} > q_0. & \quad (4b)
\end{align*}
\]

(ii) In addition to the preceding conditions, let \( \theta^*_i \) and \( \tau^*(q_j, q_{j+1}) \) be defined as in Algorithm 1, and let \( 1/l +
l/T^{1/2} \to 0 \) as \( T \to \infty \). Then, as \( T \to \infty \), for any \( q_0 \),

\[
\begin{align*}
\theta^*_{i} & \xrightarrow{d} \xi_{i} & \text{for all } i \in S_{k_j}^{c} \text{ (jointly)}, & \quad (5a) \\
\tau^*(q_j, q_{j+1}) & \xrightarrow{d} \xi(k_{j+1-k_0}; \mathcal{U}_{k_0}^{c}) & \quad (5b) \\
P(S_{k_0}^{c} = \mathcal{U}_{k_0}) & \to 1. & \quad (5c)
\end{align*}
\]

This theorem shows the asymptotic validity of the bootstrap order statistics. Part (i) of the theorem states that
if \( q_{j+1} \leq q_0 \), such that the alternative hypothesis in step \( j \) is true, and the order statistic used for \( \tau(q_j, q_{j+1}) \)
comes from a stationary unit, that \( \tau(q_j, q_{j+1}) \) diverges to \( -\infty \), while if \( q_{j+1} > q_0 \) and the order statistic used
for \( r(q_j, q_{j+1}) \) comes from a nonstationary unit, that \( r(q_j, q_{j+1}) \) then converges to the \((k_{j+1} - k_0)\)th smallest statistic of the set of random variables \( \xi_i \) for those units that have a unit root. The second part of the theorem shows that the bootstrap correctly reproduces the asymptotic distributions of the original statistics: (5a) shows the distributions of the statistics \( \theta_i \) are correctly reproduced, from which (5b) follows. The asymptotic validity of the bootstrap then follows from (5c), which shows that if the true proportion of stationary units \( q_0 \) is part of the sequence of tested quantiles, the correct units will have been classified as stationary in the previous steps of the algorithm.

Note that the bootstrap also correctly reproduces the cross-sectional dependence between the individual unit root test statistics, as shown in detail by Palm et al. (2011). As stated before, this cross-sectional dependence can be of very general form. We can now consider the properties of the sequential approach as a whole. The implications of Theorem 1 for the sequential approach are given in Corollary 1.

**Corollary 1.** Under the assumptions of Theorem 1, we have that

\[
\lim_{T \to \infty} P(\hat{q} = q_j) = \left\{ \begin{align*}
\alpha & \quad \text{if } q_{j+1} \leq q_0, \\
1 - a^\alpha_{j,k_0} & \quad \text{if } q_0 < q_{j+1}, \\
1 - \alpha & \quad \text{if } q = q_0, \\
1 - a^\alpha_{j-1,k_0} & \quad \text{if } q_0 < q_j, \\
\alpha & \quad \text{if } q_{j-1} \geq q_0,
\end{align*} \right.
\]  

(6a) – (6e)

where \( a^\alpha_{j,k_0} = P\left( \xi_{(k_{j+1} - k_0):k_0} < c_{\alpha, \infty}(q_j, q_{j+1}) \right) \), and \( c_{\alpha, \infty}(q_j, q_{j+1}) \) is such that

\[
P\left( \xi_{(k_{j+1} - k_j):k_j} < c_{\alpha, \infty}(q_j, q_{j+1}) \right) = \alpha.
\]

(7)

Furthermore, for any \( k_j \leq m < k_{j+1} \),

\[
\alpha \leq a^\alpha_{j,m} \leq a^\alpha_{j,m+1} \leq 1.
\]

(8)

Several conclusions follow from the preceding results. First, note that if we were to restrict ourselves to situations where we are able to pick the true proportion exactly, the method works perfectly asymptotically; that is, if \( q_j = q_0 \), we choose a too low quantile with probability 0 and a too high quantile with at most probability \( \alpha \); compare for instance Swensen (2006, Cor. 1) for a similar result in the context of sequential testing for cointegration rank. This confirms the asymptotic validity of the bootstrap critical values. Also note that, at least asymptotically, there is a simple way to avoid selecting quantiles that do not equal the true proportion, and that is by setting \( q_j = (j - 1)/N \). However, as has been discussed before, this method will not always work well in finite samples and is unsuitable for applications where \( N \) is large.

Corollary 1 also gives an insight into what happens asymptotically if the true proportion is in between the selected quantiles. Note that \( a^\alpha_{j,k_0} \) is the probability that the null hypothesis that \( k_j = [q_j N] \) units are stationary is rejected in favour of the alternative that \( k_{j+1} \) units are stationary, if the true number of stationary units \( k_0 \) is such that \( k_j < k_0 < k_{j+1} \). Furthermore, (8) shows the (intuitively appealing) result that this probability of rejection increases when the true number of stationary units increases (from \( m \) to \( m + 1 \) in the corollary, which by induction can be extended to any increase). Then, combining equations (6b) and (6d) with (8) shows that the closer \( q_j \) is to
$q_0$, the higher the asymptotic probability is that $q_j$ is selected by the sequential procedure. This is an intuitively logical and comforting result, which provides validation for the quantile-based approach. Obviously, this does not eliminate the issues arising in this situation, but at least the method behaves in an appropriate way in these cases, such that one can reliably apply it when the quantiles are selected appropriately.

The corollary also provides an explanation for the earlier statement that the result that $\hat{q} = q_j$ could be interpreted as saying that $q_0$ lies in the interval $(q_{j-1}, q_{j+1})$. If $\hat{q}$ is the estimate found from the sequential procedure, define $q_{\hat{-}1}$ and $q_{\hat{+}1}$ as one selected quantile smaller and larger than the estimate respectively. In other words, if $\hat{q} = q_j$, then $q_{\hat{-}1} = q_{j-1}$ and $q_{\hat{+}1} = q_{j+1}$. Now note that

$$P \{ q_0 \in [q_{\hat{-}1}, q_{\hat{+}1}] \} = 1 - P \{ q_0 < q_{\hat{-}1} \} - P \{ q_0 > q_{\hat{+}1} \}.$$  

By (6a) and (6e), it follows that

$$\lim_{T \to \infty} P \{ q_0 < q_{\hat{-}1} \} = \lim_{T \to \infty} P \{ \hat{q} = q_j | q_{j-1} > q_0 \} \leq \alpha,$$

$$\lim_{T \to \infty} P \{ q_0 > q_{\hat{+}1} \} = \lim_{T \to \infty} P \{ \hat{q} = q_j | q_{j+1} < q_0 \} = 0,$$

from which we can conclude that

$$\lim_{T \to \infty} P \{ q_0 \in [q_{\hat{-}1}, q_{\hat{+}1}] \} \geq 1 - \alpha.$$  

This confirms that we can interpret finding a certain $\hat{q}$ as evidence that $q_0$ is between $q_{\hat{-}1}$ and $q_{\hat{+}1}$. It should be stressed here though that clearly this is not a proper interval estimator; it is after all not based on the distribution of a proper (consistent) point estimator. It simply provides a way to interpret the proportion of stationary units found by the sequential procedure.

**Remark 1.** Note that results (6b) and (8) are not only useful in our sequential context but also describe the asymptotic power of ‘conventional’ bootstrap panel unit root tests based on order statistics, such as the median, minimum and maximum. In short, if the true number of stationary units is larger than the hypothesized number of stationary units under the null hypothesis, but smaller than the hypothesized number under the alternative hypothesis, asymptotic power is increasing with the true number of stationary units.

**Remark 2.** Although any unit root test can be used for $\theta_i$, in small samples, one should only use statistics whose marginal distribution is free of nuisance parameters. If the marginal distributions of the individual test statistics depend on nuisance parameters, they may not live on the same scale, and the same values for two different individual tests may not imply the same level of significance. As a consequence, any ranking of them becomes unreliable, and in small samples even meaningless. Asymptotically, this is not an issue: under Assumption 2, the statistics $\theta_i$ diverge under the alternative hypothesis, and as such, there is a clear distinction between the stationary and nonstationary units for which $\theta_i = O_p(1)$. In such a case, the stationary units always get ranked first, and it does not matter how the nonstationary units are ranked among themselves. In small samples, such a sharp distinction cannot be made, which is why it is crucial to be able to rank them as accurately as possible. This is achieved by making all the individual tests live on the same scale under the null hypothesis, which is the case if their marginal distributions are the same; also see the discussion in Romano and Wolf (2005, p. 1255).

---

7 See, for example, Di Iorio and Fachin (2009) for an application of such statistics to cointegration testing.

8 This occurs, for example, if the variances differ. Suppose that the variance of $\theta_i$ is greater than that of $\theta_j$. If in that case $\theta_i$ is smaller than $\theta_j$, $\theta_i$ does not necessarily indicate more evidence against the unit root null than $\theta_j$, but it does get ranked before it.
If it is not possible to work with statistics that have limit distributions free of nuisance parameters, one may work with \( p \)-values instead. If nuisance parameters are present and \( p \)-values may be difficult to obtain, the bootstrap (which is performed anyway) can be used to calculate \( p \)-values. In the current setting, this means a second bootstrap iteration within the first bootstrap is required to calculate the \( p \)-values of the bootstrap test statistics.

**Remark 3.** Kapetanios (2003) and Chortareas and Kapetanios (2009) apply the IPS group-mean statistic of Im et al. (2003) as test statistic, deleting the ‘most stationary’ unit every round. A potential problem with this approach is that the IPS test, being an average of the individual DF tests, is strongly influenced by the nonstationary units. As such, it may lack power compared to the test based on order statistics, in particular if only a few units are stationary. We will investigate this in the simulation study. Moreover, one should take care that the original IPS test does not allow for cross-sectional dependence, so it has to be augmented to deal with cross-sectional dependence. Chortareas and Kapetanios (2009) propose to do so using the instrumental variables approach of Chang (2002) and Chang and Song (2009) or the cross-sectional averages approach of Pesaran (2007b). Alternatively, one could use the bootstrap approach of Palm et al. (2011), which we do in this article.

**Remark 4.** Several extensions to the BSQT method can be devised, of which two are of particular interest. First, one can choose not to delete the units found stationary from the bootstrap statistics used in the next round but instead insert them as stationary units. That is, in step 4 of Algorithm 1, one could generate the bootstrap series for the stationary units as \( y_{i,t}^{*,b} = \tilde{\rho}_i y_{i,t-1}^{*,b} + u_{i,t}^{*,b} \), where \( \tilde{\rho}_i \) is taken from step 2. This could lead to a more powerful method as the finite sample effects of the stationary units on the distribution of the order statistics are taken into account, but it would be computationally more demanding as for each unit a second, stationary, bootstrap sample would need to be generated. Second, one may iterate the sequential approach in order to find a more precise estimate of the number of stationary units. If it is found initially that \( \tilde{q} = q_j \), the method can be applied again to the interval \( (q_{j-1}, q_{j+1}) \), and this process can be repeated until it converges. Both extensions are discussed in detail in Smeekes (2011), but as simulation studies conducted there show that the extensions do not significantly improve on the basic method, they are omitted here.

**Remark 5.** Multiple testing methods have been used in a panel context by Hanck (2009), Deckers and Hanck (2014) and Moon and Perron (2012) among others as an alternative to our approach. Hanck (2009) tests for which countries purchasing power parity holds, using the bootstrap method of Romano and Wolf (2005) to control the family-wise error rate (FWE), defined as the probability of making at least one false rejection. Smeekes (2011) shows that this bootstrap method is very similar to the BSQT approach applied unit-by-unit. Deckers and Hanck (2014) and Moon and Perron (2012) control the false discovery rate (FDR), defined as the expectation of the proportion of rejections that are false. This generalized error rate is more liberal than the FWE, and therefore more suitable in panels with larger \( N \) where FWE is a too strict criterion. Deckers and Hanck (2014) and Moon and Perron (2012) find favourable results for the bootstrap approach of Romano et al. (2008) for controlling FDR. A downside of the FDR controlling bootstrap approach is that the critical value calculation is a complex and computationally demanding procedure if \( N \) is large (also see Remark 7).

4. SIMULATIONS

4.1. Simulation DGP

We next perform a simulation study to investigate the small sample performance of our approach. We generate data as

\[
\begin{align*}
y_{i,t} &= \mu_i + x_{i,t} \\
x_{i,t} &= \rho_{i,T} x_{i,t-1} + u_{i,t}, \quad x_0 = 0, \quad u_{i,t} = \lambda_i f_t + u_{i,t},
\end{align*}
\]

where the individual effects $\mu_i \sim \text{N}(0,1)$. For the common factor we let $f_t = 0.5f_{t-1} + v_{i,t}$, where $v_{i,t} \sim \text{i.i.d. N}(0,1)$. For the factor loadings $\lambda_i$, we take either $\lambda_i = 0$, in which case there is no cross-sectional dependence, or $\lambda_i \sim U[-1,3]$, in which case the cross-sectional dependence is generated by a factor structure. The idiosyncratic components $w_{i,t}$ are modelled as an autoregressive moving-average (ARMA) process, $w_{i,t} = \phi w_{i,t-1} + \varepsilon_{i,t} + \psi_t \varepsilon_{i,t-1}$. Here, we take $\phi_1 = 0$ or $\phi_1 \sim U[-0.5,0.5]$ for all $i$, and $\psi_i = 0$ or $\psi_i \sim U[-0.5,0.5]$ for all $i$. Finally, we take $\varepsilon_{i,t} \sim \text{i.i.d. N}(0,1)$.9

We consider a sample size of $T = 100$ and $N = 50$, which represents a large macro-panel, and a sample size of $T = 25$ and $N = 200$, which represents a micro-panel.10 Furthermore, for the stationary units in the panel, $i \leq k_0$, where $k_0 = \lfloor q_0N \rfloor$, we take $\rho_{i,T} \sim U[0.1 - cT^{-1}]$ with $c = 10$, and for $i > k_0$, we take $\rho_{i,T} = 1.11$ As the true proportions of stationary units, we take $q_0 = 0, 0.2, 0.5, 0.9$. Table I gives all the combinations of parameters we use. All computations were performed in GAUSS 10 and are based on 1000 Monte Carlo simulations and 499 bootstrap replications.

We consider the BSQT procedure with four equally spaced quantiles to be tested for the macro-panel where $N = 50$, and eight equally spaced quantiles for the micro-panel where $N = 200$. Next to the BSQT method, we consider the bootstrap approach of Moon and Perron (2012), denoted by MP, the approach proposed by Chortareas and Kapetanios (2009), denoted by SPSM, and the approach proposed by Ng (2008), denoted by Ng. For the MP method, we apply the block bootstrap based on residuals as described earlier. Although Moon and Perron (2012) propose their method with the block bootstrap based on first differences, we modify their method to prevent any differences found being caused by differences in bootstrap method. For the same reason, we correct for cross-sectional dependence using the residual-based block bootstrap in the sequential approach by Chortareas and Kapetanios (2009). For BSQT and MP, we use the ADF $t$-test with ordinary least squares (OLS) demeaning. As in Moon and Perron (2012), lag lengths were selected by the modified Akaike information criterion (MAIC) of Ng and Perron (2001) with a maximum of four lags. Block lengths are taken as $l = 1.75T^{1/3}$ as in Palm et al. (2011). The level of all tests (or FDR when appropriate) is taken to be 5%.

Remark 6. With the ARMA specification with $\phi_1 \sim U[-0.5,0.5]$ and $\psi_i \sim U[-0.5,0.5]$, there will be several cases where the parameters are close to zero or the roots cancel out. Furthermore, the random choice of these parameters (and the factor loadings as well) will lead to fluctuations across different DGPs, making the direct

<table>
<thead>
<tr>
<th>DGP</th>
<th>$T$</th>
<th>$N$</th>
<th>$\lambda_i$</th>
<th>$\phi_i$</th>
<th>$\psi_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>$U[-0.5,0.5]$</td>
<td>$U[-0.5,0.5]$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>50</td>
<td>$U[-1,3]$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>50</td>
<td>$U[-0.5,0.5]$</td>
<td>$U[-0.5,0.5]$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>200</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>200</td>
<td>$U[-0.5,0.5]$</td>
<td>$U[-0.5,0.5]$</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>25</td>
<td>200</td>
<td>$U[-1,3]$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>25</td>
<td>200</td>
<td>$U[-0.5,0.5]$</td>
<td>$U[-0.5,0.5]$</td>
<td></td>
</tr>
</tbody>
</table>

Table I. Parameter combinations simulation DGPs

9 Our DGP could be extended to allow for dynamic cross-dependencies, cointegration and so forth, as Palm et al. (2011) showed that in such models, the block bootstrap procedure is asymptotically valid. These issues however are not the focus of the present work, and our current DGP suffices to analyse the finite sample performance of the methods discussed here given the focus on the (non)stationarity properties of individual units.

10 We also performed a similar simulation study for small $N$ panels, which showed that the BSQT method applied unit-by-unit performs well in that setting. This simulation study can be found as Supporting Information on the journal website. For more simulation results including variations of the tests and different criteria of evaluation, also see Smeekes (2011).

11 The choice to generate the first $k_0$ units as stationary is arbitrary as the method does not depend at all on the ordering of the cross-sectional units.

DOI: 10.1111/jtsa.12110
effects of serial correlation more difficult to interpret. The goal here however is not to analyse the direct effects of serial correlation but rather to analyse the performance of the methods if the units all have different forms of serial correlation, in particular in light of Remark 2. The effects of serial correlation in itself have been analysed by Paparoditis and Politis (2003) and Palm et al. (2011). Simulations with more conventional ARMA parameters in the current setup yielded qualitatively similar results and are available on request.

4.2. Simulation results

Results are given in Tables II and III. As the actual classification of the units into I(0) and I(1) units is the most important aspect of our method, this is the focus of the simulation study. We report the average proportion of units incorrectly found to be stationary (as ‘size’ measure), denoted by ICP, and the average proportion of correctly found stationary units (as ‘power’ measure), denoted by CP. These are the same measures as reported in Chortareas and Kapetanios (2009). To allow a comparison to the multiple testing literature, we also report the FDR. However, note that FDR is not very suitable for judging the performance of the BSQT method in particular, as that cannot select any number of stationary units but is restricted to the user-defined quantiles. As such, we also report the

<table>
<thead>
<tr>
<th>q₀ = 0</th>
<th>BSQT</th>
<th>MP</th>
<th>SPSM</th>
<th>Ng</th>
<th>BSQT</th>
<th>MP</th>
<th>SPSM</th>
<th>Ng</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ICP</td>
<td>0.005</td>
<td>0.001</td>
<td>0.000</td>
<td>0.054</td>
<td>0.079</td>
<td>0.008</td>
<td>0.001</td>
</tr>
<tr>
<td>CP</td>
<td>0.798</td>
<td>0.752</td>
<td>0.441</td>
<td>0.564</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-FWE</td>
<td>0.018</td>
<td>0.000</td>
<td>0.000</td>
<td>0.059</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.048</td>
</tr>
<tr>
<td>FDR</td>
<td>0.018</td>
<td>0.039</td>
<td>0.005</td>
<td>0.384</td>
<td>0.242</td>
<td>0.034</td>
<td>0.006</td>
<td>0.155</td>
</tr>
<tr>
<td>2</td>
<td>ICP</td>
<td>0.007</td>
<td>0.001</td>
<td>0.001</td>
<td>0.075</td>
<td>0.082</td>
<td>0.010</td>
<td>0.003</td>
</tr>
<tr>
<td>CP</td>
<td>0.834</td>
<td>0.767</td>
<td>0.490</td>
<td>0.609</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-FWE</td>
<td>0.028</td>
<td>0.000</td>
<td>0.000</td>
<td>0.104</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.051</td>
</tr>
<tr>
<td>FDR</td>
<td>0.028</td>
<td>0.041</td>
<td>0.017</td>
<td>0.430</td>
<td>0.251</td>
<td>0.043</td>
<td>0.014</td>
<td>0.185</td>
</tr>
<tr>
<td>3</td>
<td>ICP</td>
<td>0.013</td>
<td>0.001</td>
<td>0.007</td>
<td>0.010</td>
<td>0.023</td>
<td>0.008</td>
<td>0.012</td>
</tr>
<tr>
<td>CP</td>
<td>0.076</td>
<td>0.606</td>
<td>0.096</td>
<td>0.077</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-FWE</td>
<td>0.028</td>
<td>0.022</td>
<td>0.013</td>
<td>0.009</td>
<td>0.028</td>
<td>0.008</td>
<td>0.016</td>
<td>0.003</td>
</tr>
<tr>
<td>FDR</td>
<td>0.028</td>
<td>0.023</td>
<td>0.028</td>
<td>0.066</td>
<td>0.041</td>
<td>0.021</td>
<td>0.024</td>
<td>0.020</td>
</tr>
<tr>
<td>4</td>
<td>ICP</td>
<td>0.013</td>
<td>0.001</td>
<td>0.005</td>
<td>0.005</td>
<td>0.026</td>
<td>0.002</td>
<td>0.007</td>
</tr>
<tr>
<td>CP</td>
<td>0.142</td>
<td>0.315</td>
<td>0.082</td>
<td>0.100</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-FWE</td>
<td>0.041</td>
<td>0.000</td>
<td>0.009</td>
<td>0.003</td>
<td>0.012</td>
<td>0.000</td>
<td>0.002</td>
<td>0.007</td>
</tr>
<tr>
<td>FDR</td>
<td>0.041</td>
<td>0.028</td>
<td>0.033</td>
<td>0.047</td>
<td>0.069</td>
<td>0.017</td>
<td>0.024</td>
<td>0.034</td>
</tr>
<tr>
<td>5</td>
<td>ICP</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.038</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>CP</td>
<td>0.466</td>
<td>0.089</td>
<td>0.255</td>
<td>0.007</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-FWE</td>
<td>0.007</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.003</td>
</tr>
<tr>
<td>FDR</td>
<td>0.007</td>
<td>0.009</td>
<td>0.000</td>
<td>0.001</td>
<td>0.240</td>
<td>0.016</td>
<td>0.008</td>
<td>0.004</td>
</tr>
<tr>
<td>6</td>
<td>ICP</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>CP</td>
<td>0.001</td>
<td>0.003</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-FWE</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>FDR</td>
<td>0.000</td>
<td>0.005</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
<td>0.011</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>7</td>
<td>ICP</td>
<td>0.015</td>
<td>0.001</td>
<td>0.012</td>
<td>0.001</td>
<td>0.017</td>
<td>0.001</td>
<td>0.013</td>
</tr>
<tr>
<td>CP</td>
<td>0.090</td>
<td>0.031</td>
<td>0.031</td>
<td>0.007</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-FWE</td>
<td>0.052</td>
<td>0.004</td>
<td>0.034</td>
<td>0.002</td>
<td>0.029</td>
<td>0.001</td>
<td>0.030</td>
<td>0.007</td>
</tr>
<tr>
<td>FDR</td>
<td>0.052</td>
<td>0.010</td>
<td>0.056</td>
<td>0.002</td>
<td>0.060</td>
<td>0.009</td>
<td>0.045</td>
<td>0.006</td>
</tr>
<tr>
<td>8</td>
<td>ICP</td>
<td>0.009</td>
<td>0.001</td>
<td>0.005</td>
<td>0.001</td>
<td>0.014</td>
<td>0.003</td>
<td>0.010</td>
</tr>
<tr>
<td>CP</td>
<td>0.064</td>
<td>0.034</td>
<td>0.018</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-FWE</td>
<td>0.046</td>
<td>0.001</td>
<td>0.015</td>
<td>0.001</td>
<td>0.024</td>
<td>0.004</td>
<td>0.023</td>
<td>0.006</td>
</tr>
<tr>
<td>FDR</td>
<td>0.046</td>
<td>0.114</td>
<td>0.044</td>
<td>0.002</td>
<td>0.057</td>
<td>0.071</td>
<td>0.045</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Note: ICP and CP refer to respectively the average proportion of units incorrectly and correctly classified as stationary. The construction of k-FWE is explained in Section 4.2.
Table III. Simulation results, part 2

<table>
<thead>
<tr>
<th>DGP</th>
<th>BSQT</th>
<th>MP</th>
<th>SPSM</th>
<th>Ng</th>
<th>BSQT</th>
<th>MP</th>
<th>SPSM</th>
<th>Ng</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ICP</td>
<td>0.078</td>
<td>0.037</td>
<td>0.014</td>
<td>0.107</td>
<td>0.283</td>
<td>0.431</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>CP</td>
<td>0.928</td>
<td>0.870</td>
<td>0.732</td>
<td>0.819</td>
<td>0.884</td>
<td>0.991</td>
<td>0.904</td>
</tr>
<tr>
<td></td>
<td>k-FWE</td>
<td>0.021</td>
<td>0.000</td>
<td>0.000</td>
<td>0.012</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>FDR</td>
<td>0.074</td>
<td>0.038</td>
<td>0.017</td>
<td>0.088</td>
<td>0.029</td>
<td>0.044</td>
<td>0.008</td>
</tr>
<tr>
<td>2</td>
<td>ICP</td>
<td>0.079</td>
<td>0.042</td>
<td>0.014</td>
<td>0.128</td>
<td>0.280</td>
<td>0.292</td>
<td>0.081</td>
</tr>
<tr>
<td></td>
<td>CP</td>
<td>0.938</td>
<td>0.909</td>
<td>0.774</td>
<td>0.832</td>
<td>0.878</td>
<td>0.955</td>
<td>0.857</td>
</tr>
<tr>
<td></td>
<td>k-FWE</td>
<td>0.041</td>
<td>0.000</td>
<td>0.000</td>
<td>0.026</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>FDR</td>
<td>0.072</td>
<td>0.042</td>
<td>0.016</td>
<td>0.101</td>
<td>0.029</td>
<td>0.031</td>
<td>0.010</td>
</tr>
<tr>
<td>3</td>
<td>ICP</td>
<td>0.038</td>
<td>0.024</td>
<td>0.011</td>
<td>0.033</td>
<td>0.155</td>
<td>0.267</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>CP</td>
<td>0.638</td>
<td>0.799</td>
<td>0.375</td>
<td>0.253</td>
<td>0.775</td>
<td>0.848</td>
<td>0.638</td>
</tr>
<tr>
<td></td>
<td>k-FWE</td>
<td>0.031</td>
<td>0.006</td>
<td>0.004</td>
<td>0.004</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>FDR</td>
<td>0.031</td>
<td>0.022</td>
<td>0.010</td>
<td>0.026</td>
<td>0.017</td>
<td>0.028</td>
<td>0.006</td>
</tr>
<tr>
<td>4</td>
<td>ICP</td>
<td>0.061</td>
<td>0.015</td>
<td>0.016</td>
<td>0.052</td>
<td>0.214</td>
<td>0.244</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td>CP</td>
<td>0.643</td>
<td>0.528</td>
<td>0.354</td>
<td>0.360</td>
<td>0.849</td>
<td>0.867</td>
<td>0.772</td>
</tr>
<tr>
<td></td>
<td>k-FWE</td>
<td>0.024</td>
<td>0.000</td>
<td>0.003</td>
<td>0.007</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>FDR</td>
<td>0.060</td>
<td>0.021</td>
<td>0.021</td>
<td>0.047</td>
<td>0.023</td>
<td>0.026</td>
<td>0.008</td>
</tr>
<tr>
<td>5</td>
<td>ICP</td>
<td>0.057</td>
<td>0.006</td>
<td>0.013</td>
<td>0.029</td>
<td>0.105</td>
<td>0.276</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>CP</td>
<td>0.533</td>
<td>0.257</td>
<td>0.338</td>
<td>0.310</td>
<td>0.631</td>
<td>0.398</td>
<td>0.561</td>
</tr>
<tr>
<td></td>
<td>k-FWE</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.020</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>FDR</td>
<td>0.091</td>
<td>0.020</td>
<td>0.035</td>
<td>0.039</td>
<td>0.018</td>
<td>0.005</td>
<td>0.012</td>
</tr>
<tr>
<td>6</td>
<td>ICP</td>
<td>0.033</td>
<td>0.000</td>
<td>0.001</td>
<td>0.003</td>
<td>0.058</td>
<td>0.001</td>
<td>0.057</td>
</tr>
<tr>
<td></td>
<td>CP</td>
<td>0.160</td>
<td>0.007</td>
<td>0.009</td>
<td>0.004</td>
<td>0.245</td>
<td>0.021</td>
<td>0.244</td>
</tr>
<tr>
<td></td>
<td>k-FWE</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.002</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>FDR</td>
<td>0.131</td>
<td>0.005</td>
<td>0.017</td>
<td>0.004</td>
<td>0.025</td>
<td>0.002</td>
<td>0.024</td>
</tr>
<tr>
<td>7</td>
<td>ICP</td>
<td>0.020</td>
<td>0.002</td>
<td>0.013</td>
<td>0.022</td>
<td>0.030</td>
<td>0.007</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>CP</td>
<td>0.177</td>
<td>0.055</td>
<td>0.068</td>
<td>0.071</td>
<td>0.280</td>
<td>0.141</td>
<td>0.240</td>
</tr>
<tr>
<td></td>
<td>k-FWE</td>
<td>0.018</td>
<td>0.001</td>
<td>0.014</td>
<td>0.027</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>FDR</td>
<td>0.048</td>
<td>0.009</td>
<td>0.031</td>
<td>0.028</td>
<td>0.009</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>8</td>
<td>ICP</td>
<td>0.021</td>
<td>0.003</td>
<td>0.015</td>
<td>0.013</td>
<td>0.039</td>
<td>0.009</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>CP</td>
<td>0.163</td>
<td>0.063</td>
<td>0.070</td>
<td>0.043</td>
<td>0.281</td>
<td>0.133</td>
<td>0.261</td>
</tr>
<tr>
<td></td>
<td>k-FWE</td>
<td>0.016</td>
<td>0.001</td>
<td>0.013</td>
<td>0.012</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>FDR</td>
<td>0.052</td>
<td>0.031</td>
<td>0.042</td>
<td>0.016</td>
<td>0.015</td>
<td>0.009</td>
<td>0.011</td>
</tr>
</tbody>
</table>

Note: See Table II.

$k$-FWE, which is defined as the probability of making at least $k$ false rejections. The asymptotic results and subsequent discussion show that we may reasonably expect the BSQT method to select $q_{j+1}$ if $q_j < q_0 < q_{j+1}$, but that it should only select $q_{j+2}$ with at most probability $\alpha$. Therefore, we take $k = \max (k_{j+1} - k_0) I (k_j < k_0 < k_{j+1})$. Hence, $k$-FWE chosen in this way is a measure for BSQT of how often a proportion larger than $q_{j+1}$ is selected.

The BSQT method performs well for most DGPs; in general, it has a fairly low probability of classifying units as I(0) incorrectly, while it has reasonable power. Only for the macro-panel with $q_0 = 0.9$ ICP takes high values, but this is due to the design of the quantiles. Here, BSQT can select either 0.75 or 1; hence, it is expected that the method will regularly select too many stationary units. In general, the results for $k$-FWE show that BSQT does not select more stationary units that we may expect (i.e. it does not often take $\hat{q} = q_{j+2}$ or higher if $q_j < q_0 < q_{j+1}$). For the micro-panel, the power is significantly lower, which is to be expected given the rather small number of time series observations, although the BSQT method still manages to pick up a fair proportion of the stationary units.

The MP method performs very well for the macro-panel; it is able to identify most of the stationary units, has a small probability of an incorrect I(0) classification and controls FDR as desired. However, for the micro-panel, while FDR is still controlled and ICP is still low, the proportion of stationary units picked up decreases quite...
strongly. This is as expected, as the MP test cannot exploit the cross-sectional dimension effectively, and there are only 25 time series observations in this model. It therefore seems that the MP method performs well as long as \( T \) is not too small, and \( N \) is not too large. Note that in the micro-panel, BSQT picks up a considerably higher proportion of the stationary units than MP owing to its ability to exploit the cross-sectional dimension.

The SPSM method performs well in terms of size, while providing mixed results on power. It does show the ability to exploit the cross-sectional dimension (the test statistic being the average over the cross-section), as it retains a reasonable power in the micro-panel case, in particular if \( q_0 \) is high, although its power is still lower than that of BSQT. However, for small to medium \( q_0 \), SPSM has a fairly low probability of identifying the stationary units and is clearly less powerful than the BSQT method. This is due to the pooled form of the estimator as discussed in Remark 3. For large \( q_0 \), the form of the test statistic is beneficial to SPSM: if most units are I(0), the influence of the I(1) units on the average is very small, and the statistic will clearly indicate a rejection. Hence, for \( q_0 = 0.9 \), in the early stages of the sequential algorithm, SPSM will have strong evidence against the unit root, and therefore, the algorithm is unlikely to get ‘stuck’ in the early stages. In general, we can therefore say that SPSM is outperformed by BSQT with the exception of the macro-panel with \( q_0 = 0.9 \), where it has a much better probability of correct I(0) classification while having similar probability of incorrect I(0) classification.

The Ng method does not seem to perform as well as the other methods. In general, it has a higher probability of classifying an I(1) unit as I(0), while it does not pair this necessarily with a higher probability of a correct I(0) classification. While the estimator of the proportion of stationary units itself performs reasonably, classifying the units is less successful.\(^\text{12}\) The exceptions are the panels with \( q_0 = 0.9 \); however, for the macro-panel, it is still inferior to SPSM, while for the micro-panel, the high CP rate is accompanied by a high ICP rate.

Both cross-sectional dependence and serial correlation appear to have a negative effect on the methods’ ability to pick up the stationary units, although the extent of the effect depends on the specific DGP and the specific method. The randomly chosen ARMA parameters and factor loadings add a further source of variability that may explain the fluctuations seen across the different DGPs (though not between methods, which are all applied to the same data). Several patterns are clearly visible though. All methods pick up fewer stationary units if there is a common factor; the effect of common factors is a familiar feature in the analysis of power of panel unit root tests and is caused by the reduced effect of pooling the data in the presence of common factors. This effect is magnified in the micro-panel as pooling is even more important there for power given the small number of time series observations, and the pooling is less effective with the strong dependence across the units. Also, serial correlation has a negative effect on power; adding more lags to deal with the serial correlation has a negative effect on power. In the micro-panel, this is most pronounced as the effect of a larger lag length is amplified through the small \( T \) dimension. One might therefore in such panels choose to restrict the allowed lag lengths and find other ways to make the marginal distributions equal, such as by scaling the bootstrap critical values (see Section 5) or by using \( p \)-values.

Concluding, BSQT performs well in panels with large \( N \), even if \( T \) is small. In panels where \( T \) is large and \( N \) relatively large, the BSQT method performs nearly as well as the MP method. In panels with small \( T \) but large \( N \), BSQT keeps performing reasonably well, whereas the performance of the MP method deteriorates significantly. Overall, the BSQT method also performs better than SPSM. The Ng method is dominated by all the other methods across all DGPs considered. In practice, the BSQT method therefore seems the most useful if \( T \) is relatively small compared to \( N \). If \( T \) is large compared to \( N \), the MP method is the best method. For such panels, the BSQT method remains to do reasonably well however, whereas if \( T \) is small, the MP method seriously lacks power and cannot be used reliably.

5. EMPIRICAL APPLICATION

We consider an application based on income data from the Panel Study of Income Dynamics (PSID). Pesaran (2007b) assesses the validity of the claim of Meghir and Pistaferri (2004) that the log of real earnings of households

\(^{12}\) Unreported simulations show that on average the Ng estimator is close to the true proportion, although it does have a fairly large variance.
in the PSID have a unit root. He applies his CIPS panel unit root test to the whole sample consisting of \( N = 181 \) units, as well as to three subsamples consisting of college graduates (CLG, \( N = 58 \)), high school graduates (HSG, \( N = 87 \)) and high school dropouts (HSD, \( N = 36 \)). As \( T = 22 \), this is a typical example of large \( N \), small \( T \) ‘micro’ panel.

Pesaran (2007b) finds mixed evidence regarding the unit root; the CIPS rejects for the full sample, but not for all subsamples.\(^{13}\) This might lead to the conclusion that there is a relation between education level and stationarity properties, and that the rejection for the sub-group drives the full sample rejection. An alternative explanation is that in all three subsamples, there are both stationary and nonstationary units, without a pattern related to the education level, and that whether a rejection is observed depends on a variety of ‘coincidental’ factors.

There is however no way to find out which of the assertions is true with standard panel unit root tests only. Therefore, we apply several methods designed to determine the proportion of stationary units to the data used in Pesaran (2007b).\(^{14}\) Next to the BSQT approach, we consider the bootstrap approach of Romano et al. (2008) to control for FDR employed in Moon and Perron (2012) (MP) and the sequential approach of Chortareas and Kapetanios (2009) with the block bootstrap employed to deal with cross-sectional dependence (SPSM). To make all results comparable, we use the same block bootstrap approach and same individual unit root statistics for all methods. In all methods, the size (or FDR) is set to 5%. We do not consider the method by Ng (2008), as the fundamental differences with the other methods considered makes it difficult to compare results directly and to determine which aspect of the methods causes the differences. Moreover, the method by Ng (2008) turned out to be extremely sensitive to the exact specification in our application, which requires a deeper investigation than what is desired here given it is not the central method of interest.

For the individual unit root test statistics \( \theta_i \), we consider the union of rejections statistic proposed by Smeekes and Taylor (2012), which has the form of a scaled minimum of four statistics\(^{15}\):

\[
\theta_i(\alpha) = \min \left( \left( \frac{x_{i}}{c_{i,QD}^{*,\alpha}} \right)_{DF-QD_{i}^{\mu}}, \left( \frac{x_{i}}{c_{i,QD}^{*,\alpha}} \right)_{DF-QD_{i}^{r}}, \left( \frac{x_{i}}{c_{i,OLS}^{*,\alpha}} \right)_{DF-OLS_{i}^{\mu}}, \left( \frac{x_{i}}{c_{i,OLS}^{*,\alpha}} \right)_{DF-OLS_{i}^{r}} \right).
\]

DF-OLS\(_i\) and DF-QD\(_i\) are the ADF test performed on unit \( i \) with OLS and quasi-differenced (QD) detrending respectively, while superscript \( \mu \) and \( \tau \) indicate whether demeaning or detrending is used respectively. The bootstrap critical values such as \( c_{i,QD}^{*,\alpha} \) used in the scaling factors are determined in a preliminary bootstrap step as the individual level \( \alpha \) critical values of the four tests. This test statistic is the bootstrap adaptation of the method proposed by Harvey et al. (2012) of rejecting the null if either one of the four tests rejects (corrected to have the correct size). This test can therefore deal with uncertainty about the initial condition and the presence of deterministic trends, thus obviating the need to report multiple tests, which is subject to problems with size control and interpretation.

In a panel context, this becomes even more important, as some units may exhibit linear trends while others do not. In such a case, it would be most beneficial to the power of the methods to only include the linear trend for those units that actually contain a trend, which is clearly infeasible in a panel. However, because the union test statistic is applied to each individual unit, this statistic does automatically take this trend uncertainty into account.

A second benefit in a sequential testing framework is the use of the scaling factor \( x_{i} \). Smeekes and Taylor (2012) take \( x_{i} = c_{i,QD}^{*,} \), which scales the test statistics of unit \( i \) towards the critical values of the DF-QD\(_i^{\mu}\) statistic. However, as they argue in Remark 6, any \( x_{i} < 0 \) suffices. We therefore take \( x_{i} = -1 \) for all \( i = 1, \ldots, N \), which

\(^{13}\) Rejections for sub-groups depend on the specification of the CIPS test; see Pesaran (2007b) for details.

\(^{14}\) The dataset used in Pesaran (2007b) is available from the Journal of Applied Econometrics Data Archive (www.econ.queensu.ca/jae).

\(^{15}\) We use the ‘N’ version of their statistic, which is asymptotically valid.
Table IV. Rejections of a unit root in log real household earnings

<table>
<thead>
<tr>
<th></th>
<th>BSQT</th>
<th>MP</th>
<th>SPSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total rejections ($N = 181$)</td>
<td>60</td>
<td>2</td>
<td>41</td>
</tr>
<tr>
<td>Proportion of rejections</td>
<td>0.33</td>
<td>0.01</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Rejections in subsamples

<table>
<thead>
<tr>
<th>Subsample</th>
<th>BSQT</th>
<th>MP</th>
<th>SPSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLG ($N = 58$)</td>
<td>16</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>Proportion</td>
<td>0.28</td>
<td>0.03</td>
<td>0.21</td>
</tr>
<tr>
<td>HSG ($N = 87$)</td>
<td>29</td>
<td>0</td>
<td>21</td>
</tr>
<tr>
<td>Proportion</td>
<td>0.33</td>
<td>0.00</td>
<td>0.24</td>
</tr>
<tr>
<td>HSD ($N = 36$)</td>
<td>15</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Proportion</td>
<td>0.42</td>
<td>0.00</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Note: Rejections are obtained using a 5% level/FDR.

means that all statistics are scaled towards $-1$. This step further ensures that the marginal distributions of the $\theta_i$ are ‘as free of nuisance parameters as possible’ as discussed in Remark 2, as the statistics are not scaled towards individual critical values but to a fixed constant.\footnote{The tests were also performed after transforming to $p$-values, which does not change the results.}

As quantiles to be tested for the BSQT method, we take $q_j = \frac{j-1}{6}$, $j = 1, \ldots, 6$. Our motivation for these quantiles is that the sub-groups take up approximately $1/2$, $1/6$ and $1/3$ of the sample. As such, we can cover whole sub-groups with this choice of quantiles, which makes it possible to investigate if the stationarity properties of the units are indeed dependent on the properties of the sub-groups they are in. We take a block size of 5 (corresponding to $1.75T^{1/3}$),\footnote{The results for BSQT are fairly robust to the block length. Data-dependent block length selection remains an open issue for nonstationary time series. Palm et al. (2011, Section 5.3) find that the method of Giacomini et al. (2013) performs reasonably well, whereas Moon and Perron (2012) use a plug-in rule for bandwidth selection in variance estimation. However, the optimality properties of these methods with I(1) data are unknown. For applications, it is therefore advisable to investigate the sensitivity of the methods to different fixed block lengths.} while we select lags using MAIC with the Perron and Qu (2007) modification with a maximum lag length of three to avoid losing too many observations. Results are based on 4999 bootstrap replications, and all calculations were performed in GAUSS 10. The code to conduct the BSQT method in combination with unions of ADF statistics is available from http://researchers-sbe.unimaas.nl/stephansmeekes/code/.

Table IV presents the results. The BSQT method indicates that about one third of the units is stationary. As expected from the power results in the simulation study, the SPSM method classifies fewer units as stationary than BSQT. Note how the MP method leads to a very different result for these data; according to the MP method, only very few units are stationary, which is not consistent with the results of Pesaran (2007b), nor with the methods mentioned earlier.\footnote{The exact number of rejections for the MP method is sensitive to block lengths, number of lags included and even the seed of the random number generator. However, regardless of these parameters, the number of rejections remains rather small. This sensitivity is in itself another undesirable feature in such small $T$, large $N$ panels.} It therefore seems likely that the MP method suffers from low power because of the small $T$, as found in the simulation study. As discussed before, the BSQT and SPSM methods can overcome the small $T$ by exploiting the cross-sectional dimension, which the MP method is unable to do.

The results for the subsamples are obtained by ordering the units for which rejections were found in the complete sample into the three sub-groups.\footnote{It is unnecessary to apply the methods to each subsample separately, as the stationary units found from the whole sample can be split according to the subsample they belong to. Moreover, it would actually harm the methods as the decrease in the cross-sectional dimension would reduce power for BSQT and SPSM.} We find that the proportion of stationary units in each of the subsamples is fairly similar, from which we may conclude that there appears to be no relation between education level and unit root properties.

Remark 7. The computation time required for this applications gives a good overview of the computational intensity of the methods. Barring the initial bootstrap step needed to construct the union test statistics (which is common to all methods), BSQT and SPSM took about 4 min to run, while the MP method took well over an hour
(on a Windows 7 computer with an Intel Core 2 Duo 3.00 GHz processor). The high computation time for the MP method is not due to the actual bootstrapping but due to the complicated way that the critical values are determined. The BSQT method is much simpler to implement and, in particular if \( N \) is large, much less time consuming.

6. CONCLUSION

We have proposed a new method based on sequential tests to investigate the stationarity properties of individual units in a panel. The approach is based on testing user-defined quantiles sequentially, representing the proportions of stationary data the researcher wants to test for. By being based on quantiles, the method is applicable in panels with a large (but finite) \( N \), while it can also be made suitable for small \( N \) panels by testing individual units sequentially. The critical values are based on the block bootstrap and shown to be asymptotically valid.

Through a simulation study, we demonstrated the good performance of this method in finite samples, where the sequential method performed well in comparison to alternative methods. It has a significant advantage over multiple testing approaches if \( N \) is rather large and \( T \) is small. The sequential method based on quantiles proposed here is also shown to be more powerful than sequential methods based on averages. In practice, therefore, the BSQT method is particularly useful if \( T \) is small relative to \( N \), a situation in which most other currently available methods fail.

We also illustrated the method by an empirical application of testing for unit roots in log earnings data of households. This application with large \( N \) and small \( T \) again demonstrated the usefulness of this method.

The method developed in this article is not restricted to unit root testing in panels; this sequential approach can be used in many settings where multiple testing methods are used, but may not be optimal, especially in applications where \( N \) is very large but \( T \) may not be. Moreover, the method is simple to implement, unlike some of the multiple testing procedures.

There are several limitations and extensions to this article. The most important limitation is that we only consider \( T \) asymptotics owing to the non-availability of joint asymptotics for the bootstrap in this setup. In particular, because it is argued that our method does well for large (but in our analysis invariably finite) \( N \), it would be important to develop joint asymptotics for the bootstrap such that the large \( N \) case can be analysed properly. Another extension would be to consider different unit root tests or even stationarity tests as mentioned in the paper, as such tests might have other, more favourable properties when applied in a sequential context. A final extension worth mentioning is to develop a complete strategy to analyse the problem of unit roots in panel data as hinted at by Pesaran (2012), consisting of starting with a conventional panel unit root test followed by, in case of a rejection, a method to classify the individual units. As not only several methods for classifying units but even considerably more panel unit root tests are available, many different combinations would be possible, and a study into these combinations could be very interesting.
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APPENDIX A: PROOFS

Proof of Theorem 1
Note that $\theta_i \xrightarrow{p} -\infty$ for $i \in S$ as $T \to \infty$ by Assumption 2. Then

$$\theta(1), \ldots, \theta(k_0) \xrightarrow{p} -\infty. \quad (A1)$$

If $q_{j+1} \leq q_0$ and so $k_{j+1} \leq k_0$, then also $\theta(k_{j+1}) \xrightarrow{p} -\infty$, which proves (4a).

If $k_{j+1} > k_0$, then by (A1), all order statistics below $k_0$ have no effect on the distribution of the remaining order statistics. Therefore, we only have to consider those $\theta_i$ for which $i \in U_{k_0}$, and hence $\theta(k_{j+1}) \xrightarrow{p} \theta(k_{j+1}-k_0;U_{k_0})$.

The result in (4b) then follows directly from the continuous mapping theorem (cf. White, 2000, Lem 2).

The result in (5a) follows directly from Paparoditis and Politis (2003) and Palm et al. (2011), as their proofs of asymptotic validity for the DF coefficient test can straightforwardly be extended to other unit root statistics. The
crucial result for any proof of validity is the invariance principle of the bootstrap partial sum process, which is derived in Lemmas 2 and 4 of Palm et al. (2011). As this result still applies here, it can be used to establish the asymptotic validity of other unit root test statistics.

The result in (5b) follows from the fact that all bootstrap units are generated with a unit root, and the application of the continuous mapping theorem. Finally, (5c) follows as (A1) implies all I(0) units will be ranked ahead of the I(1) units and thus must have led to rejections in the previous steps by (4a) coupled with (5b).

**Proof of Corollary 1**

Equation (6a) directly follows from (4a) coupled with (5b). To prove (6b), note that for \( q_j < q_0 < q_{j+1} \),

\[
\lim_{T \to \infty} \Pr( \hat{q} = q_j ) = \lim_{T \to \infty} \Pr( H_0(q_j) \text{ not rejected} ) = \lim_{T \to \infty} \Pr \{ \hat{\theta}(k_{j+1}) \geq c_\alpha(q_j, q_{j+1}) \}
\]

\[
= \lim_{T \to \infty} \Pr \{ \hat{\theta}(k_{j+1} - k_0; k_0) \geq c_\alpha(q_j, q_{j+1}) \}
\]

\[
= \Pr \{ \hat{\xi}(k_{j+1} - k_0; k_0) \geq c_\alpha(q_j, q_{j+1}) \} = 1 - a_{\alpha, k_0},
\]

where the third equality follows from (A1). Equation (6c) is the probability of not rejecting the true null hypothesis \( H_0(q_j) \), which is equal to \( 1 - \alpha \) by (5c). To show (6d), note that if \( q_{j-1} < q_0 < q_j \),

\[
\lim_{T \to \infty} \Pr( \hat{q} = q_j ) \leq \lim_{T \to \infty} \Pr( H_0(q_{j-1}) \text{ rejected} ) = \lim_{T \to \infty} \Pr \{ \hat{\theta}(k_j) < c_\alpha(q_{j-1}, q_j) \} = a_{\alpha, k_0},
\]

which follows in the same way as (6b). To show (6e), assume without loss of generality that \( q_{j-1} = q_0 \). The result then follows from the fact that, asymptotically,

\[
1 = \sum_{m=1}^{j-2} \Pr( \hat{q} = q_m ) + \Pr( \hat{q} = q_{j-1} ) + \sum_{m=j}^{r} \Pr( \hat{q} = q_m ) = 1 - \alpha + \sum_{m=j}^{r} \Pr( \hat{q} = q_m ).
\]

The middle inequality in (8) follows if \( \Pr \{ \hat{\xi}(k_{j+1} - m; \Delta_m) < x \} \leq \Pr \{ \hat{\xi}(k_{j+1} - m; \Delta_m + 1) < X \} \) for any \( x \in \mathbb{R} \), which is equivalent to \( \hat{\xi}(k_{j+1} - m; \Delta_m + 1) \leq X \hat{\xi}(k_{j+1} - m; \Delta_m) \), where ‘\( X \leq Y \)’ denotes that \( X \) is smaller in the usual stochastic order than \( Y \) (cf. Shaked and Shanthikumar, 2007, p. 3). This follows directly from Corollary 6.B.24 in Shaked and Shanthikumar (2007), as \( |\Delta_m| = N - m \) and therefore \( |\Delta_{m+1}| - (k_{j+1} - m - 1) = N - k_{j+1} = |\Delta_m| - (k_{j+1} - m) \). The first inequality in (8) then follows by setting \( m = k_j \) along with (7), while the last follows by definition. □