THE VOLATILITY OF LONG-TERM BOND RETURNS: PERSISTENT INTEREST SHOCKS AND TIME-VARYING RISK PREMIUMS
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Abstract—We develop an almost affine term-structure model with a closed-form solution for factor loadings in which the spot rate and the risk price are fractionally integrated processes with different integration orders. This model is used to explain two stylized facts. First, predictability of long-term excess bond returns requires sufficient volatility and persistence in the risk price. Second, the large volatility of long-term bond returns requires persistence in the spot rate. Decomposing long-term bond returns, we find that the expectations component from the level factor is more volatile than returns themselves and that the risk premium correlates negatively with level-factor innovations.

I. Introduction

Affine term structure models assume a stationary vector autoregressive (VAR) process for the factors that drive interest rates. Time series estimates of the VAR typically imply that long-term expectations of future spot rates have very little variation. With constant risk premiums, long-term yields would then have very low volatility. In the data, long-term yields are, however, almost as volatile as short-term yields. To explain this volatility in the data, risk premiums need to be very volatile. This implication hinges on the estimated persistence in the VAR model. To explain the volatility puzzle without highly volatile risk premiums, mean reversion in interest rates must be very slow, and hence the VAR models need a near unit root.

The sensitivity with respect to near unit root parameters is illustrated in Cochrane and Piazzesi (2008) and Jardet, Monfort, and Pegoraro (2013). Both studies compare the long-run forecasts of the short-term interest rate from estimated VAR models with and without imposing cointegration among yields of different maturities. These long-run forecasts are very different. For the stationary VAR, they are close to the constant unconditional mean of the spot rate, whereas the cointegrated model produces forecasts that are very close to the current level of the spot rate.
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How to deal with this sensitivity remains problematic. Estimates of the largest autoregressive root are biased downward due to the well-known Kendall bias, which is exacerbated in multivariate systems (see Abadir, Hadri, & Tzavalis, 1999). Recently various bias-adjustment procedures have been proposed. Instead of further refining the estimators of Gaussian affine models, we extend the class of models by including fractionally integrated processes and breaking the affine relation between the risk premium and the level of state variables.

Fractional integration, denoted \( I(d) \), is a parsimonious and flexible means to model the long-memory properties of interest rate dynamics, as it allows a smooth transition between stationary \( I(0) \) processes and nonstationary unit-root \( I(1) \) processes. The fractional model can generate forecasts that are in between the stationary and cointegrated models. We see three motivations for applying fractional integration to model the term structure of interest rates. First, many studies have estimated the fractional integration parameter of interest rate time series and report that the order \( d \) is between 0.8 and 1 but significantly different from 0. For our sample of 58 years of monthly observations, we estimate the order of integration as \( d = 0.89 \). That means that the level of interest rates is nonstationary but less persistent than a random walk or \( I(1) \) process.

Second, fractional integration models are linear and therefore analytically tractable. We obtain an analytical solution for the term structure for any Gaussian linear process for the spot rate combined with any Gaussian linear process for the price of risk, jointly driven by \( K \) shocks. Since the price of risk is not necessarily related to the level of the state variables, risk premiums can be stationary even though state variables are not. In the model, excess returns have a factor structure with factor loadings given in closed form. For this reason, we prefer the fractional model to other model classes that can also generate long-memory-like behavior, such as regime-switching models. As Diebold and Inoue (2001) have shown, a fractionally integrated model provides a good approximation for long-run predictions for time series that are subject to occasional breaks in the mean. Connolly, G"uner, and Hightower (2007) further demonstrate that

\(^*\) Bauer, Rudebusch, and Wu (2012) develop a bootstrap adjustment of the VAR parameters. Jardet et al. (2013) take a weighted average of the stationary and cointegrated forecasts. Joslin, Priefsch, and Singleton (2014) restrict the largest eigenvalues under the physical \( \mathbf{P} \) and risk-neutral \( \mathbf{Q} \) measure to be equal. Dewachter and Lyrio (2006) impose the unit root under \( \mathbf{P} \), whereas Christensen, Diebold, and Rudebusch (2011) impose the unit root under \( \mathbf{Q} \). Cochrane and Piazzesi (2008) estimate persistence under \( \mathbf{Q} \) and infer the persistence under \( \mathbf{P} \) by constraining the specification for risk prices.

\(^1\) See, e.g., Shea (1991), Sun and Phillips (2004), Iacone (2009), and Gil-Alana and Moreno (2012).
a long-memory model for the short rate may describe the series more accurately than a structural change model.

Third, fractional models have been shown to fit certain characteristics of the cross section. Our approach has been motivated by Backus and Zin (1993), who assumed an autoregressive fractionally integrated moving average, ARFIMA(p,d,q), process for the spot rate, together with a constant risk premium. With this model, they succeed in matching the observed mean and volatility of yields. We relax two of their assumptions. First, we do not require that interest rates be stationary with \( d < 1/2 \). The assumption was necessary for their tests of unconditional moments of yield levels, but it is not required for our tests on the volatility of excess returns. Second, we allow for time-varying risk premiums because there is strong empirical evidence that excess returns have a predictable component and because these may be an important source of volatility in bond returns.

For the price of risk, we also consider a fractional model. A large literature relates the predictable part of excess returns to yield spreads or forward premiums. Campbell and Shiller (1991) and many others generally report significant predictive power. Following Campbell and Shiller (1987), cointegration models of the term structure assume that spreads are \( I(0) \). More recent time series tests reach a different conclusion. Both Chen and Hurvich (2003) and Nielsen (2010) find that spreads have a fractional order that is significantly larger than 0, but with point estimates that are less than a half. We find the same in our data, not only in time series tests but also implied by stylized facts at the long end of the term structure.

A related approach is the shifting end points model of Kozicki and Tinsley (2001). They specify long-horizon expectations of the short-term interest rate as a (nonlinear) function of inflation and inflation expectations. The shifting end point serves as the level factor for the term structure and is successful in tracking long-maturity yields. The long-memory properties of the factor are due to the nonstationarity of inflation and in some specifications to regime shifts in the monetary policy target inflation rate. We interpret their evidence as an indication that fractional models may provide the right amount of persistence.

Our focus is on long-maturity bonds. At long maturities, only the low-frequency components in the level factor matter, and we can work with a single-factor model as in Backus and Zin (1993) and Kozicki and Tinsley (2001). When we compare term structure estimates for different orders of integration, we find a strong interaction between the persistence of the level factor and the risk premium in long-maturity bond returns. With low persistence in the level factor, as in a stationary AR model, the correlation between risk prices and the spot rate is positive. With stronger persistence, such as our estimated \( d = 0.89 \) or an \( I(1) \) unit root, the correlation changes sign. In this case, the expectations-driven part of the volatility of excess returns is larger than the total volatility. This implies that the covariance between risk premiums and changes in expectations must be negative to match the volatility in the data. A similar sign change for the covariance between the spot rate and the risk premium is observed in Bauer, Rudebusch, and Wu (2014) in their comment on Wright (2011). In Wright (2011) the spot rate dynamics are stationary resulting in very stable long-term expectations and high implied volatility in the risk premium. Bauer et al. (2014) advocate a bias adjustment of the dynamics toward the unit root and as a result find that expectations become more volatile and that the covariance between the risk premium and macroeconomic variables changes sign.

II. Linear Time Series Processes and the Term Structure

Our model is a generalization of the discrete-time, Gaussian, essentially affine model for the term structure of interest rates developed by Duffee (2002). Two differences are important: (a) the price of risk is not necessarily an affine function of the state variables and (b) the dynamics for the short-term interest rate can be more general than a VAR.

We assume that the one-period spot rate, \( r_t \), can be represented by the linear moving average specification,

\[
\Delta r_t = \sum_{j=0}^{\infty} c_j \epsilon_{t-j},
\]

where \( c_j \) and \( \epsilon_t \) are vectors of length \( K \) and \( \epsilon_t \sim N(0, \Sigma) \). Depending on the assumptions on the impulse responses \( c_j \), the general formulation in equation (1) encompasses many time series models, including models with fractional integration in which the spot rate is integrated of order I(d). The model is formulated in first differences to allow for nonstationary processes. For a stationary process, the model is overdifferenced, and information on the unconditional mean of \( r_t \) is lost. In this paper, we will focus on excess returns and yield spreads. Both do not depend on the unconditional mean of the spot rate.

The logarithmic stochastic discount factor \( m_{t+1} = \ln M_{t+1} \) is specified as

\[
m_{t+1} = -r_t - \frac{1}{2} \lambda_t^\prime \Sigma \lambda_t + \lambda_t^\prime \epsilon_{t+1},
\]

where \( \lambda_t \) is a \( K \)-vector of risk prices following the linear process

\[
\Sigma \lambda_t = \Sigma \mu_\lambda + \sum_{j=0}^{\infty} F_j \epsilon_{t-j},
\]

with \( \mu_\lambda \) a \( K \)-vector and \( F_j \) matrices of coefficients of order \( (K \times K) \). The order of integration I(d) of \( \lambda_t \) can be different from that of the spot rate. The specification is in levels, as we will always assume \( d_\lambda < 1/2 \).
Specifications (1) to (3) reduce to an essentially Gaussian affine term structure model if both the spot rate and the risk prices are affine in \( K \) state variables, \( X_t \),

\[
\begin{align*}
    r_t & = \delta_0 + b'_1 X_t, \\
    \Sigma r_t & = \Lambda_0 + \Lambda_1 X_t,
\end{align*}
\]

with state variables that follow the first-order VAR \( X_t = AX_{t-1} + \epsilon_t \) (possibly with unit roots in \( A \)). In the affine model, the coefficients \( c_j \) and \( F_j \) are both determined by the VAR coefficient matrix \( A \). In the current model, \( c_j \) and \( F_j \) can be unrelated and do not need to generate the same time series properties. We will consider a model where the spot rate is a nonstationary process, whereas the price of risk remains stationary. In particular, we will consider a model in which the spot rate level is fractionally integrated of order \( d_s > 1/2 \) and the price of risk integrated of order \( d_b < 1/2 \).

Prices of discount bonds of maturity \( n \) are denoted \( P^{(n)}_t \), log bond prices are \( p^{(n)}_t = \ln P^{(n)}_t \), and continuously compounded yields are \( y^{(n)}_t = -(1/n)p^{(n)}_t \). Bond prices satisfy the pricing equation

\[
P^{(n+1)}_t = E_t \left[ M_{t+1} p^{(n)}_{t+1} \right],
\]

with initial condition \( P^{(1)}_0 = e^{-\gamma} \). Given spot rates and risk prices that are governed by equations (1) to (3), the dynamics for prices and yields of all maturities can be derived recursively from equation (4). Since we allow for nonstationary spot rate dynamics, it is more convenient to express yields relative to the spot rate level using the spread \( s^{(n)}_t = y^{(n)}_t - r_t \).

The implied dynamic process for the spread is summarized in theorem 1 (the proof is in appendix A):

**Theorem 1.** The yield spread for a discount bond of maturity \( n \) follows the process

\[
s^{(n)}_t = \frac{1}{n} \left( a^{(n)} + \sum_{j=0}^{\infty} d_j^{(n)} \epsilon_{t-j} \right)
\]

with recursively defined coefficients

\[
\begin{align*}
    d_j^{(n+1)} & = d_{j+1}^{(n+1)} + n c_{j+1} + F_j^{(n)} (d_0^{(n)} + nc_0), \\
    a^{(n+1)} & = a^{(n)} - \frac{1}{2} (d_0^{(n)} + nc_0)^\top \Sigma (d_0^{(n)} + nc_0) \\
    & \quad + (d_0^{(n)} + nc_0) \Sigma \mu_k,
\end{align*}
\]

and initial conditions \( a^{(1)} = 0 \) and \( d_j^{(1)} = 0 \).

Given our assumptions on \( d_t \) and \( d_s \), theorem 1 implies that \( s^{(n)}_t \sim I(d_s) \). Our empirical analysis will be based on the excess returns defined as

\[
x^{(n+1)}_t = s^{(n+1)}_t/n = \left( s^{(n+1)}_t - s^{(n+1)}_t + \Delta r^{(n+1)}_t \right),
\]

where the second equality follows directly from the definition of the spread. For an explicit solution we use equation (5) with the coefficients in equation (6). The result is in theorem 2 (see appendix B).

**Theorem 2.** Let the spot rate be generated by the linear process (1) and risk prices be generated by the linear process (3). Then excess returns on discount bonds have the factor structure

\[
x^{(n+1)}_t = b'_n (-\epsilon_{t+1} + \Sigma \lambda_t) - \frac{1}{2} b'_n \Sigma b_n,
\]

with factor loadings obeying \( b_1 = c_0 \), and

\[
b_n = C_{n-1} + \sum_{i=1}^{n-1} F'_{n-1} \epsilon_i, \quad n > 1,
\]

with \( C_{n-1} = \sum_{i=0}^{n-1} (n-i) c_i \); the cumulative impulse responses for the level of the spot rate.

Excess returns have three components. First, shocks \( \epsilon_{t+1} \) enter with factor loadings \( b_n \). Recursion (10) for these loadings includes both the effects of the short rate process through the \( c_j \) terms, as well as the risk price dynamics through the \( F_j \) terms. The second element is the predicted excess return, which is linear in \( \Sigma \lambda_t \) with the same factor loading \( b_n \). The last term is the Jensen inequality adjustment \( (1/2) b'_n \Sigma b_n \). The general structure, equation (9), is the same as for the Gaussian essentially affine model. What is different are the coefficients \( b_n \). The second term in equation (10) shows how the time series process of risk prices affects the factor loadings. For long-term maturities, the relative magnitudes of the expectations effect \( C_{n-1} \) and the risk premium effect crucially depend on the rate of decline of the \( C_n \) sequence for the spot rate and the sign of the \( F_n \) impulses of the risk premium.

In this model, it is much more convenient to work with excess returns than yield levels or spreads. With excess returns, theorem 2 implies that we still maintain a low-dimensional factor structure, whereas the spreads in equation (5) do not allow any factor structure for general linear time series processes.

Our interest is in the effect of the spot-rate persistence on the volatility and predictability of excess returns on long-term bonds. For this analysis, we make two related assumptions. First, we will concentrate our analysis on long-maturity bond returns, since that is where we should expect to see the largest effects of alternative estimates of persistence. Second, we will focus on the most persistent term structure factor, known as the level factor. In the remainder, we therefore specialize our model to the single factor case, with the level factor as the only one. Adding factors with
III. Data and Stylized Facts

We use monthly time series of U.S. long-term interest rates for 1954:01–2012:02. Zero-coupon yields \( y_t \) with maturities of five and ten years are from the replication data of Campbell and Viceira (2001) up to 1994:11, supplemented by the Gürkaynak, Sack, and Wright (2007) data from 1994:12 onward. For the spot rate \( r_t \), we use the three-month Treasury bill rate from the FRED database, transformed to continuously compounded yields. To construct excess returns, we use the long maturity approximation

\[
X_t^{(n)} = -n \Delta y_t^{(n)} + \Delta y_t^{(n)} - r_t.
\]

The choice of maturities is motivated by two considerations. Both maturities should be long enough not to be affected by transitory factors, while the two maturities should be far enough apart to obtain an accurate estimate of the rate of increase of the factor loadings. Maturities longer than ten years would be even more informative, but for these, we do not have long time series data of liquid market prices. In the remainder, we will denote the two maturities by \( k \) (60 months) and \( m \) (120 months).

Summary statistics are in table 1. The key moment we wish to match is the relative volatility of five- and ten-year excess returns, \( M_0 \). Using the sample standard deviations, we find \( M_0 = 1.68 \). To interpret this number, suppose the spot rate were a random walk \( (c_j = 0) \) and the price of risk a constant. In that case, theorem 2 implies the factor loadings \( b_n = n \) and, hence, a volatility ratio

\[
M_0 = \frac{b_m}{b_k} = 2.
\]

Conversely, if the first-order autocorrelation of 0.984 were more representative for generating expected future spot rates, the ratio would be only 1.37. Matching the observed volatility therefore requires either choosing the proper long memory properties for the spot rate or adding the evidence on a time-varying risk premium, or both.

It is difficult to discriminate among alternative views of the long memory properties of the spot rate. A standard augmented Dickey-Fuller (ADF) test does not reject the unit root hypothesis for the spot rate and long-term yields. Sample autocorrelations of interest rate levels decrease very slowly. For example, for the spot rate, the 84th order autocorrelation is still 0.395. This slow decay indicates long memory dynamics. Indeed the semiparametric estimates in table 1 indicate that \( d_c \approx 0.9 \) and significantly larger than 1/2 at a 5% level.

Some predictability of excess returns is evident from the significantly positive first-order autocorrelations. Following the literature, we consider spreads as explanatory variables for the risk price \( \lambda_r \). Estimates for the integration order of the five-year spread in table 1 are \( d \approx 0.4 \). The point estimate for the ten-year spread is slightly above 1/2 but not significantly so. The estimates of the fractional order of spreads motivate a term structure model that allows for stationary, but not necessarily \( I(0) \), dynamics for the price of risk.

IV. Models

For both the spot rate as well as the price of risk, we will make specific parametric assumptions to obtain the factor loadings \( b_n \) in equation (10).

A. Alternative Spot Rate Models

In a single-factor model the short-rate process, equation (1), has scalar coefficients \( c_j \), while the innovations \( \epsilon_t \) have a scalar variance \( \sigma^2 \). We will compare three different ARFIMA specifications that differ by the order of integration for the spot rate. The first model is a fractionally integrated process. We add some transitory dynamics for estimation purposes and to give all models the same number of parameters. Consistent with the small, positive autocorrelation in the \( \Delta r_t \) series (see table 1), it appears that a first-order autoregressive term is sufficient for the transitory dynamics. The spot rate model thus becomes

\[
(1 - \nu L)(1 - L)^{d - 1} \Delta r_t = \epsilon_t.
\]

The level of the spot rate is fractionally integrated with fractional parameter \( d \) \( \in (0, 1) \). The model’s impulse responses are given by

\[
C_{n-1} = \sum_{k=0}^{\infty} (1 - \nu L)^{d-k} L^{d-k} \epsilon_t.
\]

The cumulative impulse responses \( C_{n-1} \) that we need for the term structure factor loadings are of order \( O(n^d) \). Since we evaluate the model using maturities \( k \) and \( m = 2k \), a large \( k \) approximation for the volatility ratio \( M_0 \) under the expectations hypothesis gives

\[
C_{m-1} / C_{k-1} \approx (m/k)^{d} = 2^d.
\]
For the second model, we consider an \( I(1) \) specification that can mimic the properties of the fractional model. In particular, we consider spot rate predictions that are a weighted average of a random walk and a stationary AR(1) with parameter \( \rho \). These predictions are

\[
E_t[r_{t+j}] = \alpha r_t + (1 - \alpha) \left( \mu_r + \rho (r_t - \mu_r) \right), \quad (12)
\]

with \( \alpha \) the weight given to the random walk forecasts and \( \mu_r \), the unconditional mean under the stationary model. This mixture model can be interpreted as a crude approximation of a long memory process. Granger (1980) proves that a mixture of AR(1) processes with random coefficients converges to a fractional process. The process specified here has just two elements instead of the beta-weighted continuum in Granger (1980). In this model, \( c_0 = 1 \) and \( c_j = (1 - \alpha) \rho^j (1 - \rho^{-1}) \) for \( j > 0 \). With a non-zero weight for the random walk, this is an \( I(1) \) process, which can be written in the ARFIMA(1,1,1) representation:

\[
\Delta r_t = \rho \Delta r_{t-1} - (\rho + (1 - \alpha)(1 - \rho)) \epsilon_{t-1} + \epsilon_t, \quad (13)
\]

If either \( \rho \uparrow 1 \) or \( \alpha \uparrow 1 \), the other parameter becomes unidentified. For \( \alpha \) or \( \rho \) close to 1, the MA root almost cancels either the first-difference operator or the AR root. We then have a process that is borderline between \( I(0) \) and \( I(1) \).

Our third model is the stationary AR(2) process:

\[
(1 - v_1 L - v_2 L^2) (r_t - \mu_r) = \epsilon_t, \quad (14)
\]

for the level of the spot rate with autoregressive parameters \( v_1 \) and \( v_2 \). Since for large \( n \), the impulse responses \( C_{n-1} \) converge to a constant, a stationary AR model will have problems to match the observed increasing volatility of long-term excess bond returns (unless the largest AR root is very close to one).

All three time series models have two parameters for the dynamics, which for future reference we generically denote by \( \theta_p \).

B. The Price of Risk

For the time series process of \( \lambda_t \), we specialize equation (3) to the univariate process,

\[
\sigma^2(\lambda_t - \mu_{\lambda_t}) = \xi \sum_{j=0}^{\infty} f_j \epsilon_{t-j}, \quad (15)
\]

where the \( f_j \) are scalars, normalized by \( f_0 = 1 \), and where \( \xi \) is a scalar parameter that determines both the volatility of the risk premium and the sign of the covariance between \( r_t \) and \( \lambda_t \). If \( \xi = 0 \), the risk premium is constant.

We specify a fractional model for \( \lambda_t \), with a lower order of integration than the spot rate. Since all three spot rate models restrict \( d_s \in [0, 1/2] \), the term structure model implies that the spread has the same order of integration as the price of risk. For the price of risk, we need a parsimonious model, since the parameters must be estimated from the cross section of long-maturity bond returns. Since we use only two long-term maturities, we consider the pure fractional \( I(d_s) \) model,

\[
(1 - L)^{d_s} \sigma^2(\lambda_t - \mu_{\lambda_t}) = \xi \epsilon_t, \quad (16)
\]

with \( d_s \in [0, 1/2] \). The two risk parameters together form the vector \( \theta_s = (d_s, \xi)^P \).

Given our specification, the variance of the price of risk is

\[
\text{var}[(\lambda_t - \mu_{\lambda_t})^2] = \sigma^2 \xi^2 \omega^2, \quad (17)
\]

This is also the maximum \( R^2 \) that can be obtained from predictive regressions of excess returns on observed variables such as yield spreads and macroeconomic variables.

V. Moment Conditions

We estimate the parameters \( \theta_p \), \( \theta_s \), and \( \sigma^2 \) by the generalized method of moments (GMM) exploiting three types of moment conditions. The first set are moment conditions for the time series dynamics of the spot rate process and involve only the spot rate parameters \( \theta_p \). The second set focuses on the volatility of excess returns. These moments impose conditions on the price of risk such that the model can fit the volatility of excess returns of bonds with long maturities. The third type of moment conditions exploits the predictability of excess returns implied by a time-varying price of risk. These conditions add testable overidentifying information.\(^{10}\)

A. Spot Rate Moments

Our GMM moment conditions for the time series parameters \( \theta_p \) of the three alternative spot rate models are the least-squares orthogonality conditions

\[
E \left[ \epsilon_t \frac{\partial \epsilon_t}{\partial \theta_p} \right] = 0. \quad (18)
\]

Equation (18) provides a moment equation for each element in \( \theta_p \) and therefore exactly identifies the time series parameters. For the AR(2) model, the moment conditions involve

\(^{9}\)In an earlier draft, we also considered the AR(1) specification \( (1 - \rho L) \sigma^2(\lambda_t - \mu_{\lambda_t}) = \xi \epsilon_t \), which did not give any qualitatively different results.\(^{10}\)We do not consider restrictions on constant terms. Unconditional means of excess returns and spreads are unrestricted and estimated by the sample average. To avoid cluttered notation, we omit all constant terms in the moment conditions developed below—for example, we write \( s_t^{10} \) instead of \( s_t^{10} - \mu_{s_t} \).
only the first two autocorrelations of the level of the spot rate. For both the fractional model and the I(1) mixture model, we implement the moment conditions as proposed in Beran (1995) using the infinite-order autoregressive representation for the first differences of the spot rate. All sample values for \( \Delta r_t \) are set to 0.

The volatility of the spot rate can be estimated from the additional moment condition \( E[\epsilon_t^2] = \sigma^2 \). The univariate prediction errors likely overestimate the spot rate variance if expectations are formed on a broader information set than lagged short-term interest rates alone. We will therefore mostly omit this moment condition and estimate the volatility from the variance of the excess returns on the long-term bonds.

### B. Volatility

The factor structure implies that the unconditional covariance matrix of our two long-term excess returns \( \mathbf{r}_x = (r_{x,t}^{(k+1)}, r_{x,t}^{(m+1)})' \) can be written as

\[
\mathbf{V}_0 = E[\mathbf{r}_x\mathbf{r}_x'] = \sigma^2 (1 + \xi^2 \omega^2) \mathbf{b}\mathbf{b}',
\]

where \( \mathbf{b} = (b_k, b_m)' \) is the vector of factor loadings. The factor loadings are a function of both the spot rate parameters \( \theta_p \) and the risk parameters \( \theta_R \). The growth in factor loadings of long-maturity bonds is the quantity most affected by the long memory properties of the spot rate and therefore directly related to the volatility puzzle. The scaling factor \( \sigma^2 (1 + \xi^2 \omega^2) \) is the unconditional variance of the factor \( (-\epsilon_r + \sigma^2 \lambda_{t-1}) \). Ideally \( \sigma^2 \) should be equal to the variance of the spot rate prediction errors.

The moment conditions can be rewritten in terms of the volatility of a \( k \)-period bond relative to the volatility of an \( m \)-period bond,

\[
\mathbf{V}_0 = \mathcal{S}_\xi^2 \begin{pmatrix} 1 & \mathcal{M}_0 \\ \mathcal{M}_0 & \mathcal{M}_0^2 \end{pmatrix},
\]

where \( \mathcal{S}_\xi^2 = b_k^2 \sigma^2 (1 + \xi^2 \omega^2) \) is the unconditional variance of the \( k \)-period excess returns and \( \mathcal{M}_0 = b_m/b_k \) is the relative volatility of the returns of the two long-term bonds. The three moment conditions in \( \mathbf{V}_0 \) are related to two functions of the parameters: \( \mathcal{S}_\xi^2 \) and \( \mathcal{M}_0 \). Since we take the volatility \( \sigma^2 \), and hence \( \mathcal{S}_\xi^2 \), as a free parameter, the relative volatility \( \mathcal{M}_0 \) is the only function of the risk parameters identified from the covariance matrix. It therefore imposes a condition on the risk parameters but does not fully identify \( \theta_R \).

### C. Predictability

A time-varying price of risk implies predictability of excess returns. As a simple measure of predictability, we include the first-order autocovariances of the excess returns. The autocovariances of excess returns can be computed from the factor model (9) as

\[
\mathbf{V}_1 = E[\mathbf{r}_x\mathbf{r}_x'-1] = \sigma^2 \left( -\xi + \frac{d_k}{1-d_k} \xi^2 \omega^2 \right) \mathbf{b}\mathbf{b}' = \mathcal{M}_1 \mathbf{V}_0.
\]

The four moment conditions in equation (21) identify the first-order autocorrelation,

\[
\mathcal{M}_1 = \frac{-\xi + \xi^2 \omega^2 d_k}{1 + \xi^2 \omega^2},
\]

as one additional function of the risk parameters. Hence, the autocorrelation \( \mathcal{M}_1 \) and volatility \( \mathcal{M}_0 \) jointly just identify the risk parameters. Due to the factor structure, the autocorrelation does not depend on maturity and/or the parameters of the spot rate process. The maturity independence of \( \mathcal{M}_1 \) adds useful overidentifying restrictions to obtain precise estimates of \( \mathcal{M}_1 \) and, hence, the risk parameters \( \theta_R \).

With the moment conditions discussed so far, all spot rate models will have the same fit for the excess return moment conditions. To discriminate among different spot rate models, we consider overidentifying restrictions implied by predictive regressions of the form

\[
r_{x,t+1}^{(n+1)} = \psi_{0,n} + \psi_{n} \lambda_{t}^{(n)} + \eta_{t+1}^{(n+1)},
\]

where excess returns are regressed on their own lagged spread. We refer to the \( \psi_{n} \) coefficients as the Campbell-Shiller slopes after Campbell and Shiller (1991) who find that regression estimates of \( \psi_{n} \) are typically positive. Since the term structure model completely specifies the dynamics for excess returns and yield spreads, we can derive the model-implied slopes for the predictive regressions as a function of both \( \theta_p \) and \( \theta_R \) (see appendix C). The Campbell-Shiller regressions thus provide the two additional moment conditions:

\[
E \left[ \left( r_{x,t+1}^{(n+1)} - \psi_{n} \lambda_{t}^{(n)} \right) s_{t}^{(n)} \right] = 0, \quad n = k, m.
\]

Comparing model implied and unrestricted regression slopes has been used as a powerful empirical test of term structure models (see, e.g., Dai & Singleton, 2002, and Sangvinatsos & Wachter, 2005).

A related predictive regression has been proposed by Cochrane and Piazzesi (2005). Instead of regressing each excess return on its own spread \( \lambda_{t}^{(n)} \), they construct a common predictive factor \( w_t \) as a linear combination of spreads with different maturities. Having the same explanatory variable for all excess returns is motivated by the factor model (9). The Cochrane-Piazzesi slopes imply the two moment conditions

\[
E \left[ \left( r_{x,t+1}^{(n+1)} - \beta_{n} w_t \right) w_t \right] = 0, \quad n = k, m.
\]

Expressions for the implied Cochrane-Piazzesi slopes \( \beta_{n} \) can be derived in the same way as the Campbell-Shiller slopes \( \psi_{n} \). Theorem 2 implies that the predictable component has the same factor structure as the shock to excess returns.
In equation (25) we therefore have \( \beta_m = \mathcal{M}_0 \beta_k \), meaning that the two Cochrane-Piazzesi slopes add one new function of the parameters and one overidentifying condition on the relative volatility \( \mathcal{M}_0 \).

For our data, we define \( w_t = s_t^{(k)} - \gamma s_t^{(m)} \) as a linear combination of the five- and ten-year spreads. We fix \( \gamma = 0.54 \), which is the estimate of \( \gamma \) obtained from a nonlinear bivariate OLS regression of five-year and ten-year excess returns on \( w_t \). The value for \( \gamma \) implies that the prediction factor has tent-shaped weights as in Cochrane and Piazzesi (2005): negative for the spot rate and the ten-year yield and positive for the five-year yield.

\[ \begin{align*}
\text{Time Series} & \quad \text{All Moments} \\
\begin{array}{ccc|ccc}
\text{Fractional} & d_t & \nu & \sigma & d_t & \nu & \sigma \\
\alpha & 0.891 & 0.237 & 0.0396 & 0.888 & 0.232 & 0.0396 \\
\rho & 0.138 & 0.208 & 0.0031 & 0.045 & 0.096 & 0.0031 \\
\sigma & 0.581 & 0.977 & 0.0399 & 0.693 & 0.960 & 0.0399 \\
\tan \gamma & 0.533 & 0.035 & 0.0030 & 0.303 & 0.064 & 0.0030 \\
\tan \nu & 0.096 & 0.097 & 0.0037 & 0.095 & 0.095 & 0.0031 \\
\tan \sigma & 0.120 & -0.134 & 0.0395 & 1.153 & -0.167 & 0.0395 \\
\tan \nu & 0.096 & 0.097 & 0.0037 \\
\tan \sigma & 0.120 & -0.134 & 0.0395 \\
\end{array}
\end{align*} \]

The table reports GMM estimates of the parameters of three time series models for the three-month T-bill rate. The first set of estimates is based on only the spot rate moments, equation (18); the second set uses all thirteen moment conditions. The spot rate volatility \( \sigma \) is estimated from the squared prediction errors of the spot rate and expressed in percent per month. Newey-West standard errors based on six lags are reported in parentheses.

**Figure 1.**—Spot Rate Dynamics

The figure shows the cumulative impulse responses \( C_{n-1} \) scaled by horizon \( n \) for each of the three estimated spot rate models in table 2. Parameters are those obtained using all thirteen moment conditions.

**VI. Results**

**A. Spot Rate Dynamics**

We first look at the implications of different models on long-term expectations for the spot rate. Parameter estimates for all three spot rate models are in table 2. We estimate them by matching all moment restrictions; an alternative set of estimates is obtained from the time series moment conditions, equation (18), only. The two sets of point estimates are very similar; only standard errors differ. The residual variances of the spot rate errors \( \sigma^2 \) for the three models are very close to each other. For short-term predictions, they fit the data about equally well.

The parametric estimates of the fractional parameter \( d_t \) are around 0.9 and significantly larger than 1/2. They are very close to the semiparametric estimates in table 1. With only spot rate moments, we cannot reject that \( d_t \) is equal to unity. Using all thirteen moments, we find that the overidentifying information from the term structure leads to a much smaller standard error, such that \( d_t \) becomes significantly less than 1. Estimates for the \( f(1) \) mixture model give between 58% and 69% weight to the random walk forecasts and put the remaining weight on a stationary AR(1). The random walk weight \( \alpha \) is, however, estimated with low precision. Long-term forecasts are thus subject to large standard errors. For the AR(2) model, the largest root is 0.983.

What matters for the term structure models are the long-term cumulative impulse responses \( C_{n-1} \) defined in equation (10). Figure 1 shows the sequences \( C_{n-1} \) scaled by \( n \); these represent the effect of a shock \( \epsilon_t \) on the expected average future spot rate \( (1/n) \mathbb{E}[\sum_{j=1}^{n-1} r_t \nu^j] \). For \( n \) between 60 and 120, the sequence of \( C_{n-1}/n \) is largest for the fractional model. Consistent with the estimated \( d_t \), the decline is very slow. Over the relevant range for \( n \), the impulse responses for the mixture model are not far from the fractional model. They are a bit below and decline marginally slower. For the mixture model, the sequence \( C_{n-1}/n \) will converge to the random walk weight \( \alpha \), whereas it will slowly go to 0 at rate \( n^{\nu-1} \) for the fractional model. For the stationary AR(2) model, the scaled cumulative impulse responses decline much faster at rate \( 1/n \).

The implied volatility ratios \( C_{m-1}/C_{k-1} \) are 1.37 for the stationary AR(2) and 1.86 for the fractional and mixture models.12 For comparison, the volatility ratio of actual long-term bond returns in table 1 is 1.68. Since standard errors on

---


12 The transitory dynamics in the fractional model have a negligible impact on the volatility ratio. The large \( k \) approximation \( C_{2k-1}/C_{k-1} \approx 2^k = 1.86 \) is identical to the exact value.
the long-horizon impulse responses are large for most of the estimates, we cannot reject the hypothesis that $C_{m-1}/C_k \approx 1.68$ for most estimates of the spot rate dynamics. The only exception is the fractional model with parameters estimated from all moment conditions.

The impulse responses illustrate the volatility puzzle within an expectations model. Stationary spot rate dynamics do not produce sufficiently volatile future expectations to explain the volatility of long rates. Conversely, the fractional and mixture models generate too much volatility. Therefore, risk dynamics are needed to increase volatility when the spot rate follows a stationary AR(2), whereas the risk dynamics need to mitigate the expectations effect for the nonstationary models.

**B. Risk Dynamics**

Table 3 shows how the risk parameters depend on the alternative spot rate models. As conjectured, the sign of $\xi$, the covariance between shocks to the price of risk and the spot rate, depends on the spot rate persistence. For the stationary AR(2) model, the estimate of $\xi$ is positive; for the two nonstationary spot rate models, the estimate of $\xi$ is negative.

The sign of $\xi$ also affects the estimate of $d_1$. The expression for $\mathcal{M}_1$ in equation (22) shows that when $\xi > 0$, positive autocorrelation of excess returns is feasible only when the variance of the risk premium becomes extremely large. This explains why the estimated $d_1$ for the AR(2) model is at the boundary of the stationary region, almost indistinguishable from $1/2$. An extremely volatile risk premium is needed to compensate for the low volatility of the expectations part of the term structure. As a result, the AR(2) model implies that the variance of excess returns that can be attributed to the time-varying risk premium, the $R^2$ in equation (17), is 15%.

This is not an artifact of the single-factor model, as Duffee (2011) finds similar high implied predictability within a stationary affine five-factor term structure model. Such a high $R^2$ is inconsistent with the empirical literature, where the $R^2$ from predictive regressions with monthly data is mostly around 5%. Duffee (2011) explains why so much volatility in the risk premium is economically implausible as well.

---

**The table reports GMM estimates of the term structure model parameters under alternative assumptions on the spot rate model. Estimates are based on all thirteen moment conditions in section V using a diagonal weighting matrix. $\sigma$ is estimated from the excess return moments. $R^2$ is the maximum predictability defined in equation (17) as a function of $d_1$ and $\xi$. Newey-West standard errors with six lags are reported in parentheses.**

<table>
<thead>
<tr>
<th></th>
<th>$d_1$</th>
<th>$\xi$</th>
<th>$\sigma$</th>
<th>$R^2$</th>
<th>$\xi_0$</th>
<th>$\xi_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fractional</td>
<td>0.284</td>
<td>-0.123</td>
<td>0.044</td>
<td>0.019</td>
<td>0.006</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>(0.127)</td>
<td>(0.041)</td>
<td>(0.009)</td>
<td></td>
<td>(0.001)</td>
<td>(0.18)</td>
</tr>
<tr>
<td>Mixture</td>
<td>0.286</td>
<td>-0.120</td>
<td>0.046</td>
<td>0.018</td>
<td>0.005</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(0.390)</td>
<td>(0.045)</td>
<td>(0.016)</td>
<td></td>
<td>(0.002)</td>
<td>(0.43)</td>
</tr>
<tr>
<td>AR(2)</td>
<td>0.498</td>
<td>0.049</td>
<td>0.025</td>
<td>0.146</td>
<td>0.024</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.029)</td>
<td>(0.004)</td>
<td></td>
<td>(0.004)</td>
<td>(0.03)</td>
</tr>
</tbody>
</table>

---

**The first column reports the GMM distance $J$ with the associated Jagannathan-Wang $p$-value in parentheses. The next two columns report the implied relative variance $(\psi_1 \psi_2)$ and autocorrelation $(\psi_1 \psi_2)$ of five-year ($k = 60$) and ten-year ($m = 120$) excess returns. The right part of the table shows the implied regression coefficients of excess returns on the own maturity spread (Campbell-Shiller) or on the linear combination $\delta = (0.54)^{m}$ (Cochrane-Piazzesi). The final row reports unrestricted moment estimates independent of the term structure parameters (see appendix D). All estimates use the same diagonal weighting matrix. Standard errors in parentheses are derived from the GMM parameter estimates.**

---

Therefore, spot rate dynamics must be (almost) nonstationary to obtain a model with limited volatility for the risk premium. Since $\xi < 0$ in the fractional and mixture models, matching $\mathcal{M}_1 > 0$ is easier and a moderate degree of persistence in the price of risk suffices. In the fractional model $d_1$ is significantly less than $1/2$. The term structure estimates for $d_1$ are thus consistent with the time series evidence in table 1. Estimates for the predictive $R^2$ in the fractional and the mixture models are much lower than for the AR(2) model and much more in line with evidence from predictive regressions.

Apart from the high implied $R^2$, the AR(2) estimates show several other signs of tension. Under a strict interpretation of the single-factor model the estimates for $\sigma$ in tables 2 and 3 should be equal, whereas they will differ when the spot rate is affected by multiple factors that affect only short- and medium-term maturities. For the AR(2) model, the two estimates are very different, and even significantly so. For the fractional and mixture models, the two estimates for $\sigma$ are very close, and we cannot reject that the two are equal. Finally, the nonstationary models do not require sizable measurement error. The estimates for $\xi_0$ and $\xi_1$ imply that measurement error accounts for less than 10% of the fitted variance of excess returns. In contrast, the AR(2) model needs large and persistent measurement error to fit the term structure moment conditions.

**C. Implied Moments**

Implied moment estimates are summarized in table 4. The six overidentifying moment conditions are not rejected for any of the three models. This is subject to the earlier observation that the AR(2) model requires a large measurement error component. For all models, the implied estimate of the volatility ratio $\tilde{\mathcal{M}}_0$ is close to the unrestricted direct estimate. The volatility ratio is very precisely estimated in the data and therefore has a large weight in the GMM objective function. All models are also able to produce the small, positive autocorrelations for excess returns, $\mathcal{M}_1$.}

---

13 Fama and Bliss (1987) for an early reference. For our data, we also find a low $R^2$ for the predictive regressions. The large predictable component in Cochrane and Piazzesi (2005) is for annual returns.
Direct estimates of the Campbell-Shiller and Cochrane-Piazzesi predictive regression slopes are positive, consistent with the literature. Since the standard errors of the regression estimates (reported in the bottom row of table 4) are fairly large, these moments receive less weight in the GMM objective than the volatility moments do. The AR(2) spot-rate model cannot match any of the regression slopes. The implied Campbell-Shiller slopes are around 1.8, which is about half of the values found in the empirical regressions. The model parameters provide sharp estimates of the implied regression slopes, which are, however, far from the unrestricted estimates from the regressions themselves. The Cochrane-Piazzesi slopes are matched even worse: the implied slopes are approximately 3.5 times as high as the ones in the data. Still, the moment conditions are not wildly violated, as the AR(2) model attributes much of the discrepancy between the observed and implied coefficients to a large measurement error.

For the fractional and mixture models, the implied regression slopes are closer to the observed ones. Especially the Cochrane-Piazzesi coefficients are almost equal to the actual regression estimates. For the Campbell-Shiller slopes, the empirical regression coefficients remain somewhat larger than what the model is able to generate. Part of this discrepancy may be due to the upward bias of the empirical regression coefficients $\psi_n$ in small samples.14

D. Investment Implications

The sign and size of $\xi$ are important for long-term investors. With a positive $\xi$ the Merton (1973) model for intertemporal portfolio choice implies that long-term investors should hold positive hedge demands for long-term bonds. The reason is that a positive shock $\epsilon$ is bad news for current returns, but at the same time, it raises the risk premium, thereby improving future investment opportunities. Within an affine term structure model with a stationary level, such as Sangvinatsos and Wachter (2005), the hedge demand for long-term nominal bonds is therefore positive. The negative value for $\xi$ associated with the nonstationary spot rate models implies a negative hedge demand. Such negative hedge demands are consistent with empirical models of expected bond returns that do not impose theoretical term structure relations (e.g., Engsted & Pedersen, 2012).

The differences between the alternative models become more pronounced when we extrapolate the factor loadings $b_n$ to longer maturities. Such an extrapolation is important for the valuation of very long-dated life insurance or pension liabilities. Solvency II regulations stipulate market-consistent valuation. But since markets for very long maturities are less liquid, the long-term discount rates require a model-based extrapolation beyond a certain maturity. Under current Solvency II rules, the yield curve is extrapolated such that the market curve is used up to twenty years’ maturity, and longer maturity forward rates converge to a constant ultimate forward rate of 4.2% at sixty-years maturity.15 Converging to a constant in forty years is roughly a mean reversion of 2.5%, which corresponds to an implied volatility of the fifty-year yield that is 21% of the volatility of a ten-year yield.

Our model implies significantly more volatility at the long end. Figure 2 shows the volatility of long-maturity discount rates relative to the ten-year yield. Since for large $n$, excess returns are approximately $n \Delta \gamma^{(m)}$, the volatility of yields behaves as $b_n/n$. For the fractional and mixture models, the volatility of the fifty-year rate would be 70% or 80%, respectively, of the volatility of the ten-year rate. Since risk parameters are very similar, the $I(1)$ mixture model eventually implies larger factor loadings than the $I(0.9)$ fractional model. Initially the AR(2) curve exhibits the steepest decline, but for maturities beyond thirty years, factor loadings for the AR(2) curve bend upward and diverge.16 The extrapolation for the AR(2) model is, however, extremely unreliable, with standard errors about four times as large as for the fractional model shown in the figure.

VII. Conclusion

The properties of the bond risk premium in a term-structure model are sensitive to the persistence in interest rate dynamics. We examine this sensitivity within a generalization of the essentially affine model that allows general linear processes for the factors. While adding modeling flexibility, the model retains an affine structure for excess bond returns and produces a closed-form solution. The model enables a specification where the short-term interest rate is fractionally integrated and nonstationary. The cross-sectional information in the term structure implies that the risk premium

14 See Bekaert, Hodrick, and Marshall (1997) and Stambaugh (1999) for a detailed analysis of the bias related to the persistence of the spot rate and the strong autocorrelation in the time series of the spread.

15 The details of the methodology are described in European Insurance and Occupational Pensions Authority (2015).

16 The upward-sloping part of the AR(2) curve is related to the combination of positive $\xi$ and the (almost) nonstationary risk premium in this model. The second term in equation (10) then increases at a rate faster than $n$. 

---

**Figure 2.** Extrapolated Yield Factor Loadings

The figure shows the factor loadings $b_n$ scaled by horizon $n$, and relative to the ten-years loading $b_{10}/n$ for each of the three estimated spot rate models. The shaded area is a ±1 standard error band for the fractional model.
and the term spread are less persistent. Empirically, such a process can fit many stylized term structure facts. Persistent level shocks can account for the volatility of long-term interest rates, while temporary risk premium shocks capture the predictability of excess returns. The shock has opposite effects on the level and risk premium. An increase in the level reduces the price of risk and expected excess returns.

The nonstationary dynamics for the level of the spot interest rate are contrasted to a stationary autoregressive model. In time series estimation, a stationary AR(2) model cannot be distinguished from a nonstationary model, but the implications for the long end of the yield curve are very different. With stationary spot rate dynamics, expectations of the average future spot rate will have very low volatility. Matching the volatility of long-term interest rates then requires strongly persistent dynamics and implausible volatility for the risk premium. Moreover, the persistence of the spot rate affects the sign of the covariance between a shock to the spot rate level and the risk premium.

For the nonstationary spot rate dynamics we compare two different models. Time series analysis favors a fractionally integrated specification for the short-term interest rate, with a long-memory parameter of $d \approx 0.9$. Adding term structure moment conditions leads to a more precise estimate for the fractional parameter. A mixture of a random walk and a stationary AR(1) process appears a close approximation for the fractional process. Both provide similar spot rate expectations over horizons between five and ten years.
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APPENDIX A

Proof of Theorem 1

Start by rewriting the pricing equation (4) in logs, using \( p_t^{(1)} = E_t[m_{t+1} + \frac{1}{2} \text{var}[m_{t+1}], \)

\[
p_t^{(n+1)} = p_t^{(1)} + E_t \left[ \epsilon_{t+1}^{(n)} + \frac{1}{2} \text{var}[\epsilon_{t+1}^{(n)}] + \text{cov}[m_{t+1}, \epsilon_{t+1}^{(n)}] \right]. \tag{A1}
\]

To convert from prices to spreads, define the relative price,

\[
S_t^{(n)} \equiv -a_t^{(n)} = p_t^{(n)} - np_t^{(1)}, \tag{A2}
\]

and substitute in equation (A1) to arrive at

\[
S_t^{(n)} = -a_t^{(n)} = E_t \left[ S_t^{(n+1)} + n \Delta p_t^{(n+1)} \right] + \frac{1}{2} \text{var}[\epsilon_{t+1}^{(n)}] + \text{cov}[m_{t+1}, S_t^{(n)} + n \Delta p_t^{(n+1)}]. \tag{A3}
\]

Guess the solution (5) in the text. Initial conditions for \( n = 1 \) follow trivially from the definition \( S_t^{(1)} = y_t^{(1)} - r_t \equiv 0 \). For maturities \( n \) follow, recognize that \( \Delta y_t^{(1)} = -\Delta r_t \), and evaluate the conditional moments in equation (A3) as

\[
E_t [S_t^{(n)} - n \Delta r_t] = -a_t^{(n)} - \sum_{j=0}^{\infty} (d_t^{(n)} + nc_t^{(1)})' \epsilon_{j-t}, \tag{A4}
\]

\[
\text{var} [S_t^{(n)} - n \Delta r_t] = (d_t^{(n)} + nc_t^{(1)}) \Sigma (d_t^{(n)} + nc_t^{(1)}), \tag{A5}
\]

\[
\text{cov} [m_{t+1}, S_t^{(n)} - n \Delta r_t] = - (d_t^{(n)} + nc_t^{(1)}) \Sigma m_t, \tag{A6}
\]

Substitute these expressions back in equation (A3) and rearrange the terms:

\[
S_t^{(n+1)} = -a_t^{(n)} - \sum_{j=0}^{\infty} (d_t^{(n)} + nc_t^{(1)})' \epsilon_{j-t} + \frac{1}{2} (d_t^{(n)} + nc_t^{(1)}) \Sigma (d_t^{(n)} + nc_t^{(1)})
\]

\[
- (d_t^{(n)} + nc_t^{(1)})' \Sigma m_t + \sum_{j=0}^{\infty} F_j \epsilon_{j-t}, \tag{A7}
\]

The second line defines the recursion for the coefficients given in equation (6).

APPENDIX B

Proof of Theorem 2

To derive the factor structure, first define the innovations

\[
S_t^{(n)} - n \Delta r_t - 1 - E_t \left[ S_t^{(n)} - n \Delta r_t \right] = - (d_t^{(n)} + nc_t^{(1)})' \epsilon_{t+1}. \tag{B1}
\]

Substitute this into the definition for \( r_t^{(n+1)} \) from equation (8) using the pricing equation (A1):

\[
r_t^{(n+1)} = S_t^{(n)} - S_t^{(n-1)} - n \Delta r_t
\]

\[
= - (d_t^{(n)} + nc_t^{(1)})' \epsilon_{t+1} - \frac{1}{2} \text{var} [S_t^{(n)} + n \Delta p_t^{(n+1)}]
\]

\[
- \text{cov} [m_{t+1}, S_t^{(n)} + n \Delta p_t^{(n+1)}] = (d_t^{(n)} + nc_t^{(1)})' \epsilon_{t+1} - \frac{1}{2} (d_t^{(n)} + nc_t^{(1)})' \Sigma (d_t^{(n)} + nc_t^{(1)}). \tag{B2}
\]

From the last line, we have the definition of the factor loadings as \( b_t = \frac{d_t^{(n)}}{d_t^{(n)}} + nc_t^{(1)} \). This specializes to \( b_t = c_t \). For \( n > 1 \), this expression can be simplified using the recursive definition of \( d_t^{(n)} \) in equation (6):

\[
b_t = nc_t^{(1)} + d_t^{(n)}
\]

\[
= nc_t^{(1)} + (n - 1) c_t + F_t h_{t-1} + d_t^{(n-1)}
\]

\[
= nc_t^{(1)} + (n - 1) c_t + (n - 2) c_t + F_t h_{t-2} + F_t h_{t-2} + d_t^{(n-2)}
\]

\[
: = \sum_{i=1}^{n-1} (n - i) c_t + \sum_{i=1}^{n} F_{t-i} b_t. \tag{B3}
\]

APPENDIX C

Predictive Regressions

We derive the slope coefficients of the regressions of excess bond returns on lagged spreads in equations (24) and (25). The process for the spread is given in theorem 1. For the Campbell-Shiller regression, the slope coefficient follows as

\[
\psi_t = \frac{\text{cov} \left[ r_t^{(n+1)}, S_t^{(n)} \right]}{\text{var} \left[ S_t^{(n)} \right]}
\]

\[
= \frac{E \left[ \left( \sum_{j=0}^{\infty} F_t \epsilon_{j-t} \right) \left( \sum_{j=0}^{\infty} d_t^{(n)} \epsilon_{j-t} \right) \right]}{E \left[ \sum_{j=0}^{\infty} d_t^{(n)} \epsilon_{j-t} \right]^2} = b_t \frac{\sum_{j=0}^{\infty} d_t^{(n)} \Sigma d_t^{(n)}}{\sum_{j=0}^{\infty} d_t^{(n)}^2}. \tag{C1}
\]

For a single-factor model, equation (C1) can be simplified. With \( K = 1 \), \( \Sigma \) is scalar and cancels in both numerator and denominator, while \( b_t \) and \( F_t \) are also scalars, leading to

\[
\psi_t = b_t \frac{\sum_{j=0}^{\infty} d_t^{(n)} \Sigma d_t^{(n)}}{\sum_{j=0}^{\infty} d_t^{(n)}^2}. \tag{C2}
\]

The expression for the regression of excess returns on the prediction factor \( \psi_t \) is very simple. Just replace \( d_t^{(n)} \) by \( d_t^{(1)} = \gamma d_t^{(1)} \), which is independent of \( n \). The coefficients \( b_t \) therefore depend only on \( n \) through the factor loading \( b_t \).

Analytic expressions for the infinite sums involving fractional impulse responses are cumbersome, with long expressions involving results on the Gaussian hypergeometric function. In practice, we compute the coefficients.
using a numerical approximation. When the price of risk is fractional \(I(d)\), the spread will also be \(I(d)\). Therefore, the spread coefficients \(d_j^{(n)}\) will converge at the same rate \(j^{n-1}\) as the risk coefficients \(f_j\). Define \(a_j = d_j^{(n)}/f_j\). We assume that \(a_j = a\) is constant for \(j > N\) and compute the slope coefficients as

\[
\begin{align*}
\Psi_n & \approx b_n \sum_{j=N+1}^N a f_j^2 + a \sum_{j=N+1}^\infty f_j^2 \\
& = b_n \sum_{j=N+1}^N a f_j^2 + a^2 \sum_{j=N+1}^\infty f_j^2.
\end{align*}
\]

The first \(N\) terms of the sum are calculated exactly, while the remainder uses the gamma function result for \(\omega^2\) below equation (16). We set \(N = 1000\).

**APPENDIX D**

**GMM Estimation Details**

The complete model consists of thirteen moment conditions for seven parameters: two in \(\theta_p\), two in \(\theta_k\), the variance \(\sigma^2\), and two measurement error parameters.

We assume that observed yields \(y_t^{(n)} = y_t^{(n)} + u_t^{(n)}\) contain a measurement error \(u_t^{(n)}\). The measurement error for the yields implies that measurement error in excess returns is of the form

\[
\nu_{t+1} = \nu_{t+1}^{(n)} - \nu_{t+1}^{(n)} \approx -\mu \nu_{t+1} + (n + 1) \mu^{(n)}.
\]

We assume that the spot rate \(r_t\) is observed without error. Because of the measurement error, the diagonal elements of \(V_0\) and \(V_1\) have the additional terms \(E[(u_{t+1}^{(n)} - \mu)^2]\) and \(E[(u_{t+1}^{(n)} - \mu)^2]\). Since the measurement error in the yield implies the same measurement error in the spread, the measurement error model also affects the moment conditions (24) and (25) for the predictive regressions.

For the GMM weighting matrix, we define the moment residuals using equation (18) for the spot rate moments evaluated at the ML time series estimates. For the excess return moments, we use the empirical cross products \(\psi_t\) evaluated at the regression slopes \(\beta_n\) and \(\psi_n\) evaluated at OLS regression estimates. These residuals are demeaned and then used to estimate the moment covariance matrix.

Numerical problems in estimating the parameters of a term structure model are common (see, e.g., Hamilton & Wu, 2012, and Joslin, Singleton, & Zhu, 2011). We also encountered numerical problems in estimating the parameters using an estimate of the optimal weighting matrix. Optimization is numerically stable when we use a diagonal weighting matrix with elements equal to the inverses of the diagonal elements of the residual covariance matrix. With this choice, we obtain convergence with the numerical gradient norm very close to 0 and find the same optimum using different starting values for all runs that converge. To compute standard errors, we estimate the full moment covariance matrix at the final estimates using the Newey-West procedure with automatic bandwidth selection (which results in six lags). Since the diagonal weighting matrix is not optimal, the asymptotic distribution of the GMM distance measure is not the usual chi-squared distribution of Hansen’s \(J\)-statistic, but instead is a mixture distribution derived in Jagannathan and Wang (1996, appendix C). We rely on this mixture distribution for testing the overidentifying moment conditions.

For comparing actual and implied moments, we estimate \(\theta_M = (M_0, M_1, \psi, \psi_n, \psi_k)\) directly as a vector of five free parameters (plus \(\beta_n = M_0 \beta_k\)) instead of being functions of the term structure parameters \(\theta_p\) and \(\theta_k\). GMM estimates of \(\theta_M\) are based on the same moment conditions and the same weighting matrix as used for \((\theta_p, \theta_k)\). They are reported as time series \((\theta_M)\) in table 2 and unrestricted \((\theta_M)\) in table 4.