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Abstract
R&D based models relating technical change and economic growth have been unsuccessful in explaining the recent productivity paradox: R&D efforts have risen continuously in advanced countries during the postwar period whereas productivity growth has, if anything, declined. Several explanations of the paradox are offered, together with empirical ways of testing them. The notion that R&D efforts are more and more attributed to product differentiation, thus enlarging consumers’ welfare while simultaneously exhibiting only limited effects on economic growth, looks very promising in explaining the productivity paradox.
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1. Introduction

The relationship between technology and economic growth has been captured in a vast number of formal models for almost half a century. Early neoclassical models like Solow (1956) treated technical change as an exogenous variable, illustrating how long-run economic growth only depended on (exogenous) technical change. Arrow (1962), who endogenized technology by assuming learning by doing, stated that it grew at a constant rate, and found that long-run economic growth crucially depends on population growth. Other important contributions in the 1960s were made by Uzawa (1965), Phelps (1966), Conlisk (1967, 1969) and Shell (1967) among others, who all related technology growth to some specification based on labour resources devoted to the development of new technologies and ideas. On the other hand, the more recent type of models of the endogenous growth literature by Romer (1990), Grossman and Helpman (1991a, 1991b) and Aghion and Howitt (1992) all share the characteristic that a continued increase in the level of resources spent on the creation of new technologies leads to a continued increase in economic growth. Jones (1995a, 1995b) holds an impassioned debate hereagainst, for the number of scientists engaged in R&D (which is generally believed to be an acceptable proxy of the state of technology) in advanced countries rose substantially over the last 40 years, while economic growth hardly rose at all during that period. Although Jones’ focus is mainly on the US, we would reach similar conclusions when analyzing the situation for European countries.\footnote{The data and graphs that show so can be obtained from the authors upon request. For a more detailed overview of the theories on technology and economic growth that have been issued over the years, the interested reader is referred to Schneider and Ziesemer (1996).}

Jones (1995a) gives several explanations for the contrasting relationship between the state of technology and productivity growth, known in the literature as the productivity paradox. These explanations are partially inspired by an article written by Romer (1987). They are that either some offsetting effect occurs in the movement of other variables that permanently affect economic growth, or that persistent changes in policy measures which should have permanent effects on economic growth, in fact do not. After a lengthy empirical analysis Jones concludes that these explanations cannot be endorsed and that endogenous growth models are therefore inconsistent with time series evidence.

The question remains whether an attractive alternative explanation of the productivity paradox can be found. And if so, can we say something about its empiric validity, and point out a way of testing it? We will try to answer these questions in the remainder of this paper, without resorting to formal modeling per se. It is merely our intention to set out our main ideas and their justification. Further (mathematical) elaborations will be left for future research. Therefore, Section 2 introduces an interesting alternative explanation of the productivity paradox, namely by examining...
shifts in the nature of R&D efforts. Then, Section 3 attempts to sustain this explanation by means of two sets of economic indicators. Finally, Section 4 summarizes.

2. Shifts in the Nature of R&D efforts
An appealing alternative explanation of the productivity paradox, which is unfortunately not considered by Jones (1995a, 1995b), is to look at possible shifts in the nature of R&D efforts in relation to productivity growth. In discussing the productivity paradox from this perspective, three explanations arise. These explanations are:

1. R&D statistics (particularly in small firms) seem to capture only a part, and sometimes even less than half of the total efforts attributed to technical progress, which does not show up in official statistics (OECD 1992);
2. The nature of new technologies has changed in such a way that nowadays both complementary technologies have to be developed and radical organizational changes have to be made in order to gain a technology's full potential (David 1990);
3. R&D efforts may have become more and more devoted to product differentiation than to (product or) process innovation, thus hardly affecting economic growth but more so total consumers' welfare (Soete 1996 and Young 1998).

Testing for the applicability of these notions in a formal way is quite a challenge (and Young 1998 has already partially done so). A model that may prove very suitable is a specification à la Jones (1995b), which is enlarged by Quah and Keely (1998) and Jones and Williams (1998). Here however, we will continue by pointing out which explanation of the above we find most attractive in explaining the productivity paradox, while trying to assess its importance by means of several economic indicators.

2 Other possible explanations look at the productivity paradox across countries and between sectors. Across countries, fragmentation aspects play an important role for even when taken together, the individual R&D efforts of European countries (with a limited size) are simply not comparable to those of the US. Between sectors, there can be structural differences between the moment in time when innovations are put into use and the moment that the fruits of them can be obtained. Especially within ICT sectors this time gap can be large. These structural differences would indicate an aggregation problem across sectors, as stated by Foster, Haltiwanger and Krizan (1998).

3 Using such a model would not only allow us to validate our explanations of the productivity paradox further, but also give us the opportunity to discuss, for example, balanced growth issues.

4 The other explanations, including those of footnote 2, have been discussed more prominently in the recent literature anyway.
3. Evaluation

Both the investment strategies of firms and of consumers will change if the economic situation changes, as indicated by for example Kurdas (1994). A normal scenario would be that in times of economic booms, firms and customers spend large amounts of money on a similarly large variety of products. In times of recessions the reverse situation takes place: the real interest rate goes up, and people will spend their money on a rather fixed set of goods and services (although slight variations in the nature of the goods and services are possible), while firms postpone their most risky R&D efforts and invest in variations on existing products in order to fulfill consumers' demands. Besides, they might consider financing their R&D efforts more and more by themselves, instead of speculating on financial markets. If this way of reasoning is in line with economic practice, then there should be a relationship between the amount of money spent on R&D and the real interest rate. As it turns out, R&D growth and the growth of the real interest rate have moved together over the last 25 years quite closely (although the strength of the relationship has weakened considerably from the late 1980s onwards). Thus we may say that as an economic downswing sets in, people will invest in less risky projects. For a firm, trying to achieve maximal profits, this could imply a preference for emphasizing equivalent innovations over non-equivalent innovations. Thus, economic growth would not be increased but consumers' welfare would (Young 1998). It is very interesting that this particular role of the real interest rate has never been considered much in formal modeling (exceptions perhaps being McKinnon 1973, Morrison and Berndt 1981, Shaw 1973 and Fry 1988).

Equivalent innovations as well as non-equivalent innovations utilize R&D, but the latter type of innovation is probably patented more heavily by default. This means that analyzing the ratio of patents granted by the US Patent Office (USPTO) and total R&D expenditures (in constant prices) can test the aforementioned notion. The ratio is standardized so that it equals 1 in 1985. For reasons of data availability, we focus on total manufacturing (ISIC code 30) only. Figure 3.1 contains the relevant statistics. The countries considered are the G7, Japan, the Netherlands, the US, Germany, France and the UK.

---

5 Again, graphs and regression analyses that show so can be obtained from the authors upon request.
Figure 3.1  Standardized value of the ratio between patents granted by the USPTO and deflated R&D expenditures for several countries between 1968-1994 (1985 = 1). Source: USPTO, ANBERD and UNIDO databases.
There should be a downfall (or at least a stagnation) in the ratio of patents granted per unit R&D over time if firms indeed have switched their R&D efforts from non-equivalent to equivalent innovations, especially since the mid 1980s. Figure 3.1 obviously sustains this: the ratio has decreased steadily over the years. There appears to be a rise in the ratio of the US and (to a lesser extent) the G7 at the end of the sample period though, which is probably induced by the general resurgence of Western economies that occurred around that time. However, as Griliches (1989) points out, the general decline in patenting since the 1970s is at least partly attributable to budgetary and inefficiency cycles faced by the USPTO itself (which could create lags between the time a patent is actually applied for and the moment it is being granted. Unfortunately, long time series on patent applications were not at our disposal). Besides, Figure 3.1 does not touch upon the issue that past R&D expenditures may have an influence on current patenting (Pakes 1985), which would certainly affect the trends shown in the graph. Thus the ideas expressed above can be said to be, in a way, overstated in importance. Nevertheless, their relevancy and empirical validity still remains, and we can try to endorse them by another indicator.

If people indeed started to invest in less riskier projects over the years, we would expect the business financed part of business R&D expenditures (that can be associated with equivalent innovations) to grow more rapidly than its non-business financed counterpart and government, military and higher education R&D taken together (which are generally associated with non-equivalent innovations). If we calculate this ratio for total manufacturing and check whether on average, it has been increasing over time, we find that the evidence indeed points into this direction. Table 3.1 summarizes the results. We consider three time periods: 1968-1994, 1968-1984 and 1985-1994. Furthermore, the same countries as in Figure 3.1 are analyzed. The extremely large values for Japan, and to a lesser extent, Germany across all periods may indicate that these countries switched from non-equivalent to equivalent innovations a long time ago already. Especially Japan seems to have increased its equivalent innovations rapidly over time. Yet, as stated, this is a trend that can be seen in all countries when moving from the 1960s and 1970s to the 1980s and 1990s, so that the conclusions reached above are endorsed. Of course, this trend should be coupled with the movement from negative to positive real interest rates that occurred around the mid 1980s for almost all the countries below.

---

6 Although the USPTO data are obviously biased against the US.
Table 3.1 Mean ratio of the business financed part of business R&D and all other R&D expenditures in several countries for three time periods. 
Source: BERD, GERD and ANBERD databases.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>G7</td>
<td>.826</td>
<td>.712</td>
<td>1.018</td>
</tr>
<tr>
<td>Japan</td>
<td>1.358</td>
<td>1.167</td>
<td>1.683</td>
</tr>
<tr>
<td>Netherlands</td>
<td>.846</td>
<td>.809</td>
<td>.909</td>
</tr>
<tr>
<td>US</td>
<td>.784</td>
<td>.725</td>
<td>.884</td>
</tr>
<tr>
<td>Germany</td>
<td>1.233</td>
<td>1.105</td>
<td>1.453</td>
</tr>
<tr>
<td>France</td>
<td>.610</td>
<td>.598</td>
<td>.630</td>
</tr>
<tr>
<td>UK</td>
<td>.456</td>
<td>.340</td>
<td>.653</td>
</tr>
</tbody>
</table>

Looking at the overall results, there appears to be a convincing amount of evidence to endorse the explanation of the production paradox given in section 2: R&D has become more and more devoted to product differentiation than to (product or) process innovation, thus hardly affecting economic growth but more so total consumers’ welfare. The next step would be testing the explanation further by embedding it into a formal, empirically testable economic model. In doing so, the real interest rate should be explicitly taken along. However, this will have to remain a point for further study.

4. Conclusions
R&D based models relating technical change and economic growth have been unsuccessful in explaining the recent productivity paradox: R&D efforts have risen continuously in advanced countries during the postwar period whereas productivity growth has, if anything, declined. We offer three explanations of the paradox, and

7 Young (1998) has already introduced such a formal model, but it is hard to test with real-life data.

8 It is not clear however that the interest rate itself should enter the model, because of a number of practical problems that would occur (since the first-order conditions under cost minimization already contain interest charges). There is an attractive economic interpretation of the foregoing relationship though, which would circumvent some of these problems. In it, the capacity utilization rate plays an important role. In times of economic upswings, both labour productivity and the capacity utilization rate rise. When the upswing is reaching its upper level, people generally fear that inflation will set in and that the Central Bank will therefore raise interest rates (linked with the shifts in nature of R&D efforts mentioned in the main text). When the Central Bank indeed does so, capacity utilization drops and economic activity falls. Over time, the economy will go through a downswing where the reverse situation happens. Thus in the model there should be a relationship between labour productivity growth and the capacity utilization rate on the one hand (which is quite common), and R&D expenditures and the real interest rate on the other (which is new).
consider one of them empirically. The notion that R&D efforts are more and more attributed to product differentiation, thus enlarging consumers' welfare while simultaneously exhibiting only limited effects on economic growth, may very well be the most promising in explaining the productivity paradox. Besides, we find an interesting relationship between R&D growth and the growth of the real interest rate in our dataset of advanced countries, which poses great challenges for formal modeling.
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