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Abstract

We show in a sender-receiver game with strictly opposing interests that rewards enhance trust but do not influence truth-telling. Subjects who reward tend to tell the truth and trust more often in the presence and absence of reward opportunities. The amount of obtained rewards thereby enhances truth-telling.
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1 Introduction

It has been analyzed in numerous laboratory experiments how rewards shape the outcome of socio-economic interactions. For example, Dickinson (2001) shows that exogenously fixed rewards in team production help to increase overall efficiency by about 20%; Sefton et al. (2002) examine repeated linear public good games and find that rewards in form of zero-sum transfers increase group allocations temporarily before falling back to the same level as in the control treatment; and, Andreoni et al. (2003) show that if rewards are introduced in
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the Dictatorship Game, the modal offer does not change but the average offer increases by roughly 40%.

Experimental studies on sender-receiver games as an abstraction of problems of truthful accounting, tax compliance, and corporate governance have recently caught attention (e.g., Gneezy (2005), Cai and Wang (2006), and Sánchez-Pagés and Vorsatz (2007)). It is our objective to investigate the effect of rewards in this class of games. The results we find have important implications for organizations: First, truthful reports can to some extend be expected even in the absence of incentives. Second, rewards have a positive future effect on truth-telling. Finally, and perhaps most importantly, rewards may not be the appropriate tool to overcome the problem of truth-telling, since, on the aggregate, the enhanced level of trust increases the incentives to lie and overcompensates the positive effect described before.

2 Experimental Design and Procedures

Setting We consider two sender-receiver games with strictly opposing interests. In the baseline environment, nature selects at the beginning the true type of the sender (A or B). It is common knowledge that both types are selected with equal probability. After the sender has learned her type, she has to send one of the following two messages to the receiver: message A (“type A has been selected”) or message B (“type B has been selected”). We will say throughout that the sender tells the truth if her message matches with her type, otherwise she tells a lie. After having observed the message of the sender, the receiver decides whether to take action A or action B. In case the action of the receiver matches with the true type of the sender, the sender gets 2 and the receiver 6 ECU (Experimental Currency Units). Payoffs are reversed in case the action of the receiver does not match with the true type of the sender.
We say that the receiver *trusts* if his action matches with the message, otherwise he *distrusts*. Hence, the sender (receiver) gets the lower (higher) payoff after the histories truth–trust and lie–distrust and the higher (lower) payoff after the histories truth–distrust and lie–trust.

The *rewarding environment* extends this setting. In particular, after the baseline environment has been played and after the receiver has observed the true type of the sender, the receiver has to decide whether or not to transfer 1 ECU to the sender. It is straightforward to see that profit-maximizing and fully rational receivers do never transfer money to the sender. Consequently, and following the original insights of Crawford and Sobel (1982), profit-maximizing and fully rational players tell the truth and trust with probability one-half in all sequential equilibria of both environments.

**Implementation**  The experiment was programmed within the z-Tree toolbox (Fischbacher (2007)) and conducted in the computer laboratory at Maastricht University.\(^1\) All students of the Faculty from Economics and Business Administration were invited via email to register for the experiment. In total we had 5 sessions with 24 subjects each. Subjects received context-free instructions that they could study at their own pace. Clarifying questions were dealt with privately. Before the experiment started every subject had to answer some control questions correctly.

At the beginning of each session, subjects were randomly divided into two groups of twelve. It was common knowledge that the group composition was constant during the experiment and subjects did not learn who else was in their group. In each of the 80 rounds of an experimental session, subjects from the same group were randomly divided in such a way that six subjects were in the same environment. Then, for each environment, three random

\(^1\)The program, instructions, and data are available at http://www.perseoeel.unimaas.nl/m.vorsatz
pairs were formed and, finally, roles (sender and receiver) were randomly assigned within each pair. Subjects knew their actual environment and their actual role before they took the respective decisions but got never feedback about the identity of their match (at the end of a round they learned the true type of the sender, the actions, and the payoffs).

At the end of the session, subjects were paid off (every ECU equaled 0.04 Euro-cents). The average payment was €12.80 and the typical session lasted about 90 minutes.

3 Results

Aggregate Behavior  Fig. 1 shows that the transfer rate is highest after truth–trust (16.54%) and that it is significantly lower (below 3%) for all other histories. The same figure also reveals that the transfer rate after truth–trust decreases from nearly 40% in the beginning of the experiment to about 10% later on.

<table>
<thead>
<tr>
<th></th>
<th>trust</th>
<th>distrust</th>
</tr>
</thead>
<tbody>
<tr>
<td>truth</td>
<td>16.64%</td>
<td>2.28%</td>
</tr>
<tr>
<td>lie</td>
<td>1.40%</td>
<td>2.03%</td>
</tr>
</tbody>
</table>

Figure 1: Transfer rates after all histories (table) and 5-round averages after truth–trust.

The experiment of Sánchez-Pagós and Vorsatz (2007) demonstrates that, in the baseline environment, senders tell the truth significantly more often than predicted by a sequential equilibrium analysis if the potential payoff distributions are not too unequal. Fig. 2, which presents the percentage of truthful messages over rounds, points into the same direction since
there is only one instance where the 5-round average is substantially below the equilibrium prediction. This is confirmed by our statistical analysis because the sample median of 54.79% is significantly greater than 50% ($p=0.0413$, one-sided).\footnote{We calculate for every group the overall percentage of the variables of interest (e.g., truth and trust in each environment and differences across environments). This results in ten independent observations, one per group. Next, we apply Wilcoxon signed-rank tests on these observations.} Strikingly, the corresponding sample median for the rewarding environment (52.92%) is not significantly greater than 50% ($p=0.1717$, one-sided). The two sample medians are not significantly different from each other ($p=0.4772$, two-sided).

![Figure 2: Truth-telling in the baseline (circles) and the rewarding (bullets) environment over rounds (5-round averages).](image)

We observe in Fig. 3 that almost all 5-round averages of the aggregate level of trust are, in both environments, above the equilibrium prediction. We find, however, that the sample median of trust for the baseline environment (51.88%) is not significantly greater than 50% ($p=0.1104$, one-sided). On the other hand, the sample median in the rewarding institution (57.92%) is significantly greater than the equilibrium prediction ($p=0.0030$, one-sided) and the sample median of the baseline environment ($p=0.0264$, one-sided).

**Type Elicitation** We study next whether subjects with different transfer rates show
Figure 3: Trust in the baseline (circles) and the rewarding (bullets) environment over rounds (5-round averages).

different behavioral patterns with respect to truth-telling and trust. Since the transfer rate declines initially and we are interested in mature behavior, we exclude all observed transfers from the first twenty rounds. A subject with a transfer rate of at least 75% after the history truth–trust is said to be a rewarder, provided that the number of transfers is at least 3. In total 8 out of 120 subjects (6.66%) are classified as rewarders. This group of subjects accounts for 41 out of a total of 63 transfers (65.7%) and, within this population, the average transfer rate is 91.1%. Additionally, 90 out of 120 subjects (75.0%) do never make any transfer after the history truth–trust. They are classified as non-rewarders.

<table>
<thead>
<tr>
<th></th>
<th>baseline</th>
<th>rewarding</th>
</tr>
</thead>
<tbody>
<tr>
<td>truth-telling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>all</td>
<td>53.4 %</td>
<td>51.8 %</td>
</tr>
<tr>
<td>rewarders</td>
<td>65.1 %</td>
<td>80.6 %</td>
</tr>
<tr>
<td>non-rewarders</td>
<td>52.4 %</td>
<td>49.3 %</td>
</tr>
<tr>
<td>trust</td>
<td></td>
<td></td>
</tr>
<tr>
<td>all</td>
<td>52.8 %</td>
<td>59.6 %</td>
</tr>
<tr>
<td>rewarders</td>
<td>61.5 %</td>
<td>83.1 %</td>
</tr>
<tr>
<td>non-rewarders</td>
<td>54.2 %</td>
<td>59.9 %</td>
</tr>
</tbody>
</table>

Table 1: Overall percentages of truth and trust.

Tab. 1 compares the overall percentage of truth-telling and trust with the rates for the
rewarders and non-rewarders (considering only the last 60 rounds would not have any statistical effect). We see that, in both environments, rewarders tell the truth and trust more often than the overall population. Wilcoxon signed-rank tests reveal, however, that the difference is only significant for the rewarding environment (the one-sided p-values are 0.2982 (0.0292) and 0.1404 (0.0282) for truth and trust in the baseline (rewarding) environment). As expected by being a large group, we do not find any significant difference for the non-rewarders (the one-sided p-values are 0.3418 (0.1411) and 0.2386 (0.2704) for truth and trust in the baseline (rewarding) environment).

**Dynamic Effects** Our final analysis regards the question whether obtained transfers have a positive effect on the future level of truth and/or trust. To this end we compare the percentage that a subject tells the truth (trusts) when s/he is the next time in the role of the sender (receiver) conditional on whether or not this subject received a transfer after the history truth–trust. Since roles are assigned randomly, we take into account lags of at most 10 rounds.

<table>
<thead>
<tr>
<th></th>
<th>baseline</th>
<th>rewarding</th>
</tr>
</thead>
<tbody>
<tr>
<td>truth-telling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>transfer</td>
<td>71.3 %</td>
<td>60.6 %</td>
</tr>
<tr>
<td>no transfer</td>
<td>56.9 %</td>
<td>54.0 %</td>
</tr>
<tr>
<td>trust</td>
<td></td>
<td></td>
</tr>
<tr>
<td>transfer</td>
<td>50.7 %</td>
<td>69.6 %</td>
</tr>
<tr>
<td>no transfer</td>
<td>52.1 %</td>
<td>59.1 %</td>
</tr>
</tbody>
</table>

Table 2: Conditional percentages of truth and trust.

According to Tab. 2 the percentage of truth-telling is, for both environments, considerably higher if a transfer is obtained. The associated Wilcoxon signed-rank tests reveal that the difference is in fact significant (the one-sided p-values are 0.0072 for the baseline and 0.0264

---

3Since there are five groups without rewarder, our statistical analysis is here based on less observations.
for the rewarding environment). In the case of trust, the difference is only significant for the rewarding environment (the one-sided p-values are 0.5000 and 0.0162).

4 Concluding Remarks

We found that transfers take place almost exclusively after the history truth–trust. This cannot be explained by standard theories of social preferences such as Fehr and Schmidt (1999) and Bolton and Ockenfels (2000) as they allow rewards to depend on the payoff distribution only. One interpretation of this result is that those subjects who transfer money regard telling the truth as a kind act worth being rewarded.

At the aggregate level we have seen that positive transfers enhance trust. However, the insight that zero-sum transfers are, if anything, lowering the overall level of truth-telling stands in contrast with results for sanctioning environments because the possibility to costly punish senders tends, if anything, to raise the overall level of truth-telling (see, Sánchez-Pagés and Vorsatz (2007)). Also the group of subjects that punishes a sender after having trusted a lie is about 25% larger than the group of rewarders. Similar relationships have been found by Offerman (2002) and Brandts and Charness (2003) for different classes of games. The former shows that a more kind action in the hot response game triggers less rewards than a more unkind action triggers sanctions, the latter authors establish that if one player has to announce her/his intended play in a bi-matrix game, a truthful message is rewarded less often than an untruthful message is sanctioned.

Moreover, those subjects who are willing to transfer money are, in both environments, more trustworthy than the overall population. Finally, obtained transfers induce subjects to tell the truth more frequently the next time they are in the role of the sender.
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Appendix: Instructions

Dear participant,

thank you for taking part in this experiment! It will last about 75 minutes. You will be compensated according to your performance during the experiment. In order to ensure that the experiment takes place in an optimal setting, we would like to ask you to follow the general rules during the whole experiment:

- please do not communicate with your fellow students!
- please do not forget to switch off your mobile phone!
- read the instructions carefully. If something is not well explained or any question turns up now or at any time later in the experiment, then ask one of the experimenters. Do, however, not ask out loud, but raise your hand! We will clarify questions privately.
- you may take notes on this instruction sheet if you wish.
- after the experiment, please remain seated till we paid you off.
- if you do not obey the rules, the data becomes useless for us. Therefore we will have to exclude you from this experiment and you will not receive any compensation.

Your decisions are anonymous. None of your fellow students nor anybody else will ever learn them from us.

Environment 1

The central situation of the experiment is the situation depicted in Figure 1 with the following underlying story.

There are two players, a sender and a receiver. In the beginning, the computer randomly selects one of the payoff tables $A$ and $B$, each with equal probability. Only the sender will be (correctly) informed which table has been selected. Next, the sender transmits either the message “Table $A$ has been selected” or the message “Table $B$ has been selected” to the receiver. Please, observe that the sender can transmit whatever message he prefers. After observing the sender’s message, the receiver decides whether to take action $A$ (that is to select column $A$) or to take action $B$ (that is to select column $B$). The interpretation of the
actions is that the receiver says either *I believe the actual payoff table is A* or *I believe the actual payoff table is B*. The payoffs to the sender and the receiver, which are given by the numbers in the corresponding cell, depend only on the table actually chosen by the computer and the action selected by the receiver. The first number in the cell corresponds to the payoff of the sender, the second number to the payoff of the receiver. In short, if the receiver’s action matches with the actual table she receives 6 ECU (Experimental Currency Units) and the sender 2 ECU. Otherwise, payoffs are the opposite. For example, if the computer chooses table A, the sender tells the receiver that table A has been selected, and the receiver takes action A, then the sender gets 2 ECU and the receiver 6 ECU.

**Environment 2**

The second environment extends the first environment. After receiving feedback on the table chosen by the computer and the decisions of the sender and the receiver, the receiver has to make a final decision. She has to decide, given the potential payoff distribution corresponding to environment 1, whether to *transfer* 1 ECU of her/his payoff to the sender or to *leave* the payoffs as they are (that is, no transfer to take place).

**Matching**

This experimental session consists of 80 rounds. Before the first round, the computer divides all participating students into groups of twelve. Groups are not changed throughout the whole experiment and you will not know who else is in your group. In every round, the computer assigns you randomly to one of the two environments, each environment being equally likely. Next, you are randomly matched with another participant from your group and from the same environment to form a pair. In each pair, one participant is randomly chosen to be the sender, and one to be the receiver. Your profile may change every round with respect to three variables: the environment you are assigned to (1 or 2), the participant from your group you are matched with (some subject from the same environment), and the role you have (sender or receiver). The matching is anonymous, so you will never learn with whom you formed a pair. After every round you receive a complete feedback about the table that has been randomly chosen, the decisions of both players, your payoff, and your accumulate payoff.

**Payment**

The points that you accumulate in course of the experiment will determine your payment. The exchange rate ECU/Euros is such that every ECU in the experiments is equal to 4 Eurocents. Hence every 25 ECU will give you 1 Euros.
Closing

At the end of the experiment, we would like to ask you to complete a short on-screen questionnaire. But, before we start, we would like to ask you to answer the control questions on the bottom of this page. Once ready, please raise your hand, and one of the experimenters will check your answers. The software will be started as soon as all answers have been checked. So, please, be patient.

Thank you again and good luck with the experiment! And, please, make your decisions carefully—your reward depends on your performance during the experiment.

Control questions

Please, answer the following questions! One of the experimenters will go round, check the answers and discuss any problems.

<table>
<thead>
<tr>
<th>Statement</th>
<th>True</th>
<th>False</th>
</tr>
</thead>
<tbody>
<tr>
<td>In round 43, I will know in which environment I am going to be in round 44.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>If I am playing the role of sender this round, I can be sure to be playing the role as receiver next round.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I never know whom of the other participants I am matched with.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>As a sender I can be sure that the receiver regards my message as credible.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In the second environment, before making the decision of whether or not to transfer 1 ECU to the sender, I am informed about the selected table and the payoffs resulting from my choice as a receiver.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>My decisions do not influence my payoffs.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>