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Summary. Statistics Netherlands applies a design-based estimation procedure to produce Road Transportation figures. Frequent survey redesigns caused discontinuities in these series which obstructs the comparability of figures over time. Moreover, several reductions of the sample size and changes in the sample design resulted in variance breaks and unacceptably large sampling errors in the last part of the series. This paper shows how both problems are solved simultaneously using a multivariate structural time series model that borrows strength over time and space and models the aforementioned discontinuities. The paper illustrates an increased precision when one moves from univariate models to a multivariate one where the domains are jointly modelled. This increase is especially significant in the most recent period when sample sizes get smaller, with standard errors being reduced by 40 to 70 percent.
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1. Introduction

National statistical institutes (NSIs) mostly confine themselves to the design-based approach when compiling official statistics, using the Horvitz-Thompson estimator or general regression estimator (Särndal et al., 1992). An important problem with repeated surveys that is often encountered in official statistics is that survey process modifications may have systematic effects on the outcomes resulting in level breaks, sometimes called discontinuities, as well as in variance breaks. Another issue NSIs frequently have to deal with is providing reliable estimates for subpopulations or domains. Sample sizes are often too small to use design-based estimators for detailed subdivisions of the population. This is where structural time series modelling comes into play in full force due to its ability to efficiently solve both problems simultaneously.

First of all, structural time series modelling can be seen as a form of small area estimation (SAE) where a model is used to increase the precision of a domain estimate with sample information observed in preceding periods or other domains. With a structural time series model, the signal of a target variable can be filtered from the time series that contains sampling and measurement errors. The signal comprises the sum of several unobserved components, such as trend, seasonal and regression components (Harvey, 1989, Durbin and Koopman, 2001). Such components can derive benefit from sample information accumulated in the past, which is sometimes called borrowing strength over time. Modelling the correlation between such components of different domains in a multivariate structural time series model can further improve the model-based domain estimates by taking advantage of sample information from other domains (Pfeffermann and Burck, 1990, Pfeffermann and Bleuer, 1993). This is often referred to as borrowing strength over space. Harvey and Chung (2000) simultaneously modelled the series of survey estimates with another correlated series to improve the precision of the survey estimates. In the case of common trends or other...
common components, the so-called common factor models can be employed to parsimoniously account for cross-correlation inherent in the system. An application of a common factor model in the context of SAE is given by Krieg and van den Brakel (2012). Pfeffermann and Tiller (2006) proposed to benchmark time series estimates of domains to sufficiently precise direct estimates at the national level as an alternative method to borrow strength over space. This method also provides a form of robustness against model misspecification.

Secondly, structural time series models can handle discontinuities induced by a redesign of the survey. A model can embrace different forms of interventions which account for systematic effects of a survey redesign on the outcomes (Van den Brakel and Roels, 2010). This is a direct application of the state-space intervention approach proposed by Harvey and Durbin (1986). Redesigns can also affect the variance of the direct estimates both directly (through changes in the sample size) and indirectly. For instance, changes in the data collection process can affect the standard errors of the direct estimator through a change in the variance of the measurement errors. If the design variances are available at the NSI, they can be used as prior information in the time series model. This will automatically account for shock-effects and other forms of heteroscedasticity in the variances induced by the survey redesigns (see, e.g., Binder and Dick, 1990; Durbin and Quenneville, 1997). The information on design variances, however, is not always available. In such cases, time series models must account for changes in design variances by making the model variance time-dependent.

Effective structural time series modelling could improve the accuracy of time series published by NSIs that rely on the traditional design-based approach from sampling theory. Harvey and Chung (2000) provide an illustrative example for the Labour Force Survey in the UK. However, despite all the advantages of this model-based approach, NSIs are still reluctant to apply these techniques in the production of official statistics, mainly because model misspecification easily results in severely biased estimates. Careful model evaluation and selection is required, which is an additional labourious stage in the production process, particularly for multipurpose surveys, since separate models are required for different variables. To our knowledge, only two governmental statistical institutes use a state-space model in the production of their official figures: Statistics Netherlands with their Dutch Labour Force Survey model (Van den Brakel and Krieg, 2009), and the U.S. Bureau of Labor Statistics (Tiller, 1992, Pfeffermann and Tiller, 2006).

In this paper, structural time series modelling is applied to the Dutch Road Transportation Survey (the DRTS). This survey is interesting from both practical and academic points of view because it features several design transitions that caused multiple level breaks in the series, as well as some design variance breaks visible in the published figures. Moreover, due to reduced budgets, the DRTS faces decreasing sample sizes, which results in an increasing loss of precision in the direct estimates. This paper presents a simultaneous solution to both problems. An additional complication that is addressed in this application is that sampling units can belong to more than one domain, resulting in additional correlation between the domains.

The main contribution of this paper is to demonstrate that survey estimates can be substantially improved within the framework of a multivariate state-space approach where multiple survey redesigns and other survey process changes are treated as exogenous events through modelling level and variance breaks. The model also allows for cointegrated trends and contemporaneous inter-domain correlation in the sampling errors. As the DRTS time series are published both at the national level and at the underlying domain level, the question of how the aggregated series should be treated within the state-space approach is also addressed.
Section 2 describes the data and its major discontinuities induced by survey redesigns. Section 3 focuses on the structural time series models employed in the DRTS. Estimation results are presented in Section 4. Section 5 summarises the main findings and offers some possible further improvements.

2. The Dutch Road Transportation Survey

The DRTS is a survey that analyses freight transportation in terms of tons, kilometres and ton-kilometres. The target variables are constructed for international and domestic segments separately. Further, these variables are divided into Hire-and-Reward (HR) and Own-Account (OA) categories according to whether or not transportation is carried out at a cost of the vehicle owner. The application of the present study is domestic OA road freight transportation carried out by vehicles registered at the Dutch Admission Authority for Vehicles. These series are measured in thousands of tons on a quarterly basis from 1976(1) until 2010(4) (where numbers in brackets denote quarters), and is divided into nine categories according to the so-called NSTR-classification (*Nomenclature uniforme des marchandises pour les Statistiques de Transport, Revisée*). This classification is based on the type of goods transported and includes ten categories (shortened names used further in this article in brackets): 0. agricultural products and live animals (agriculture); 1. foodstuff and animal fodder (food); 2. solid mineral fuels; 3. petroleum oils and petroleum; 4. ores, metal scrap, roasted iron pyrites (ores); 5. iron, steel and non-ferrous metals (including intermediates) (metals); 6. crude and manufactured minerals, building materials (minerals); 7. fertilizers; 8. chemicals; 9. vehicles, machinery and other goods (including cargo) (other goods). The enumeration in the present paper begins from 1, with NSTR 2 and 3 being combined in domain 3 (oil). The analysis is therefore based on nine target variable series which are called domains in this paper. Since some vehicles transport goods from different categories, they may appear in more than one domain. As a result, an additional correlation arises between such domains. This makes this application different from the traditional situation where sampling units belong to one domain only.

The estimation procedure of this survey is based on the Horvitz-Thompson (HT) estimator (Horvitz and Thompson, 1952, Narain, 1951). This is a design-based estimator that expands the observations by weights that are obtained as inverse inclusion probabilities of the sampled units. The HT point estimates of the own-account domestic transportation series, which are officially published by Statistics Netherlands, are shown in Fig. 2.1 (StatLine.cbs.nl).

Over the years, the DRTS has undergone a number of methodological changes. Various amendments, more and less significant, were particularly frequent during the last decade. They caused breaks both in the level of the series and in their design variances. Only the most important changes that might have caused discontinuities are mentioned here. They are approached within the structural time series framework with the help of level interventions and by modelling heteroscedasticity in the survey errors. One of the major changes in the survey design is switching between one- and two-stage sampling schemes.

Currently, the DTRS has a one-stage stratified sampling design where vehicles (sampling units) are drawn directly from the database of the Dutch Admission Authority for Vehicles on a quarterly basis. The stratification scheme changed several times. It is based on variables related to the vehicle characteristics as well as to the total load capacity of the owning companies and industrial sectors these companies belong to. The vehicle transportation performance is observed during one week.
The net-sample size in the most recent decennium has been fluctuating between 9000 and 12000 vehicles per quarter.

Until 2003, the DTRS was based on a one-stage stratified sample of vehicles. From 2003 to 2007, a stratified two-stage sampling design with the company as a primary sampling unit, and the vehicle as a secondary sampling unit was applied. Apart from that, several survey process changes took place in 2003, such as the introduction of a new questionnaire and the transition from a three-day to week-wise reporting period. These and other changes introduced in 2003 had a considerable effect on the level and design variance of the series point estimates. For instance, domain 7 (fertilisers) suffered an increase in the level in 2003 and an unexpected dip during eight quarters of 2007-2008. An analysis of other statistical figures related to this goods category did not reveal any particular factor that could have caused real changes in this domain of the size reflected in Fig. 2.1. For modelling purposes, the level shift in 2003 will be regarded as being caused by the survey redesign, whereas the dip in the level in 2007-2008 will be removed with an outlying intervention.

Since 2008, the sample design has been based on a stratified sample of vehicles. Since then, stratification has been based on the vehicle type and load capacity, as well as on the total load capacity of the company owning the vehicle and on the industry branch the company belongs to. Vehicles drawn at the beginning of every quarter are further clustered by their owners. The latter are, in turn, randomly assigned to different weeks in a quarter. This means that, since 2008, the sample design has still been based on a two-stage sampling. Apart from that, certain ambiguities arose in the late 2000’s regarding the classification of shipments into the OA and HR categories. This caused a shift mainly in domestic transporters from the former to the latter category. Since 2008, big companies have gradually been joining the XML reporting system, which was used alongside with paper and electronic questionnaires. Finally, the year 2010 saw an introduction of an automatic editing system and new electronic questionnaires. These change, however, did not have any salient effect on the pattern of the design estimates.

In 1994, small vehicles with a load capacity less than 1.5 tons were excluded from the OA series. From 1997 to 2002, these vehicles, most of which are vans, were included in the survey again. This caused a considerable upward shift in the level of domain 9 and is therefore modelled as a level intervention for this particular period of time. Another temporary level intervention is used to model a huge peak in 2003 in domain 9. Since 2003, vans, together with special vehicles, have been monitored using a separate smaller questionnaire. Starting from 2009, they are no longer surveyed. Since then, total weight transported by these vehicles has been estimated using register information from another national authority called “Nationale AutoPas”, which contains the number of kilometres the vehicle has covered each time it visits a vehicle service station. This observation method is obviously less precise, so the inclusion of van freight adds uncertainty to the series. Therefore, Statistics Netherlands decided to publish two different series: one that includes van freight, and the other that does not. However, due to problems in 2003 related to the identification of vans and other types of small vehicles, the series without van freight is available only from 2004, leaving the series with the peak in the four quarters of 2003.

In different domains, the above-mentioned survey changes are reflected to a different extent, but it is clearly visible that every domain, except for domain 4, exhibits an increase in variation in 2003 (see Fig. 2.1). This can be explained by decreasing sample sizes over time and by the above-mentioned changes in the survey design. The survey design variances are very high in the last decennium of the time series, which results in large fluctuations in the point-estimates. To produce more stable estimates, a multivariate structural time series model is developed in the next section as
a form of SAE. This model must also account for the heteroscedasticity in survey errors, as well as for breaks in series levels. The most efficient way of dealing with survey error variance breaks would be using design variance estimates or at least sample sizes. The problem with the DRTS is that neither is available. The remaining option is to treat the sampling variances as piecewise constant.
3. Structural Time Series Models and Methods Employed

In this section, structural time series models are developed for the DRTS series. The core of this technique is decomposing the series into a number of unobserved components, e.g., trend, seasonal, other cyclical and regression components. The variables comprising these unobserved components are referred to as state variables. Structural time series models are often expressed in a state-space form and analysed with the Kalman filter (see Durbin and Koopman, 2001).

Separate series at the domain level and at the national level can be modelled individually, i.e. in a univariate setting, where the variance reduction comes from borrowing information over time. However, the potential of the state-space modelling technique is exploited to a much larger extent when the domains are jointly modelled in a multivariate setting, which makes it possible to borrow information both over time and domain space. Subsection 3.1 will give the overview of a general model for D domains. The estimation results, together with univariate models as special cases of this D-dimensional model, will be presented in the subsequent section.

3.1. Structural Time Series Model Specification

This subsection provides a theoretical set-up for the statistical model for D domains. Let $y_{t,d}$ denote a target variable observation at sampling unit $i$ at time $t$ in domain $d$. Generally, survey observations are subject to measurement errors, which gives rise to the following measurement error model: $y_{i,t,d} = u_{i,t,d} + M_{i,d} + w_{i,t,d}$. Here, $u_{i,t,d}$ is the true but not directly observable parameter of interest at the unit level at time $t$ in domain $d$; $M_{i,d}$ is a systematic measurement error at the unit level, and $w_{i,t,d}$ is a random measurement error. At the domain level, the unknown population parameter of interest at time $t$ is denoted as $u_{t,d}$. In order to estimate this parameter, a sample is drawn at each time period $t$.

Let $\hat{Y}_{t,d}$ denote a series of HT estimates for the unknown population parameter. These HT estimates constitute an input series for the time series model and are expressed as $\hat{Y}_{t,d} = \theta_{t,d} + e_{t,d}$, where $e_{t,d}$ is the total effect of a sampling error and random measurement errors $w_{i,t,d}$; and $\theta_{t,d}$ is the parameter of interest obtained when the whole population is surveyed under a particular survey design. In this way, $\theta_{t,d} = u_{t,d} + M_{d}$ is the sum of the true population parameter $u_{t,d}$ and a measurement bias $M_{d}$ of the survey design at the domain level. In this application, the parameter of interest is the total number of tons transported, so both $u_{t,d}$ and $M_{d}$ are defined as the sum of $u_{i,t,d}$ and $M_{i,d}$, respectively, over all population units belonging to domain $d$ in the hypothetical situation.

Comment [JvdB1]: Hier moet nog toegevoegd worden dat de populatie parameter een totaal is op domein niveau en nationaal niveau. Eventueel met een formule.
of a complete enumeration. The true population parameter \( u_{t,d} \) and the systematic measurement error component \( M_d \) cannot be separated with the survey data at hand. Durbin and Quenneville (1997) illustrate how the measurement bias can be estimated if exact or more accurate benchmarks are available, e.g., some bias-free auxiliary series or annual data.

Let \( M_d \) refer to the design applied at the beginning of the time series. When the survey undergoes some kind of redesign, the measurement error \( M_d \) shifts to another level, say \( M_d' \). Assuming that the difference \( M_d - M_d' \equiv \beta_d \) is constant over time, it can be modelled with a level intervention using a dummy regressor. This gives rise to the following representation of the observed series: \( \hat{Y}_{t,d} = \theta_{t,d} + \delta_{t,d} \beta_d + e_{t,d} \), where \( \delta_{t,d} \) is a dummy regressor that switches from zero to one when a redesign takes place. These dummy regressors are used not only for level shifts, but also for outliers. Parameter \( \theta_{t,d} \) can be decomposed into a trend \( L_t \), a seasonal component \( \gamma_t \), and an irregular term \( \varepsilon_t \), so that

\[
\theta_{t,d} = L_t + \gamma_t + \epsilon_{t,d}.
\]

In a cross-sectional survey like the DRTS, it is not possible to separate the irregular term \( \epsilon_{t,d} \) from the sampling error \( e_{t,d} \). Therefore, these two are combined into one composite error term \( v_{t,d} = e_{t,d} + \epsilon_{t,d} \). It is assumed that \( v_{t,d} \) is dominated by the sampling error \( e_{t,d} \) and is normally and independently distributed with a zero-expectation (see Krieg and Van den Brakel (2012) for an empirical evidence that \( v_{t,d} \) is indeed dominated by the sampling error). Due to changes in the survey design, the sampling error variance often changes, and so does the variance of the term \( v_{t,d} \).

Structural time series models account for sudden changes in the input series precision by modelling these variance breaks with time dependent variance components for the disturbance term in the signal equation.

Consider a domain where redesigns resulted in \( K_d \) discontinuities, or level shifts. The aforementioned considerations imply the following model for the domains:

\[
\hat{Y}_{t,d} = L_{t,d} + \gamma_{t,d} + \delta_{t,d,1} \beta_{d,1} + \cdots + \delta_{t,d,K_d} \beta_{d,K_d} + v_{t,d}, \quad d = \{1, \ldots, D\}, \tag{3.1}
\]

where \( \delta_{t,d,k} \) is equal to one during the \( k \)-th level intervention, and otherwise zero. Each of the \( D \) models above uses sample information from previous periods through the trend and seasonal components in order to improve the precision of the \( \theta_{t,d} \)-estimates. Modelling the correlation between the trend and seasonal disturbances of different domains can further improve the precision of the \( \theta_{t,d} \)-estimates with the help of sample information from other domains.

Borrowing strength over both time and space can be implemented within the scope of a multivariate structural time series model constructed by stacking the \( D \) univariate models as in (3.1). This results in the following vector notation:

\[
\hat{\mathbf{Y}}_t = \mathbf{L}_t + \mathbf{y}_t + \mathbf{x}_{t,1} \beta_1 + \cdots + \mathbf{x}_{t,K} \beta_K + \mathbf{v}_t, \tag{3.2}
\]

where all the vectors have dimension \( D \). In this notation, \( K \) is equal to the sum of \( K_d \) over all the domains and stands for the total number of level interventions in the model. Vectors \( \mathbf{x}_{t,k} \) contain domain-specific dummy regressors \( \delta_{t,d,k} \), and otherwise zeros.

In the present application, the so-called smooth trend model was chosen to model the trends \( L_{t,d} \), \( d \in \{1, \ldots, D\} \). This model is well-known in the econometric literature for its reasonable flexibility and parsimony (Durbin and Koopman, 2001, Ch. 3, Harvey, 2000). The smooth trend model (or the integrated random walk) can be defined by the following two equations for series \( d \):
\[ L_{t,d} = L_{t-1,d} + R_{t-1,d}, \]
\[ R_{t,d} = R_{t-1,d} + \eta_{R,t,d}, \]

where the state variables \( L_{t,d} \) and \( R_{t,d} \) are the level and slope of the \( d \)-th series, respectively. In the multivariate setting, the slope disturbance terms are assumed to be normally distributed with the covariance matrix defined by:

\[
\text{Cov}(\eta_{R,t,d}, \eta_{R,t',d}) = \begin{cases} 
\sigma^2_{\eta_{R,d}} & \text{if } t = t' \text{ and } d = d', \\
\epsilon_{\eta_{R,d,d'}} & \text{if } t = t' \text{ and } d \neq d', \quad d, d' \in \{1, \ldots, D\} \\
0 & \text{if } t \neq t'.
\end{cases}
\]

For the seasonal component \( \gamma_{t,d} \), a trigonometric model is assumed (Hannan et al., 1970, Koopman et al., 1999a-b, Harvey, 1989). This model is widely applied in econometric time series modelling. If \( s \) denotes the number of seasons, then the model is defined as:

\[ \gamma_{t,d} = \sum_{j=1}^{[s/2]} \gamma_{t,d,j}, \quad d \in \{1, \ldots, D\}, \]

where \( s = 4 \) for quarterly data, and thus the seasonal component consists of two harmonics \( \gamma_{t,d,j} \). The first harmonic is generated according to the following process:

\[
\begin{aligned}
\gamma_{t,d,1} &= \cos \frac{\pi}{2} \gamma_{t-1,d,1} + \sin \frac{\pi}{2} \gamma_{t-1,d,1} + \omega_{t,d,1}, \\
\gamma_{t,d,2} &= -\sin \frac{\pi}{2} \gamma_{t-1,d,1} + \cos \frac{\pi}{2} \gamma_{t-1,d,1} + \omega_{t,d,1}, \\
\end{aligned}
\]

where disturbances \( \omega_{t,d,1} \) and \( \omega_{t,d,2} \) are uncorrelated. The last harmonic, in this case the second one, is always generated by only one stochastic variable:

\[ \gamma_{t,d,2} = -\gamma_{t-1,d,2} + \omega_{t,d,2}, \quad d \in \{1, \ldots, D\}. \]

The following covariance matrix structure is assumed for the seasonal disturbance terms (except for \( \omega_{t,d,2} \)):

\[
\text{Cov}(\omega_{t,d,j}, \omega_{t',d',j'}) = \text{Cov}(\omega_{t,d,j}, \omega_{t',d',j'}) = \begin{cases} 
\sigma^2_{\omega_{d,j}} & \text{if } t = t', \quad d = d, \quad j = j', \\
\epsilon_{\omega_{d,d',j}} & \text{if } t = t', \quad d \neq d', \quad j = j', \quad j \in \{1,2\}, \quad d, d' \in \{1, \ldots, D\}, \\
0 & \text{if } t \neq t' \text{ or } j \neq j'.
\end{cases}
\]

The last expression states that the variances of the two disturbances \( \omega_{t,d,1} \), \( \omega_{t,d,2} \) are the same. Apart from that, the model can be simplified by assigning the same variance to the disturbances belonging to different harmonics. The equality of the two harmonics’ hyperparameters has been tested in a univariate setting using the likelihood ratio test. It turns out that the null hypothesis for the two variances’ equality could not be rejected at any reasonable significance level, suggesting that \( \sigma^2_{\omega,d,1} = \sigma^2_{\omega,d,2} = \sigma^2_{\omega,d}, \quad d \in \{1, \ldots, D\} \).

The correlation between the corresponding harmonics of different domains can be modelled in order to borrow information over space. In this application, however, the covariances \( \epsilon_{\omega,d,d',j} \) are set to zero, since their modelling results in a very little variance reduction. This is due to the fact that, first of all, the seasonal effect size has turned out to be relatively small compared to the magnitude of the corresponding trends, and, secondly, most of the seasonal component hyperparameters have been estimated to be not significantly different from zero (domains 1, 3, 4, 5, 7, 9).
A distinctive feature of the DRTS is that its sample design has been changed several times in the course of the survey. The consequences thereof have been two-sided. First of all, multiple survey redesigns caused shifts in the series level. To account for it, the model is augmented with $K$ auxiliary variables $x_{t,k}$ (that stand for level breaks and, possibly, outliers in the series) and with $K$ regression coefficients $\beta_k$, each of which is meant for a specific domain (hence the omission of the subscript $d$). Each of the vectors \(x_{t,k} = (0, \ldots, 0, \delta_{t,k}, 0, \ldots, 0, \delta_{t,k})'\), being $D$-dimensional, contains $D-1$ zeros and a dummy variable $\delta_{t,k}$. The variable $\delta_{t,k}$ takes a value of one for the time points when the intervention is effective and a zero value for time points before and optionally after the intervention in question. The position of $\delta_{t,k}$ in vector $x_{t,k}$ is defined by the number of the domain the intervention is effective for. A distinctive feature of this application is that level breaks do not generally occur in all the domains (remember the case of domain 9 in Section 2) and therefore are modelled individually for every domain, i.e. each domain’s intervention starts at a particular point in time and lasts for a particular number of periods, during which the intensity of the intervention remains constant and domain-specific. The regression coefficient estimate $\beta_k$, $k = 1, \ldots, K$, is time-invariant and can be interpreted as an estimated impact of the $k$-th outlier or discontinuity induced by a survey redesign. The discontinuities in the series mainly occurred due to major survey redesigns described in the previous section. The domains’ respective $\delta_{t,k}$ will be introduced as discontinuities and outliers in Subsection 4.1.

The second consequence of the redesigns is that they affected the variance of the HT estimates, which had a discernible effect on the variance of the composite error term $\nu_{t,d}$. One way to model heteroscedasticity in the $\nu_{t,d}$-term is using the variance of the HT estimates as prior information in the model by defining $\sigma^2_{\nu,t,d} = \sigma^2_{\nu,t,d} + \sigma^2_{\nu,d}$. Another approach, proposed by Binder and Dick (1990), as well as by Durbin and Quenneville (1997), suggests that $\sigma_{\nu,t,d}$ is modelled proportionally to the standard error of the HT estimator. In this application, the variances of the HT estimator are unfortunately not available, and the micro-data for their calculation is available only for the most recent years. It would be possible to model variances $\sigma^2_{\nu,t,d}$ proportional to the sample sizes, but these are not available either. Therefore, the variance $\sigma^2_{\nu,t,d}$ of the composite error term is modelled as time-varying by allowing different $\sigma^2_{\nu,t,d}$-values for a few sub-periods specific for each domain.

It should be noted that the composite error terms $\nu_{t,d}$ have non-zero covariances because the present domains do not represent independently drawn samples, but rather a sub-division of the target variable into different types of goods transported. The fact that certain sampling units may transport different freight categories and thus appear in different domains causes non-zero covariances between these domains. The time-dependent covariance matrix of the composite error terms is denoted by $R_t = E(\nu_t'\nu_t')$ whose elements are assumed to have a zero-expectation and be normally distributed with the following properties:

$$
\text{Cov}(\nu_{t,d}, \nu'_{t,d'}) = \begin{cases} 
\sigma^2_{\nu,t,d} & \text{if } t = t' \text{ and } d = d', \\
\rho_{\nu,t,d,d'} & \text{if } t = t' \text{ and } d \neq d', \quad d \in \{1, \ldots, D\} \\
0 & \text{if } t \neq t'.
\end{cases}
$$

(3.4)

Vector $\nu_t$ is also independent on the disturbance terms of the state variables described above. As it has already been mentioned, these terms’ variances are dominated by the sampling error and therefore vary over time. This implies that covariances between the composite error terms of different domains are time-varying. The full covariance matrix could be modelled, but this will result in a large number of covariance hyperparameters for different sub-periods. Therefore,
another more parsimonious alternative is considered. It is based on the assumption of time-invariant correlations between the composite error terms of different domains. At the first stage, the composite error terms and their variances are estimated from a model where the covariances between these terms are restricted to zero. Next, these error terms are standardized as $\hat{\varepsilon}_{t,d} = \frac{\tilde{\varepsilon}_{t,d}}{\tilde{\sigma}_{t,d}}$, and the correlations between the $\hat{\varepsilon}_{t,d}$-terms are calculated. This information is used at the next estimation stage in order to approximate the time-varying covariance terms in (3.4) as:

$$
\zeta_{\hat{\varepsilon},t,d} = \tilde{\theta}_{\hat{\varepsilon},t,d} \tilde{\sigma}_{\hat{\varepsilon},t,d} \frac{\tilde{\varepsilon}_{t,d}}{\tilde{\sigma}_{t,d}} \frac{\tilde{\varepsilon}_{t,d}'}{\tilde{\sigma}_{t,d}'}
$$

$d \in \{1, ..., D\}$.

The obtained model is compared with a model where the covariances between the domains are assumed to be equal to zero. In the present application, it has been found that point-estimates are not affected when the model is augmented with the time-invariant correlations. Only a few domains experience a reduction in the signal variance, but this effect is negligible. These results are not presented in this paper. For simplicity and with little loss in precision of the state estimates, we proceed by restricting the covariances in question to zero.

To summarize, a time series model for domain estimates has been obtained in order to produce more reliable indicators for the evolution of the parameters of interest. There are two reasons why the time series model estimates can be expected to be more stable and reliable compared to the survey estimates. Firstly, the effective sample size for model estimates for a particular period and domain is increased by using sample information from the preceding periods and other domains. Secondly, sudden differences in the measurement error level caused by different redesigns are excluded from these time series model estimates if such level changes are explicitly modelled with intervention variables. From this point of view, the focus of interest lies on the trend and signal estimates, the latter being the sum of the trend and seasonal estimates. Depending on whether or not a survey modification or a change in the population of interest (as in domain 9) are viewed as an improvement, level interventions can be considered to be part of the signal. This paper mainly focuses on the analysis of the trend and signal estimates, the signal being defined as the sum of the trend, seasonal, and level interventions.

### 3.2. Model estimation setting

Structural time series models are generally put in a state-space form and analysed with the Kalman filter, see Harvey (1989), Durbin and Koopman (2001). The unobserved components described in Subsection 3.1 – the level, slope, $(s-1)$ seasonal harmonics per each series, and the $\beta_k$-regression components – form the so-called state vector $\alpha_t$ of dimension $m$:

$$
\alpha_t = (\alpha_t^L, \alpha_t^S, \alpha_t^A, \alpha_t^R)^T,
$$

where

$$
\alpha_t^L = (L_{t,1} R_{t,1} ... L_{t,D} R_{t,D}),
$$

$$
\alpha_t^S = (\gamma_{t,1,1} \gamma_{t,1,2} \gamma_{t,1,3} ... \gamma_{t,D,1} \gamma_{t,D,2},)
$$

$$
\alpha_t^R = (\beta_1 ... \beta_k),
$$

A state-space form comprises two types of equations. The first one is the measurement or signal equation: $\tilde{\mathbf{Y}}_t = \mathbf{Z}_t \alpha_t + \nu_t$, where $\tilde{\mathbf{Y}}_t = (\tilde{\gamma}_{t,1}, ..., \tilde{\gamma}_{t,D})^T$ denotes the input vector with design estimates. The measurement equation reflects the relation between the observed design estimates $\tilde{\mathbf{Y}}_t$ and the vector of $m$ unobserved state variables $\alpha_t$ through a time-dependent design matrix $\mathbf{Z}_t$.

Furthermore, $\nu_t$ denotes a vector with composite error terms presented in the previous sub-section.
The other equation – the transition equation – describes how each state variable evolves over time:

\[ \alpha_{t+1} = T \alpha_t + \eta_{t+1} \]

through a time-invariant design matrix \( T \). Vector \( \eta_t \) is assumed to be a zero-expectation vector of normally, identically and serially independently distributed state disturbances with the contemporary covariance matrix \( Q = E(\eta_t \eta_t') \).

The transition matrix is defined as

\[
T = \text{Blockdiag}[T_L, T_r, T_\beta]
\]

where \( T_L = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} \), \( \otimes \) is the Kronecker product which multiplies every element of the first matrix by the second matrix, \( I_p \) is a \( p \)-dimensional identity matrix, and \( H \) is the design matrix for the seasonal component’s harmonics:

\[
H = \begin{bmatrix}
\cos \frac{2\pi s}{s} & \sin \frac{2\pi s}{s} & 0 \\
-\sin \frac{2\pi s}{s} & \cos \frac{2\pi s}{s} & 0 \\
0 & 0 & -1
\end{bmatrix} = \begin{bmatrix}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & -1
\end{bmatrix}. \tag{3.5}
\]

The transition matrix \( T_\beta \) for the dummy regression coefficients contains a \( K \)-dimensional identity matrix \( I_K \) according to the number of discontinuities and outliers explicitly modelled in the domains. The structure of the \( T_\beta \)-matrix, together with a zero-variance of the corresponding state stochastic terms, means that the discontinuities and outliers evolve as \( \beta_k = \beta_{k-1}, k=1, \ldots, K \).

The design matrix \( Z_t \) for the measurement equation has the following form:

\[
Z_t = [I_{[D]} \otimes (1 \ 0), \ I_{[D]} \otimes (1 \ 0 \ 1), \ Z_{\beta,t}],
\]

where \( Z_{\beta,t} \) consists of \( K \) vertical vectors \( x_{t,k} \) described in Subsection 3.1:

\[
Z_{\beta,t} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\delta_{t,1} & \delta_{t,2} & 0 & 0 & 0 \\
\delta_{t,3} & \delta_{t,4} & 0 & 0 & 0
\end{bmatrix}
\]

The state noise covariance matrix \( Q = E(\eta_t \eta_t') = \text{Blockdiag}[Q_L, Q_r, Q_\beta] \) consists of the following parts:

\[
Q_L = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & \sigma_{\eta_k,1}^2 & 0 & \sigma_{\eta_k,1,2} & \ldots & 0 & \sigma_{\eta_k,1,D} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \sigma_{\eta_k,2,1} & 0 & \sigma_{\eta_k,2}^2 & 0 & \sigma_{\eta_k,2,2} & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \sigma_{\eta_k,D,1} & 0 & \sigma_{\eta_k,D,2} & \ldots & 0 & \sigma_{\eta_k,D}^2
\end{bmatrix}
\]
\[
Q_T = \text{Blockdiag} [\Gamma_1 \ldots \Gamma_D], \quad \Gamma_d = \begin{bmatrix}
\sigma^2_{\omega,d,1} & 0 & 0 \\
0 & \sigma^2_{\omega,d,1} & 0 \\
0 & 0 & \sigma^2_{\omega,d,2}
\end{bmatrix}, \quad d \in \{1, \ldots, D\},
\]

\[
Q_P = \mathbf{0}_{[K \times K]} \quad \text{since the regression coefficients are modelled as time-independent.}
\]

The measurement equation error term covariance matrix \( R_t = E(\nu_t' \nu_t) \) is diagonal, if domains are not overlapping:

\[
R_t = \text{Diag}(\sigma^2_{\nu,t,1}, \sigma^2_{\nu,t,2}, \ldots, \sigma^2_{\nu,t,D}).
\]

The model proposed in Subsection 3.1 contains non-stationary state variables and time-invariant regression coefficients. The state variables are initialised with a diffuse state vector to which the exact initial Kalman filter is applied as in Koopman (1997).

The estimation of the slope disturbance covariance matrix, say \( Q_R \), that is a part of matrix \( Q \), is carried out through the Cholesky decomposition of the form \( Q_R = ADA' \), where \( A \) is a lower triangular matrix of orthonormalised eigenvectors with ones on the main diagonal, and \( D \) is a diagonal matrix of eigenvalues. The slope (co)variance corresponding to the aggregated series are derived on the basis of equations (3.4) and (3.5). The Cholesky decomposition ensures that the maximum likelihood estimate for the matrix \( Q_R \) is positive-(semi)definite. Another advantage of this decomposition is that by detecting some dependent series through the \( D \)-matrix one can implement the concept of cointegration (the so-called common factor model) and thus reduce the number of hyperparameters to be estimated. Detecting and modelling common factors further reduces the signal variance. In this application, a common factor model for trends is implemented by modelling the slope disturbance covariances. The existence of a common trend specification implies that the trends of \( D \) domains are driven by a smaller number of underlying stochastic trends. If an eigenvalue of matrix \( D \) is equal to zero, the corresponding domain’s stochastic part of the trend can be expressed as a linear combination of the other domains’ stochastic trends. Insignificant eigenvalues of the slope disturbance covariance matrix are removed step-wise until the number of common trends is identified. Detecting and modelling cointegrated stochastic trends allows to obtain a more parsimonious model and to interpret the relationship between the \( D \) domains. The cointegration concept and the relative testing procedures in the context of state-space models are presented, e.g., in chapter 8 of Harvey (1989), Nyblom and Harvey (2001), as well as in Koopman et al. (1999).

The Kalman filter assumes that the hyperparameters in matrices \( Q \) and \( R_t \), i.e. the state and measurement equation disturbance (co)variances, are known, but it is generally not the case. These hyperparameters are replaced by their maximum-likelihood estimates. The numerical procedure used to solve this nonlinear optimisation problem is the Broyden–Fletcher–Goldfarb–Shanno method (MaxBFGS in the OxMetrics package). The analysis is conducted with OxMetrics.5 (Doornik, 2007) in combination with SsfPack 3.0 package (Koopman et al., 1999, 2008). The variances of the Kalman filter estimates reported in this paper do not account for additional uncertainty caused by the replacement of the hyperparameters with their maximum-likelihood estimates. The variance hyperparameters are estimated on the log-scale to avoid negative variance estimates. These estimates are presented in the supplementary file to this paper.

The Kalman filter produces what is called \textit{filtered} estimates, which are the optimal state variable estimates on the basis of information accumulated up to and including period \( t \). These estimates can be improved by various smoothing algorithms, where information is pooled over the entire time
span. Smoothed estimates are usually treated as the most realistic ones, since they are based on the entire set of information available. This is true when the focus is on the analysis of unobserved components of the time series model. In the context of this paper, however, structural time series models are used for production purposes in official statistics. In this case, the focus is on filtered, rather than smoothed estimates, since the former ones better reflect what can be obtained with this modelling approach in the real production process, when statisticians have information at their disposal only up to (and including) time \( t \). However, filtered estimates do not fully imitate the real-time production of official estimates, since the hyperparameter maximum-likelihood estimates in this case are still based on the whole length of the time series. Therefore, we will concentrate on the so-called concurrent estimates. Concurrent estimates for period \( t \) are based on the Kalman filter, with the hyperparameter maximum-likelihood estimates also being based on the information available up to and including period \( t \). In this way, concurrent estimates exactly reflect the real production process outcomes and therefore are more realistic compared to filtered estimates.

3.3. Aggregated Series Estimation

In the DRTS, the aggregated series design estimates are not sufficiently precise due to the sample size reduction and sample design modifications, particularly in the second half of the time period under consideration. Fig. 2.1 shows that the variability of the observed series does indeed increase after 2003. If the direct estimates at the aggregated level were sufficiently precise, they could be directly used as benchmarks for the domain model estimates, which is frequently done in SAE. This alternative way to borrow strength over space also provides a form of built-in robustness against model misspecification, see Pfeffermann and Burck (1990), Pfeffermann and Bleuer (1993), and Pfeffermann and Tiller (2006). Durbin and Quenneville (1997) exploit aggregation over the time dimension. Namely, they benchmark monthly or quarterly survey estimates to exact or substantially more precise annual figures.

However, the high volatility of the DRTS design estimates at the national level suggests that they themselves could benefit from the structural time series approach. There are a few ways in which this can be done. First of all, a univariate model could be developed for the aggregated series. This may seem to be a good option since the signal-to-noise ratio of the aggregated series is higher than that of the underlying domains. Another approach is to derive the aggregated estimates as a linear combination of domain estimates from a \( D \)-dimensional multivariate model. Which approach is more efficient in terms of signal variances, is an empirical question.

If the univariate framework offers smaller variance estimates for variables of interest, it may be preferred to model the aggregated series in a univariate setting separately from the underlying domains. This, however, will inevitably result in differences between figures published at the national level and the sum of published domain model estimates. In official statistics, the method of Lagrange multipliers can be considered to adjust the estimates proportionally to their mean squared error, so that the sum over the domain estimates exactly equals the aggregated level estimates. The Lagrange method, however, requires the availability of covariance estimates between the point-estimates of each of the domains and of the aggregated series. Assuming a diagonal covariance matrix structure will produce distorted point- and variance estimates. Namely, the aggregated signal variance has turned out to be heavily underestimated in this application.

It may also seem sensible to jointly model the domains and aggregated series in one \( (D + 1) \)-dimensional setting with a restriction that the sum over the domain state variables and disturbance terms is respectively equal to the corresponding states and disturbances for the aggregated series. In
this way, the series with a better signal-to-noise ratio would enter the multivariate model, and the
sum of the domain model estimates would be equal to the aggregated series model estimates at each
point in time. On the other hand, it can be argued that no additional information would enter the
model in this case. This effectively means that a \((D + 1)\)-dimensional approach must be identical to
a \(D\)-dimensional multivariate model. The supplementary file presents a simulation that confirms
that the \(D\)- and \((D + 1)\)-dimensional approaches produce identical outcomes, though only if the
known hyperparameter values are used in the Kalman filter. Both models are also applied to the
DRTS series, and the outcomes are comparable (results presented in the supplementary file).

The choice for estimating obtaining aggregated figures thus lies between the univariate model and
deriving them from a \(D\)-dimensional model and modelling the aggregated series univariately.
Which approach is used by an NSI to shall be chosen by an NSI for produce official figure
productions, depends, firstly, on the accuracy of the aggregated figures obtained under both
approaches, and, secondly, on whether the coherence between the aggregated series estimates and
the sum of domain estimates should be maintained in publications.

4. Model selection and estimation results

4.1. Univariate models for nine domains and national level series

The univariate analysis for each of the nine domains is a special case of the nine-dimensional model
presented in (3.2) with no correlations among the slope disturbance terms. The univariate analysis is
conducted for several purposes. First of all, it allows detecting outliers and discontinuities in the
level and in the variance of the measurement equation term. Secondly, it is of great interest to
compare the performance of univariate models with that of multidimensional models in terms of
variance reduction in the signals and state variables.

As regards the model choice for the trend, the preference has been given to the smooth trend model,
as in (3.3). This model is a special case of the local linear trend model, whose level equation also
has a stochastic term. The absence of this term makes the trend less volatile. The local linear trend
model has also been tested and proved to produce very volatile trends, indicating that the data are
overfitted with this model. For these reasons, the smooth trend model is preferred. An additional
(third) “acceleration” component (see Harvey (1989) Ch.6.1.5 for the quadratic trend model) has
also been tested and found to have no added value.

The detection of outliers and discontinuities is based on the pattern of the available HT estimates,
taking into account that little detailed information on sample redesign and sample sizes is available,
especially before 2003. Apart from that, while some domains are visibly affected by a certain
intervention, this effect may not be observable in other domains. Therefore, taking into account all
the available information on the survey redesigns, as summarised in Section 2, one must be
selective when trying to implement those changes in a model. In this application, only three
domains need level interventions or outliers.

Table 4.1 provides a compact summary of level and variance interventions implemented in the
univariate models. The nine domain series serve as the basis for constructing a multivariate nine-
dimensional model. The presence of level breaks and outliers can be detected using the auxiliary
residual diagnostics as in Harvey and Koopman (1992). Variance breaks for the measurement
equation disturbance terms require additional hyperparameters in this application. These breaks
were tested with the help of the likelihood ratio test. This test suggests that four variance breaks for
the measurement equation disturbances should be modelled for the aggregated series in a univariate
setting, i.e. for five different periods of time. Out of these five, the second and forth periods share
the same hyperparameter. As for level breaks, domain 9, for instance, has two breaks attributed to
changes in the population of interest. Further, another level intervention for the period after 2003(4)
has been found to be insignificant, which suggests that the change between the series levels before
1997(1) and after 2003(4) is captured by the stochastic trend. In a univariate setting, the only break
identified as significant in the aggregated series, is the one for the four quarters of 2003, while the
multivariate setting suggests that all the level interventions, including the insignificant ones, enter
the aggregated series as a result of the summation of the domain estimates.

The selection of univariate models was based on the likelihood ratio test, as well as on three tests on
the normality and independence of standardised innovations: the Doornik-Hansen normality test
(see Doornik and Hansen, 1994), the Durbin-Watson test of first-order serial correlation, and a two-
 sided F-test for heteroscedasticity. The supplementary file to this article contains maximum
likelihood estimates of the hyperparameters as well as the model evaluation measures of the finally
selected univariate models for the ten series. Some seasonal hyperparameters have turned out to be
close to zero with vast standard errors. Therefore, they were removed from the model, whereupon it
was checked for a decrease in the likelihood function maximum.

The results suggest that only domains 2, 6 and 8 need a stochastic term for their seasonal
component. It should be noted that several time series fail to satisfy the above-mentioned tests for
standardised innovations. These are domain 3 with marginally positively autocorrelated
standardised innovations; domains 4, 9 and the aggregated series violating normality, of which
domain 9 also exhibits heteroscedasticity. However, given the extreme erratic pattern of the series
(see Fig. 2.1), the obtained model fits can be viewed as satisfactory.

Table 4.1: Level and variance breaks in the series modelled in a univariate setting

<table>
<thead>
<tr>
<th>Series</th>
<th>Level interventions</th>
<th>Sub-periods for which different variances apply</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Agriculture</td>
<td>-</td>
<td>1976(1)-2002(4); 2003(1)-2010(4)</td>
</tr>
<tr>
<td>2. Food</td>
<td>-</td>
<td>1976(1)-2002(4); 2003(1)-2010(4)</td>
</tr>
<tr>
<td>3. Oil</td>
<td>2008(3)-(4)</td>
<td>1976(1)-1993(4); 1994(1)-2002(4); 2003(1)-2010(4)</td>
</tr>
<tr>
<td>4. Ores</td>
<td>-</td>
<td>1976(1)-1996(4); 1997(1)-2010(4)</td>
</tr>
<tr>
<td>5. Metals</td>
<td>-</td>
<td>1976(1)-2002(4); 2003(1)-2006(4); 2007(1)-2010(4)</td>
</tr>
</tbody>
</table>
Filtered point-estimates of the signal and its components from the univariate setting are nearly identical to those from multivariate models discussed in Subsections 4.2 and 4.3. Therefore, they are depicted only once and can be found in Fig. 4.4, 4.5 and 4.6 for the most interesting domains that are representative of the others. If a survey redesign is considered to be an improvement, the trend level during the time period before the intervention can be corrected by the value of the level break estimate. Therefore, the signals are presented with the level shifts included. The level breaks, in turn, are presented separately as an indication of the size of a certain discontinuity. The standard errors of the filtered signal are depicted in Fig. 4.8, where peaking standard errors reflect an additional uncertainty brought about by the inclusion of a level break. It takes about one year for the standard errors to decay and stabilize around a new level (see domain 9 and the aggregate series in Fig. 4.8).

4.2. Multivariate models for the nine domains

While the implementation of univariate structural time series models makes it possible to borrow strength over time, multivariate models also benefit from information available over space. The present multivariate model is based on the level and variance breaks described for the nine univariate models in Table 4.1. Model (3.2) combines the nine series of the domains in one multivariate setting with non-zero covariances among the slope disturbance terms. Modelling the slope disturbance covariances significantly increases the maximum value of the likelihood function. While the point estimates remain almost unchanged, the variance of the signals gets considerably reduced. This is an important result because variance reduction, together with structural break modelling, is one of the most important reasons behind considering a model-based approach in this application. Apart from considerably increased accuracy, yet another improvement brought about by modelling the correlation among the slope disturbances is the absence of the serial correlation that was present in the standardised innovations of the third domain’s univariate model (results presented in the supplementary file to this article).

Detecting and modelling common trends further reduces the signal variance. The existence of the common factor specification implies that the trends of $D$ domains are driven by a smaller number of underlying stochastic trends that are usually called common factors. This results in more parsimonious models. The common factor detection is based on an examination of eigenvalues of the slope disturbance covariance matrix. Trends whose eigenvalues are significantly different from zero are called common factors. These drive the development of the whole system. Insignificant
eigenvalues of the slope disturbance covariance matrix are removed step-wise until the number of common trends is identified.

Modelling the slope covariances in this study has led to insignificant variances of the seasonal stochastic terms. However, three of them (those of domains 6, 8 and 9), still being close to zero, turned out to be one order of magnitude larger than the others. The question at this point is how to proceed with the common factor model: by either first removing insignificant seasonal disturbances and then removing eigenvalues that are close to zero, or the other way around. These two approaches lead to different models. The former approach leads to a model with six common factors, whereas the latter one results in only five, which turned out to be the minimum possible number of common trends required. After removing all insignificant hyperparameters, the seasonal hyperparameters in both models become considerably larger compared to the case where all eigenvalues are estimated. The first approach yields only two significant seasonal hyperparameters (domains 6 and 8) that are excessively large, whereas the second one results in four significant seasonal disturbance variances (in domains 2, 3, 6 and 8) whose magnitudes are comparable to those in univariate models. Taking into account the large dimension of the model, the Bayesian Information Criterion (BIC) is chosen for model selection (Ch. 7.4, Durbin and Koopman, 2001), as it imposes a larger penalty on nuisance parameters than the Akaike Information Criterion. It turns out that the model with five common trends and 59 hyperparameters to be estimated, is superior to the model obtained from the first approach based on 63 hyperparameters. This is despite the fact that the maximum value of the likelihood function in the former model is slightly lower than in the model with six common trends (2296.72 against 2298.74). The parameter space reduction that leads to a lower BIC-value can be explained by the fact that the eigenvector corresponding to yet another zero-eigenvalue (of domain 4) does not need to be parameterised. In the model with five common factors, the resulting zero-eigenvalues are those of domains 4, 7, 8, and 9. In this case, moving from the six-factor model to the model with five common factors saves six hyperparameters.

It should be noted that the whole data set is used for detecting common factors among the domain trends. The main reason behind this is that the survey has been frequently redesigned since 2003. This, in combination with adding level breaks, might affect the number of common trends before and after a redesign. In fact, a concurrent estimation of the complete nine-dimensional model, i.e. with all the seasonal hyperparameters estimated, suggests that the number of common trends varied up through the first quarter of 2010, whereafter it became stable until the end of the series, with domains 4, 7, 8 and 9 obtaining nearly zero-eigenvalues. Not only is the model with five common trends selected as the best one according to the BIC, but it also suggests significantly lower signal variances in domains 4 and 8 compared to the model with six common trends. The variance of the other corresponding domains across the two models is almost the same. This model’s diagnostics based on standardised innovations, as well as the maximum-likelihood hyperparameter estimates along with their asymmetric confidence intervals, can be found in the supplementary file to this article. The asymmetry in the confidence intervals arises from the fact that the hyperparameters are estimated on a log-scale. The Fisher information matrix is used to estimate the asymptotic standard errors of the log-transformed hyperparameters, whereafter the confidence interval bounds are transformed back to the original scale. Point-estimates obtained from the nine-dimensional and univariate models are virtually the same. The variance comparison will be illustrated in Subsection 4.4.

4.3. Interpretation of Common Trends
The previous subsection demonstrates that there are five stochastic trends that drive the development of all the nine domains. The trend equation could be expressed in the following form:

\[ L_{t,d} = L_{0,d} + R_{0,d}t + \sum_{i=1}^{D-1} \Sigma_{j=1}^{i} \eta_{i,j,d}, \]  

(4.1)

where \( L_{0,d} \) is an intercept and \( R_{0,d} \) is the slope coefficient of the deterministic part in the trend (Koopman et al., 1999a, Ch. 6.4.4 and 9.1.4.2). The double partial sum of \( \eta \)'s is the stochastic part of the trend. The implication of the common factor model is that, for each of these \( D \) trends, this partial sum can be expressed as a linear combination of a smaller number of common factors. The system can also be written in a matrix form:

\[ L_t = \Theta L_t^\dagger + L_0 + R_0 t, \]  

(4.2)

where \( \Theta \) is a \( D \times m \) matrix of factor loadings, \( m \) being the number of common factors; vector \( L_t^\dagger \) contains time-specific estimates for the \( m \) common stochastic trends. The first \( m \) elements of vectors \( L_0 \) and \( R_0 \) are zeros, and the remaining entries are those described in the preceding equation.

There are different ways to construct common factors and factor loading matrices. One possibility is to take \( m \) orthogonal common factors, where the factor loading matrix \( \Theta \) is equal to the lower triangular matrix \( A \) from the Cholesky decomposition of the covariance matrix \( Q \). Then, the extracted trend of the first domain will be equal to one of these factors, and the other trends, in turn, to a linear combination of the identified common trends. However, in order to see how the remaining \( D-m \) trends depend on the extracted trends that correspond to zero-eigenvalues, we can apply a factor rotation that turns the upper part of the \( \Theta \) matrix into an \( m \)-dimensional identity matrix. This approach results in correlated common factors because they are equal to the trends of the first \( m \) domains. After the series are slightly reshuffled (in the following order: 1, 2, 3, 5, 6; 4, 7, 8, 9), i.e. all the trends with zero-eigenvalues are kept as the last ones in the system, the factor loadings in the lower \( (D-m) \times m \) part of the modified matrix \( \Theta^* \) can be obtained from the eigenvector matrix of the covariance matrix \( Q \), as shown in Ch. 6.4.1 of Koopman et al. (1999a). It results in the following factor loading matrix:

\[ \Theta^* = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0.31 & -0.08 & 0.35 & -0.74 & 0.03 \\
0.40 & 0.29 & 1.92 & -0.16 & -0.34 \\
2.36 & -0.31 & 3.63 & -1.25 & -0.04 \\
4.08 & -1.86 & 1.10 & -6.46 & 0.89
\end{bmatrix}. \]

While the first five trends, those of domains 1, 2, 3, 5 and 6, are entirely explained by the stochastic components, the zero-eigenvalue trends 4, 7, 8 and 9 do have a non-stochastic remainder in the form of an intercept and a deterministic time trend, as follows from (4.2) (see Koopman et al., 1999, Ch. 9.1.4 for more details about smooth trends with common slopes). The intercept and slope coefficients can be found in Table 4.2. These estimates are the same both when the common trends are correlated and orthogonal.

Table 4.2: Intercept and Slope Coefficients for the Common Trend Model
Fig. 4.1 displays the smoothed correlated common factors that are equal to the extracted smoothed trends of domains 1, 2, 3, 5 and 6. This subsection dwells upon smoothed trends (rather than upon filtered or concurrent ones), since the focus of interest is on the relationship between state variables, i.e. the domain trends in this case. In order to establish this relationship, it is best to use all the available information. The trends in this application are smoothed by the fixed-interval smoother (Durbin and Koopman, 2001, Section 4.3.1). The smoothed trends of the domains with zero-eigenvalues can be found below in Fig. 4.2. The two figures, when confronted with each other, along with the matrix $\Theta^*$, give an insight as to how much each of the common factors contributes to the trend of the remaining domains (4, 7, 8 and 9). For instance, the trends of the large-scaled domains 8 (chemicals) and 9 (other goods) exhibit a very similar behaviour (Fig. 4.3). They also resemble the trend of domain 6 (minerals) in terms of local extrema. Indeed, domain 9 has a large positive factor loading that corresponds to the common factor of domain 6. Although the value 0.89 is smaller than the factor loading for the common factor of domain 1 (4.08), the common factor of domain 6 drives the development of the trend of domain 9 to a larger extent, since the magnitude of domain 6 (in terms of tons transported) is much larger than that of domain 1 (check Fig. 2.1 for the domain magnitude). Unlike in domain 9, the trend of domain 8 has a small negative factor loading on common factor 6. Still, trends 8 and 9 behave in a similar way. This is confirmed by the similarity of their factor loadings on the rest of the common factors. Taking into consideration the large scale of domains 6, 8 and 9 in terms of tons transported, the similarities between them seem quite plausible, since these domains are very likely to reflect overall developments in the economy.

As for the zero-eigenvalue trend of domain 4 (ores), it is correlated to a large degree with the trend of domain 5 (metals), which is confirmed by the largest factor loading for this common trend in an absolute value (-0.74). This gives empirical evidence to the fact that two separate stochastic factors are redundant to explain the variation of these two similar categories of goods. The negative sign in the factor loading could be explained by a substitution effect between these domains.
Further, the trends of domains 4 and 9 are strikingly similar, as Fig. 4.3. shows. Here, the trend of domain 4 is magnified with a factor of 15, which allows to superimpose it on the graph of trend 9. This similarity is also supported by the factor loadings of these two trends: positive and negative factor loadings correspond to each other, and so do their largest values (e.g., -0.74 and -6.46).

4.4 Estimation results

This subsection compares the estimation results obtained with the univariate and nine-dimensional models. For the aggregated series, estimates based on the univariate model are compared with estimates derived from the nine-dimensional model, as described in Subsection 3.3. The graphs below (Fig. 4.4, 4.5, 4.6) show filtered and concurrent signal estimates of the national level series and the three most interesting domains, as well as their underlying trends and some of the level interventions employed in the model. Point-estimates in the three graphs are obtained from the nine-dimensional model, but they are basically the same for the univariate models. Moving backwards in calculating concurrent estimates, one comes to a point in time when the model needs to be vastly re-specified, i.e. certain level and variance breaks have to be removed, and common factors possibly re-identified. Therefore, concurrent estimates are calculated starting from 2007(1). In fact, the estimates for the periods before 2007(1), depicted in one line together with these concurrent
estimates, constitute filtered estimates obtained by means of hyperparameters based on the information available up to and including 2006\(^4\). The whole series is going to be referred to as “concurrent estimates” further in this paper. The difference between the filtered and concurrent point-estimates of the three domains becomes quite salient as early as in late 90’s/early 2000’s, especially in domain 5. This might be explained by the frequent changes introduced into the survey during this period. In domain 5, for instance, an increased variation due to the redesign of 2003 is accounted for by the variance break in the measurement equation error term. However, the gradually rising level of point-estimates, caused by this redesign, cannot be remedied by modelling the aforementioned variance break. Allowing for a variance break in the trend is likely to result in a model that better describes the visible pattern of the series. However, this is not inappropriate because such a break would imply a real change in the population. Therefore, with a time-constant trend hyperparameter, the concurrent estimates continue following the same pattern as they did before 2003, until sufficient observations show up in the more volatile post-redesign period. In the last couple of years, the concurrent estimates come back to the path of the filtered ones.

Domain 9 features two level intervention variables illustrated in Fig. 4.6. The concurrent estimates of the first level intervention (1997-2002) start deviating from the filtered ones from 1998 and converge to the level of the latter estimates only after 2008. There are visible differences between the concurrent and filtered point-estimates of the signal in the same period of time. The trend estimates are presented in Fig 4.5. The trend of domain 4 closely resembles the one of domain 9 and therefore is not presented here.

![Fig. 4.4.](image-url) Dutch own-account road transportation, 1000 tons: Horvitz-Thompson (dashed line) and the nine-dimensional model-based filtered (black solid line) and concurrent (from 2007(1), grey solid line) estimates of the signal.
Fig. 4.7 illustrates a reduction in the signal variance estimates when one moves from the univariate models to the multivariate one. The standard errors of the filtered signals are depicted in black, and those of the concurrent estimates in grey. As mentioned in subsection 3.2, concurrent estimates give a more realistic picture of what can be obtained with this estimation approach in a production environment, compared with filtered estimates, since under the former approach both the hyperparameter and state variable estimates will be based on the information available in real-time conditions. The outliers modelled for 2007-2008 in domains 3 and 7 are not included in concurrent estimation for a better real-time imitation, since observations at the end of a series are unlikely to be identified as outliers. Apart from that, the variance break in domain 5 is included only in 2008(3), when the change in the variance becomes sufficiently pronounced. As in the case with the point-estimates, there may be substantial differences between the concurrent and filtered standard error estimates. This is mostly the case for the small domains 4 and 5. Again, by the end of the time period under consideration the two estimates nearly coincide. The variance of the filtered and concurrent signal estimates of the aggregated series coming from the nine-dimensional model for the domains are calculated as the sum of domain variances and the corresponding covariances.
Fig. 4.5. Dutch own-account road transportation, 1000 tons: the nine-dimensional model-based filtered estimates of the trend (thick black line) and their 95%-confidence interval bands (thin black lines); concurrent estimates and 95%-confidence interval bands from 2007(1) in grey (thick and thin line, respectively).

Fig. 4.6. Filtered (in black) and concurrent (from 2007(1) to the end, in grey) nine-dimensional model-based estimates and their 95%-confidence interval bands for discontinuities in domain 9 of the Dutch own-account road transportation, 1000 tons. Left: level shift 1997(1)-2002(4); right: level shift 2003(1)-(4).
Fig. 4.7. Hyperparameter estimates for the standard errors (1000 tons) of the measurement equation error term from the nine-dimensional model (black dashed line) and the standard errors of the filtered signal estimates obtained from different state-space models: univariate model (black dotted line), nine-dimensional model (thin black line); standard errors of the concurrent estimates from 2007(1) are depicted in the same style but in grey.

As can be seen, the multivariate nine-dimensional model as well as the estimates for the aggregated series derived therefrom, outperform the univariate models, especially in the last part of the time span. The peaks in the filtered estimate standard errors are caused by intervention variables that model discontinuities in the level of domain 9 and thus also appear in the aggregated series.

The analysis of an increased precision obtained with this modelling approach would be incomplete without the direct estimate variances. As was mentioned in Subsection 3.1, these variance estimates are not available for this survey. The microdata are available for the last few years, but in this period the complexity of the applied sampling design obstructs a straightforward approximation of the HT estimate variances. Vehicles for an annual sample are drawn according to a stratified sampling design. At the next stage, vehicles belonging to the same owner are clustered and randomly assigned to one of the four quarters. This indirectly implies a two-stage sampling design. An additional complication is that vehicles belonging to the same owner were initially drawn from different strata. This led to a situation where certain companies occurred simultaneously in more than one strata.

Design variances have been approximated, first of all, by assuming a two-stage stratified sampling design, with the companies as the primary sampling units (PSU) and the vehicles as the secondary sampling units, and, secondly, by collapsing the strata in a way that the new stratification scheme is based only on the economy branches the PSUs belong to, without differentiating between the vehicles’ characteristics. The design variance has been eventually approximated only for 2008(1) using a variance estimator that assumes a stratified sampling of PSU’s with replacement. This estimator is commonly used for complex two- or multiple-stage sample designs, see Särndal et al. (1992), Ch. 4.6 (equation (4.6.2)). Since the PSUs are assigned randomly to a certain week in a quarter, the variation over time is still ignored under this approach. This problem caused the variances of the HT estimates to be underestimated. This might be one of the reasons why some of the design-estimate standard errors in Table 4.3 do not exceed the model-based estimates to the expected degree. The design variance estimate of domain 2 in 2008(1) has turned out to be even smaller than that of the uni- and multidimensional model. This could be explained not only by the above-mentioned problems, but also by the fact that the variance estimates themselves are subject to
uncertainty. Moreover, the measurement equation error term variance ($\sigma^2_{\epsilon,t,d}$) comprises the average value of the sampling variances over each specific period where this hyperparameter ($\sigma^2_{\epsilon,t,d}$) is assumed to be constant. So obtaining such a low value of the design variance estimate is quite plausible (see, for instance, van den Brakel and Krieg (2009) where the variability of the general regression estimator over time is demonstrated). However, if it is assumed that the measurement equation error term is dominated by the sampling error, then the model variance estimates of this error term could be used as a proxy for the variance estimates of the HT estimator. This design variance approximation approach is advocated by an empirical finding of Krieg and Van den Brakel (2012), where the standard deviation of the measurement equation error term is defined as the product of a hyperparameter and of the design standard error of the input series. The obtained maximum likelihood estimates of this hyperparameter are nearly equal to one for all the domains considered in their work. Fig. 4.7 shows that the model-based approach offers a considerable variance reduction as compared to the HT-estimator. This reduction is particularly salient in the most recent period when effective sample sizes get smaller. Not only do small-scale domains, such as domains 4 and 5 of this application, benefit from this modelling approach by experiencing up to 70 percent reduction in their standard errors, but also large domains like domain 9, as well as the national level series, become about twice as precise in terms of standard errors in the latter part of the time period (after 1997).

Table 4.3: Design standard errors of the Horvitz-Thompson estimates, standard errors of the concurrent model-based signal estimates, and standard deviation maximum-likelihood estimates of the measurement equation composite error term from the nine-dimensional model; 1000 tons, 2008(1).

<table>
<thead>
<tr>
<th>Domains</th>
<th>Univariate model</th>
<th>Nine-dimensional model</th>
<th>Horvitz-Thompson estimator</th>
<th>SD of the composite error term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain 1</td>
<td>156</td>
<td>162</td>
<td>529</td>
<td>405</td>
</tr>
<tr>
<td>Domain 2</td>
<td>648</td>
<td>520</td>
<td>481</td>
<td>1382</td>
</tr>
<tr>
<td>Domain 3</td>
<td>158</td>
<td>125</td>
<td>451</td>
<td>447</td>
</tr>
<tr>
<td>Domain 4</td>
<td>57</td>
<td>49</td>
<td>163</td>
<td>136</td>
</tr>
<tr>
<td>Domain 5</td>
<td>58</td>
<td>58</td>
<td>259</td>
<td>311**</td>
</tr>
<tr>
<td>Domain 6</td>
<td>938</td>
<td>875</td>
<td>1063</td>
<td>1388</td>
</tr>
<tr>
<td>Domain 7*</td>
<td>204</td>
<td>196</td>
<td>226</td>
<td>681</td>
</tr>
<tr>
<td>Domain 8</td>
<td>765</td>
<td>488</td>
<td>1105</td>
<td>1586</td>
</tr>
<tr>
<td>Domain 9</td>
<td>816</td>
<td>618</td>
<td>723</td>
<td>1625</td>
</tr>
<tr>
<td>Total</td>
<td>2065</td>
<td>1892</td>
<td>2361</td>
<td>3152</td>
</tr>
</tbody>
</table>

* Concurrent estimates of this domain in 2008(1) did not include the outliers modelled for 2007(1)-2008(4).

** In the course of a concurrent estimation of this domain, the variance break due in 2008(1) was not included, as the change in the variance had not yet been sufficiently pronounced.

The filtered and concurrent estimates that have been considered so far, illustrate what can be obtained with this model-based approach when the sample information in period $t$ becomes available. An issue with this estimation procedure in production is that these estimates can be improved if new information becomes available after period $t$. Depending on the size of the adjustments, it might be necessary for an NSI to consider a revision strategy. Besides the variance of the filtered signal, it is interesting to analyse the variance of revisions ($l^d_{t|t+k} - l^d_{t|t}$), where the smoothed estimate $l^d_{t|t+k}$ denotes a revised signal estimate of domain $d$ for period $t$ using the information available at time $(t+k)$, whereas $l^d_{t|t}$ denotes a filtered estimate at time $t$. Revisions may be quite significant as it is usually difficult to produce a good estimate at the end of the series. This issue is discussed in Orphanides and Van Norden (2002) or Planas et al. (2013), and is closely
related to the problem of revision strategy for seasonally adjusted figures. Many NSIs continuously revise their official releases of seasonally adjusted series in order to improve the seasonal effect estimates, as new information becomes available. For a revision strategy, it is important to choose the best revision horizon. Large revisions indicate that a certain revision strategy might be required. When revisions are small, it may be more convenient to leave the initially published figures unchanged.

To illustrate the size of revisions in the DRTS, the revised signal estimates at four different horizons (one-, two-, four-, and eight-quarters) are plotted together with 95-percent confidence intervals of the filtered estimates in Fig. 4.8. These revised signal estimates are calculated starting from 1988(3), namely, for the last 89, 88, 86 and 82 quarters of the sample for one-, two-, four-, and eight-quarter revisions, respectively. The Kalman filter is run conditionally on the hyperparameter set estimated on the basis of the complete sample. The revisions at all the above-mentioned horizons remain within the confidence interval bands of the filtered estimates.

Table 4.4 presents the sample mean of absolute revisions \( (AR) \) in absolute values: \( MAR_k = \frac{100\%}{89-k} \sum_{t=51}^{140-k} \left| \frac{\hat{I}_t - I_{t+k}}{I_{t+k}} \right| \). Sample means of relative revisions \( (RR) \) in absolute values are defined as: \( MRR_k = \frac{100\%}{89-k} \sum_{t=51}^{140-k} \left| \frac{\hat{I}_t - I_{t+k}}{I_{t+k}} \right| \) and presented in Table 4.5. Based on the sample, the \( MRR \) mostly remain under 5 percent for all the revision horizons. The small domains 5 and 7 are exceptions with revisions occasionally exceeding 7 percent depending on the revision horizon. For the choice of the most appropriate revision horizon, it is important to note that \( MAR \) and \( MRR \) clearly increase with the revision horizon, but at a decreasing rate. Namely, the increment in the mean revisions of the domains is the highest when one moves from no revision to one- and two-quarter horizons. After the second quarter, little is changed by subsequent revisions. This suggests that two-quarter revisions are worth considering. As for the aggregated series, the \( MRR \) is as small as 0.02 percent for all the revision horizons, indicating that the initially estimated aggregated series is quite reliable. However, if the domain estimates are subject to revision, so will the aggregated series estimates be.

Table 4.4. Sample mean and standard deviation of the signals’ absolute revisions after k quarters and the average standard error of the filtered signals based on 1988(3)-2010(4), 1000 ton.

<table>
<thead>
<tr>
<th></th>
<th>MAR( k ), 1000 tons</th>
<th>SD(AR( k )), 1000 tons</th>
<th>1 ( \sum_{t=51}^{140-k} \sqrt{MSE(I_{t+k})} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal 1</td>
<td>k=1</td>
<td>k=2</td>
<td>k=4</td>
</tr>
<tr>
<td></td>
<td>46</td>
<td>60</td>
<td>72</td>
</tr>
<tr>
<td>Signal 2</td>
<td>122</td>
<td>151</td>
<td>162</td>
</tr>
<tr>
<td>Signal 3</td>
<td>26</td>
<td>35</td>
<td>53</td>
</tr>
<tr>
<td>Signal 4</td>
<td>15</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Signal 5</td>
<td>23</td>
<td>26</td>
<td>31</td>
</tr>
<tr>
<td>Signal 6</td>
<td>197</td>
<td>244</td>
<td>299</td>
</tr>
<tr>
<td>Signal 7</td>
<td>43</td>
<td>60</td>
<td>79</td>
</tr>
<tr>
<td>Signal 8</td>
<td>123</td>
<td>161</td>
<td>171</td>
</tr>
<tr>
<td>Signal 9</td>
<td>219</td>
<td>313</td>
<td>334</td>
</tr>
<tr>
<td>Aggregated Signal</td>
<td>630</td>
<td>831</td>
<td>857</td>
</tr>
</tbody>
</table>
Table 4.5. Relative revisions of the signals after k quarters in percentage: sample mean and standard deviation over time.

<table>
<thead>
<tr>
<th>Signal</th>
<th>MR, %</th>
<th>SD(EE), %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k=1</td>
<td>k=2</td>
</tr>
<tr>
<td>Signal 1</td>
<td>1.37</td>
<td>1.78</td>
</tr>
<tr>
<td>Signal 2</td>
<td>1.83</td>
<td>2.31</td>
</tr>
<tr>
<td>Signal 3</td>
<td>1.81</td>
<td>2.38</td>
</tr>
<tr>
<td>Signal 4</td>
<td>3.61</td>
<td>4.58</td>
</tr>
<tr>
<td>Signal 5</td>
<td>4.94</td>
<td>5.93</td>
</tr>
<tr>
<td>Signal 6</td>
<td>2.88</td>
<td>3.53</td>
</tr>
<tr>
<td>Signal 7</td>
<td>4.02</td>
<td>5.43</td>
</tr>
<tr>
<td>Signal 8</td>
<td>2.25</td>
<td>2.89</td>
</tr>
<tr>
<td>Signal 9</td>
<td>2.69</td>
<td>3.62</td>
</tr>
<tr>
<td>Aggregated Signal</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Assuming that the difference between the filtered signal estimates $\hat{f}_{t+k}^d$ and smoothed estimates $\hat{f}_{t+k}^d$ is stationary and independently distributed, the ARs’ sample standard deviations can act as a proxy for the volatility measure of absolute revisions. These sample estimates are also given in Table 4.4. The ARs’ sample standard deviations can also be compared to filtered signal standard errors.
Although the uncertainty of the filtered signals has been found to be different in several sub-periods, an average of these standard errors (over 1988(3)-2010(4)) is presented in the last column of Table 4.4 for indicative purposes. As can be seen, the standard deviation of absolute revisions never exceeds the standard error of the filtered signal estimates, with an exception of domain 9.

The sample standard deviations of the $RR$s are presented as well in the last part of Table 4.5 to provide an indication of how far the revisions can reach in relative terms. The standard deviations of the $RR$s and $AR$s show that the eight-quarter revisions are more volatile in all the domains, compared to revisions at the other three horizons, just as expected. As for cross-sectional differences, the signal estimates of domain 4, 5 and 7 are the least stable, with the $RR$s’ standard deviations reaching sometimes 7 percent, whereas the aggregated series filtered estimates do not seem to be much affected by revisions. The three above-mentioned domains are the smallest ones and feature a highly volatile pattern of design estimates.

**Discussion**
This paper presents an application of univariate and multivariate structural time series models to the domestic own-account segment of the Dutch Road Transportation Survey (DRTS). Two problems are solved simultaneously with this approach. The first problem is frequent survey redesigns that have led to several level shifts in the direct estimates of this survey. So-called discontinuities hamper the comparability of the published figures over time. Secondly, several survey modifications have reduced the effective sample size, which resulted in variance breaks in the published figures. In addition to that, the gradually increasing variances made series too imprecise and excessively volatile.

The DRTS, being a cross-sectional survey and at the same time featuring these problems, can be improved by developing a multivariate time series model that accounts for level and variance breaks and improves the series precision by borrowing strength over time and domain space. The role of information accumulated in the past is especially important if sample sizes have been shrinking in the course of time. Apart from that, the survey can benefit from a multivariate setting that makes it possible to borrow information over space. In this way, domains can be estimated more precisely by linking them to related domains. Our findings suggest that a multivariate model for the domains outperforms the univariate setting. Not only is the multivariate model able to estimate the survey discontinuities, but it also features significantly lower signal variances for both the domains and aggregated series, compared to the design-based approach. Namely, the design estimator standard errors can be reduced by 40 to 60 percent in large domains and/or in the aggregated series in the period following the most recent major survey redesign. When it comes to small domains, the variance reduction may be three- or even four-fold.

Estimates at the national level can be dealt with in several ways. The aggregated level design estimates can be used as benchmarks for domain model estimates according to Pfeffermann and Tiller (2006), if the former estimates are sufficiently precise. In the DRTS, however, it is not the case. A decent quality could be reached if the aggregated series estimates are derived from a multivariate model developed for domains. In the case of the DRTS, this approach resulted in a lower signal variance of the aggregated series compared to what was achieved with the univariate model applied to the aggregated series itself. This gives evidence that the multivariate model for the domains is well specified, and that accounting for survey modifications at a lower aggregation (domain) level produces better outcomes for the aggregated series.

The analysis of revisions shows that concurrent estimates can be improved with the information that becomes available in the next two quarters. The model estimates are, however, not largely affected by revisions. In extreme cases of small volatile domains with level breaks, the standard deviation of relative revisions may exceed 10 percent, whereas that of the aggregated series remains as low as 0.03 percent even at the eight-quarter revision horizon. In the present case, a two-quarter horizon may be considered, since little is corrected at longer revision horizons.

An additional advantage of the structural time series modelling approach is that it offers a breakdown of the signal into the trend, seasonal and intervention components. Seasonally adjusted series are therefore obtained as a by-product.

The technique presented here can be applied to any small area estimation problem, where the survey features a subdivision into several domains. Furthermore, if series under consideration suffer from small sample sizes and have an erratic pattern similar to that of the DRTS series, switching from a traditional design-based approach to the state-space modelling technique in the production of official statistics would most likely pay off the efforts exerted. Further improvements, specific to
this application, can be derived with the help of information from other segments covered by this
survey: hire-and-reward and international transportation.

The model-based approach will be even more attractive if the model is augmented with design
variances. But if the design variance estimate are not available, average sampling variance values
have to be estimated as hyperparameters for several time-periods, and the method described in this
paper will be limited in its application to the data from the past. This is due to the fact that, once a
break in the variance occurs, a certain number of observations are needed to estimate another
hyperparameter for the new sub-period, while the figures have to be produced and published on a
continuous basis. When a sufficient number of observations become available after the break, the
model has to be adjusted, which might require a revision of the published figures. This can be
avoided if design variances are produced along with the point-estimates.
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