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Chapter 1

Introduction

Speech is a highly complex sound with crucial relevance in our daily life. It contains a large variety of acoustic features like quasi-periodic and noise-based segments, steady state periods, spectral transitions, brief periods of silence and noise bursts (Figure 1). Speech reaches the ear as a continuous stream of overlapping sounds without clear boundaries for linguistic units like words, syllables or phonemes. Despite such complexity, we continuously extract meaning from speech in a seemingly effortless way, undisturbed by radical changes in the acoustic characteristics of the signal that occur when e.g. listening to a male or female voice, to speakers with different accents, or when listening to speech through a mobile phone in a noisy street. Such robust and efficient mapping from acoustic signals to meaning-based neural representations requires a set of highly specialized neural operations which are finely tuned to the language environment of the perceiver.

This thesis focuses on the time course of speech processing in the brain with an emphasis on prelexical analysis. We use the term ‘prelexical’ to refer to acoustic, phonetic and phonological levels of speech processing prior to the recognition of word forms and their meanings, to which we refer as ‘lexico-semantic’ processing. Prelexical analysis thus involves the mapping of acoustic speech sounds to discrete phonological categories (e.g. phonemes), used for the representation of words. This mapping may be mediated by language-specific processing of phonetic features. The studies in this thesis utilize the high temporal resolution of electroencephalography (EEG; chapters 2 to 5) and magnetoencephalography (MEG; chapter 6) to discover neurophysiological correlates of prelexical (and lexico-semantic) speech processing in adults, normally reading children and children with developmental dyslexia.

Prelexical processing of speech

What do we know about the prelexical processing of speech? In psycholinguistic models of spoken word recognition, the nature and existence of a prelexical level of processing, intermediate between acoustic features and lexical representations, remains a crucial and yet unresolved issue (Juszczyk and Luce, 2002; McQueen and Cutler, 2001). Some authors have argued against the existence of any sort of prelexical level and instead propose a direct mapping between acoustic features and long-term lexical representations (Matslen-Wilson and Warren, 1994). A large body of behavioural evidence, however, has indicated the psychological reality of intermediate prelexical representations like phonemes, phoneme clusters and syllables (Juszczyk and Luce, 2002; McQueen and Cutler, 2001).

Functional brain imaging studies support the idea of experience-dependent prelexical processing of speech in the brain. In recent hemodynamic brain imaging studies, distinct brain areas, and in particular the (left) posterior superior temporal
cortex, have been suggested to form the neural basis for e.g. "constructing sound-based representations of speech" (Hickock and Poeppel, 2000), "the analysis of phonetic features" (Jänecke et al., 2002) and "processes tuned to the phonology of the native language" (Jacquemot et al., 2003). Furthermore, based on event-related potential (ERP) activity reflecting the processing of native vs. non-native phoneme contrasts, Dehaene-Lambertz et al. (2000) suggested that the speech signal is directly parsed into the phonological format of the native language which may thereby facilitate lexical access.

![Acoustic waveform and spectrogram](image)

Figure 1. Acoustic waveform (top) and spectrogram (bottom) of the Dutch word "lente" (spring)

The EEG/MEG investigations in this thesis provide empirical evidence for the existence of several levels of prelexical processing and/or representation in the brain. In particular, they suggest that the neural processing of speech is influenced by subtle acoustic-phonetic cues (chapter 6), phonetic-phonological information of word onsets (chapters 2 and 3) and phonological regularities in the sequential arrangements of phonemes (chapters 4 and 5). Moreover this thesis contributes to a better understanding of normal developmental changes in prelexical processing (chapters 2, 3 and 5) and prelexical processing anomalies in children with developmental dyslexia (chapters 3 and 5).
Developmental changes in prelexical processing
The neural system subserving prelexical speech processing develops during early childhood. How do infants learn to parse the auditory world and how do they discover the critical units of language? Infants are born with basic, universal, capacities for speech perception, including categorical perception (Jusczyk, 1997; Jusczyk and Luce, 2002; Kuhl, 2000). During subsequent development in the first year of life, the processing of speech radically changes to a language-specific mapping that strongly favours speech sounds that are prototypical in the native language over those that are not present in the natural language input. A large amount of evidence for the development of language-specific phoneme representations comes from studies using behavioural paradigms (Jusczyk and Luce 2002; Kuhl, 2000). Furthermore, recent neurophysiological and hemodynamic brain imaging studies suggest that (left) posterior perisylvian areas may form the neural basis for these developmental changes (Dehaene-Lambertz and Gliga, 2004).

During early development, the neural system underlying speech perception may exploit statistical regularities in the speech input to facilitate the acquisition, recognition and representation of spoken language. Between 6-12 months of age, infants have been found to respond to statistical regularities in speech at several levels of representation like allophonic cues, phonemes, and phonotactic probabilities (Jusczyk, 1999). Infants may use statistical relationships between neighbouring speech sounds to infer which sounds can be combined to form words, and to segment these words in fluent speech (Saffran et al., 1996). Numerous behavioural studies have shown that phonotactic regularities continue to influence the processing of speech across the life-span (Auer and Luce, 2003). Furthermore, the ERP findings reported in chapters 4 and 5 suggest that auditory cortical responses to speech are modulated by phonotactic regularities of phoneme clusters, with comparable effects in adults and children.

Although the early development of speech perception during infancy has been studied quite extensively, less is known about continued developmental changes during early school years. Brain maturation of the temporal lobe, including the network of brain areas involved in prelexical speech processing, e.g. the superior temporal gyri (Hickok and Poeppel, 2004; Scott and Wise, 2004) has been shown to continue until early adulthood (Gogtay et al., 2004). During such a protracted period of maturation, the linguistic and cognitive environment may continue to substantially influence the underlying neural circuitry (Johnson, 2001). In this way, major cognitive achievements like the acquisition of reading may further change the neural processing of speech. On a behavioural level both vocabulary growth (Metsala and Walley, 1998) and the acquisition of reading (Goswami et al., 2003; Liberman, 1973; Morais et al., 1986) have been shown to refine the phonological representation of speech, in particular at the level of phonemes. Chapter 2 extends these findings and provides neurophysiological correlates of such developmental changes in phonological processing.

1 Allophones are variants of the same phoneme which occur during the production of speech
2 Phonotactic probability refers to the distributional frequency of phoneme combinations in the syllables and words of a given language
Prelexical processing in developmental dyslexia

Developmental dyslexia is a specific language-based disorder of constitutional origin characterized by difficulties in reading and/or spelling which are unexpected in relation to age and other cognitive abilities (Reid Lyon, 1995). It affects a relatively large percentage of the population with prevalence estimates ranging from 3-10% (Pennington, 1990). A recent nationwide study of an elementary school population in The Netherlands estimated a prevalence of reading and/or spelling problems of 8.8%, of which 3.6-4% were dyslexic (Blomert, 2003). The phenotype of dyslexia may vary across different languages, and may be related to differences in the transparency of grapheme-phoneme correspondences in these languages. For example, in a recent study, Italian dyslexics were found to perform better on reading tasks than English and French dyslexics (Paulesu et al., 2001). Nevertheless, during implicit and explicit reading, all dyslexics showed similarly reduced activity in the left temporal cortex, indicating a common neurobiological basis for dyslexia in alphabetic languages. These results agree with converging evidence from other hemodynamic brain imaging studies on dyslexia, which suggest a specific dysfunction of left temporo-parietal areas crucial for language functions (for reviews see Demonet et al., 2004; McCandliss and Noble, 2003; Temple, 2002).

The last 25 years of research (from Vellutino, 1979 to Snowling, 2000 and Vellutino et al., 2004) have firmly established the idea that phonological processing difficulties play a central role in developmental dyslexia (see also chapters 3 and 5). However, the debate on the underlying causes(s) is still continuing. One puzzling aspect of dyslexia is the variety of symptoms that are associated with it. Apart from difficulties in reading and phonological processing, also sensory difficulties in the auditory and visual domains and problems with automatisations, balance and motor control may occur (Ramus et al., 2003). Furthermore, reading and spelling problems also occur in other neuro-developmental disorders, such as specific language impairment (SLI) and attention deficit hyperactivity disorder (ADHD) (Snowling, 2000). Different theories disagree on the role that is attributed to this variety of associated symptoms.

The phonological theory assumes that dyslexia originates from a very specific pattern of linguistic deficits associated with phonological processing, which sometimes co-occur with a more general sensorimotor syndrome (Snowling, 2000; Ramus, 2003). This phonological deficit is thought to impair the acquisition of grapheme-phoneme correspondences which subsequently causes difficulties in learning to read. Other theories assume that the phonological deficit is secondary to a more general primary impairment, such as a basic auditory dysfunction in the processing of short, acoustic transients (Tallal, 1980), a visual dysfunction in the magnocellular system (Lovegrove et al., 1980), a cerebellar/motor dysfunction (Nicolson et al., 2001), or slow attentional shifting (Hari and Renvall, 2001). Furthermore, the magnocellular theory tries to unify these different sensorimotor theories and assumes a generalized weakness in magnocellular functions (Stein and Walsh, 1997).

The ERP studies of chapters 3 and 5 investigate the hypothesis that the neurobiological impairment underlying developmental dyslexia affects the development of prelexical (phonetic-phonological) processing of speech. The
interaction between phonological processing and reading acquisition is strongly bidirectional. On the one hand, the acquisition of reading has been found to influence the formation of fine-grained phonological representations (see above). On the other hand, numerous studies have shown that the failure to develop accurate phonological skills and representations during early childhood may lead to reading problems such as experienced in developmental dyslexia (Snowling, 2000). Our ERP findings in dyslexic children indicate anomalies in the phonetic-phonological processing of speech that may not be reducible to difficulties at a basic acoustic level (chapters 3 and 5). Furthermore our data show normal lexicosemantic processing of words (chapter 3), indicating that these phonological difficulties may specifically occur at a prelexical level of analysis.

**EEG/MEG correlates of speech processing**

The recording of EEG and MEG are non-invasive techniques that provide excellent measures to investigate on-line information processing in the brain with millisecond precision (for recent reviews on EEG and MEG see Fabiani et al, 2000; Hari et al., 2000; Kutas and Dale, 1997). EEG and MEG reflect complementary information arising from synchronous activation of neuronal populations in the brain. The neural currents resulting from this activation generate an external electric potential and magnetic field distribution that can be measured with EEG and MEG respectively. MEG mostly provides information about synchronous activation of tangentially oriented populations of pyramidal cells located superficially within cortical sulci. EEG is sensitive to both superficial and deep sources at various orientations relative to the scalp (tangential and radial). MEG has the advantage of being largely unaffected by tissues outside the brain (e.g. skull and scalp). Because MEG signals are thus less distorted and receive a contribution from a more limited set of brain areas than the corresponding EEG patterns, modelling of the underlying neural sources is more straightforward. Both EEG and MEG can be used to examine event-related and ongoing brain activity. The studies in the present thesis focus on event-related EEG and MEG activity, which is elicited by discrete sensory stimuli and can be extracted from the background activity by means of time-locked averaging.

Event-related responses have been an important tool in characterizing the time course of neural systems involved in different aspects of language processing including those related to the processing of acoustic-phonetic (Eggermont and Ponton, 2002), and phonological and semantic information (Kutas and Schmitt, 2003). Although the processing of speech may involve a parallel and interactive activation of different levels of analysis, distinct event-related responses, or time windows, have been primarily associated with acoustic-phonetic, phonological or lexicosemantic processing.

Acoustic-phonetic features of speech modulate activity in non-primary auditory cortex from 50-100 ms onwards, as reflected in a robust response that emerges 100 ms after sound onset and is usually referred to as the N1/N1m (Eggermont and Ponton, 2002; Kuriki and Murase, 1989; Oleser et al., 2003; Parviainen et al., 2004; Poeppel et al., 1996). Furthermore the N1 response may reflect the prelexical processing of word onsets during on-line speech perception (Sanders and Neville, 2003a; Sanders and Neville, 2003b; chapters 2 and 3).
Language specific phonetic-phonological analysis has been estimated to start at about 100–200 ms. In this time window, an EEG/MEG response associated with mnemonic functions of the auditory association cortex, i.e., the mismatch negativity (MMN), indicates access to phonological categories (Phillips et al., 2000; Vihla et al., 2000) and distinct processing of native vs. non-native phonetic contrasts (Näätänen et al., 1997; Winkler et al., 1999). The MMN findings of chapter 4 suggest that the phonotactic probability of phoneme clusters modulates the neural processing of speech in this same time window.

Further phonological and lexico-semantic processing of words and word-like speech stimuli has been related to EEG/MEG activity from 200 ms onwards. Since the original report of Kutas and Hillyard (1980), a large amount of research has focused on a sustained activity starting at about 200 ms and peaking around 400 ms, the N400/N400m response. MEG studies have indicated that this sustained response most likely originates from neural activation in the posterior superior temporal cortex (Helenius et al., 2002; Kujala et al., 2004; Marinkovic et al., 2003; chapter 6) and may involve additional sources in (left) temporal and frontal areas (Marinkovic et al., 2003). The N400 has been primarily associated with lexico-semantic processing of words (Kutas and Federmeier, 2000), but recent EEG/MEG studies suggest that it probably reflects multiple processes, ranging from phonological analysis to lexical access and semantic processing (for discussions see chapters 2, 3 and 6). The strength of N400 peak activation is believed to reflect the amount of neural processing required for the recognition and/or integration of a word in a given context. Thus, facilitating factors like semantic or phonological priming tend to reduce its peak amplitude (chapters 2 and 3; Dunay et al., 2001; Helenius et al., 2002; Perrin et al., 2003; Rugg, 1984). In contrast, prelexical phonological processing of speech and lexical access processes seem to modulate activity in the preceding time window around the N400 onset, i.e. between 200-350 ms (chapter 6; Hagoort and Brown, 2000; Helenius et al., 2002; Van den Brink et al., 2001; Van Petten et al., 1999).

**Developmental changes in event-related responses**

Due to developmental changes in perceptual and cognitive processes as well as the maturation of neuro-anatomical structures and neurophysiological processes, auditory EEG/MEG responses show substantial morphological and functional differences in children vs. adults (Ponton and Eggermont, 2001). In fact, most EEG/MEG responses do not reach their adult form until late adolescence. A precise neuro-developmental characterisation of the interplay between underlying developmental processes, the generation of EEG/MEG activity, and their functional significance regarding the development of auditory language skills is still in its infancy. Evidence from EEG/MEG studies has led to a fairly consistent descriptive characterisation of developmental changes in obligatory event-related responses\(^1\) elicited during passive listening to clicks, tones, meaningless consonant-vowel syllables and bisyllabic non-words (Ceponiene et al., 2002; Csépe, 1995; Kraus et al., 1993; Pactau et al., 1995; Ponton et al., 2000; Shafer et al., 2000; Sharma et al., 1997; Takeda et al., 2002; chapter 5). This research has indicated substantial changes.

---

\(^1\) Those event-related responses which are elicited by any sound onset
developmental changes in the morphology of obligatory auditory responses. In adults, any sound elicits a sequence of P1 (~75 ms), N1 (~100 ms) and P2 (~150 ms) peaks. However, in children up to about 10 years of age, auditory event-related responses are dominated by a P1-N2 complex (see Figure 2A). The P1 recorded in children typically occurs with a latency of about 100 ms and has been consistently related to the adult P1 (Sharma et al., 1997). The subsequent N2 response, also called N250, has a more variable latency around 200-300 ms and has been suggested to reflect auditory cortical processing until efficient, adult, cortical networks are established (Cepioniene et al., 2002; Takeshita et al., 2002). Probably due to both a relatively long N1 recovery cycle and its overlap with stronger P1 and N2 peaks, the N1 is typically not visible in children when inter stimulus intervals (ISIs) are shorter than 1 s and passive listening conditions are used (Bruneau et al., 1997; Cepioniene et al., 2002; Karhu et al., 1997). In sum, developmental changes in obligatory EEG/MEG responses do not only include a general age-related decrease of latency, but also additional and more complex structural and functional changes. Caution is thus required when using the much more extensive adult EEG/MEG literature as a reference for interpreting neurophysiological activity in children (see also chapters 2, 3 and 5).

EEG/MEG studies on auditory speech perception in children (and adults see above) have often employed a passive oddball paradigm to study an automatic neurophysiological change detection response, the MMN (mismatch negativity). The MMN is elicited by any discriminable change (i.e. infrequent deviant stimuli) in a repetitive aspect of auditory stimulation (i.e. frequent standard stimuli). Experimental evidence has shown that size and latency characteristics of the MMN may provide a valuable measure of experience-dependent changes in auditory cortical responses to speech (Näätänen, 2001; chapters 4 and 5). Because its recording does not require any attention or task performance, the MMN is particularly suited for the study of automatic speech processing in young children.
and children with language difficulties (Kujala and Näätänen, 2001; chapter 5). Furthermore, the MMN displays functional similarities in infants, children and adults (Csépe, 1995; Dehaene-Lambertz and Gliga, 2004; chapters 4 and 5).

Only a few developmental studies have investigated ERP activity in children elicited by meaningful speech stimuli (words) during the performance of an active experimental task (auditory lexical decision: chapters 2 and 3; rhyme judgments: Coch et al., 2002). Comparable to the obligatory auditory ERPs elicited during passive listening to meaningless auditory (speech) stimuli, spoken words were found to elicit P1 and N2 responses in 7-9 year old children (Figure 2A vs. 2B). Furthermore, like in adults, words elicited a sustained N400 response. Attentively processed words additionally elicited an N1 response at a latency of ~150 ms in children as young as 7-8 year old and with ISIs shorter than 1 second. These N1 findings contrast with studies on passive listening and may relate to an increased attention level during performance of an active task (Nätänen and Picton, 1987) and the linguistic relevance of word stimuli (Sanders and Neville, 2003a,b).

An important and challenging issue to be addressed in future studies is how these complex developmental changes in functional and structural characteristics of EEG/MEG responses relate to underlying changes in functional and structural characteristics of the network of brain areas involved in speech perception. New advancements in methods of cognitive neuroimaging are particularly promising and enable the parallel investigation of detailed changes in cortical neuro-anatomy (magnetic resonance imaging, MRI), and neurophysiological (EEG/MEG) and hemodynamic (functional MRI) correlates of auditory cortical processing. Such a combined approach has great potential for improving our knowledge on individual differences in auditory learning and plasticity and for providing a basis for a better understanding of developmental disorders such as developmental dyslexia.
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Chapter 2

Developmental changes in ERP correlates of spoken word recognition during early school years: A phonological priming study

Abstract
We investigated event-related potential (ERP) correlates of developmental changes in spoken word recognition during early school years. We focused on implicit processing of word onsets as this may change considerably due to vocabulary growth and reading acquisition. Subjects were pre-schoolers (5/6 yr), beginning readers (7/8 yr) and adults. Two experiments examined phonological onset priming effects on ERP measures in an auditory lexical decision task. Primes were words (Experiment 1) or non-words (Experiment 2). ERPs elicited by words showed clear developmental changes in ERP latency and morphology, especially with regard to early negativities like the N1. Prominent priming effects were an enhanced N400 amplitude due to alliterating word primes in beginning readers, and typical phonological N400 reductions due to alliterating non-word primes in all groups. Priming further led to opposite early effects with word primes (N1/ N500 reduction) vs. non-word primes (P1/N1 enhancement) in all groups. These changes in ERP morphology and priming effects suggest that the lexical system undergoes substantial restructuring at the level of phonological processing and representation. In particular, our results indicate distinct processing of word onsets in beginning readers, confirming that vocabulary growth and the acquisition of reading may critically contribute to the formation of a fully segmental lexical system.

4 This chapter is based on Bonte, M., and Blomert, L. (2004). Developmental changes in ERP correlates of spoken word recognition during early school years: A phonological priming study, Clinical Neurophysiology, 115, 409 - 423.
Introduction

The recognition of spoken words requires mapping of a continuous stream of speech sounds onto meaning-based neural representations. As the auditory speech signal does not consist of discrete units like words, syllables or phonemes, specialized neural operations are needed to derive meaning from this acoustic information.

The neural system subserving these operations develops during early childhood. The acquisition of phonetic contrasts and structural regularities of the native language occurring during infancy forms the basis for word segmentation in fluent speech and has been studied quite extensively (for a review see Jusczyk, 1999). In contrast, less is known about developmental changes in the access and representation of lexical information, i.e., in the transformation of words into meaning. In adults, these aspects of lexical processing may rely on the analysis of subtle phonetic details and capitalize on word-initial information (Marslen-Wilson and Warren, 1994; McQueen and Cutler, 2001). In children, words may be recognized in a more holistic manner, both with respect to the detail of phonetic/phonological representations and to the importance of position-specific information (Jusczyk, 1993; Metsala and Walley, 1998). Initially, the acquisition of novel words may be aided by the exploitation of salient features throughout words (e.g., Walley, 1988). Then, during vocabulary growth, the implementation of more fine-grained, segmental representations is necessary to enable the distinction of an increasing number of words with overlapping acoustic properties (Jusczyk, 1993; Metsala and Walley, 1998). Such a restructuring of lexical representation may be organized around salient and robust word initial information, and eventually leads to the fast and efficient adult word recognition system (Jusczyk, 1993). This process may have a protracted developmental course and probably extends over early school years. In particular, the formation of fully specified phonological representations may critically depend on the acquisition of reading (Liberman, 1973; Morais et al., 1986).

Here we investigate the neural correlates of these developmental changes in lexical restructuring. We measured event-related potentials (ERPs) during an auditory lexical decision task in combination with phonological onset priming in pre-schoolers (5/6 years), beginning readers (7/8 years) and adults. Primes were words (Experiment 1) and non-words (Experiment 2). This enabled us to compare ERP correlates of onset priming due to word processing, which requires both pre-lexical and lexical processing, and non-word processing, which mainly requires pre-lexical processing. The influence of phonological priming on word onsets was expected to change dependent on the subject’s level of lexical restructuring. Our groups were thus selected to represent three different levels of lexical organization, ranging from a relatively unsegmented, holistic lexical organization (pre-schoolers) to an automatized and completely segmented lexical system (adults), with the beginning readers representing an intermediate level of lexical organization, with ongoing major developments in segmental restructuring (e.g., Goswami et al., 2003).

Dependent on the level at which the primes exert their influence, we may expect effects of phonological priming on different ERP components which have been related to phonetic/phonological processing in adults. One of these ERP
effects is a modulation of a late negative potential (e.g., Praamstra et al., 1994; Rugg, 1984), comparable to the semantic N400 effect originally reported by Kutas and Hillyard (1980). The semantic N400 is elicited by visual and auditory words presented in sentences, lists or pairs. Its amplitude appears to reflect the extent to which a word is semantically primed, i.e., a word which is semantically expected elicits a reduced N400 (for a review see Kutas and Van Petten, 1994). Similarly, phonological priming, i.e., alliteration or rhyme, has been found to reduce the amplitude of the N400 waveform (e.g., Grossi et al., 2001; Praamstra et al., 1994; Radeau et al., 1998), sometimes called N450 (Rugg, 1984). These phonological N400 effects occur earlier for word onset (alliteration) than rhyme priming, which suggests that they may be a useful index of the temporal dynamics of spoken word processing (Praamstra et al., 1994). Both semantic and phonological N400 effects depend on the level of attention directed to the stimuli and might belong to a broader category of ‘discordance negativities’ (Perrin and Garcia-Larrea, 2003). However, phonological N400 effects are less robust than their semantic counterpart and are mainly reported in experiments using active phonological tasks (Perrin and Garcia-Larrea, 2003).

In studies using a variation of the semantic N400-paradigm in which not only semantic, but also phonological expectancy is systematically varied, unexpected word onsets have been shown to modulate a separate negativity at a latency of 200 to 300 ms, preceding the N400 (e.g., Connolly and Phillips, 1994; Hagoort and Brown, 2000; Van den Brink et al., 2001). Connolly and Phillips (1994), for example, reported a negative potential (phonological mismatch negativity, PMN) around 270 ms, elicited whenever sentence final words had a phonologically unexpected onset (e.g., ‘Don caught the ball with his glove’), with a double effect, i.e., PMN and a semantic N400, in case of a double violation, i.e., phonological and semantic (e.g., ‘The dog chased the cat up the queen’). Negativities like PMN have been interpreted to reflect the phonological processing of word onsets and/or the initial activation of lexical candidates. Other studies using the same paradigm, failed to find a separate negativity preceding the N400, but found a relation between processing of word onsets and onset latency of the semantic N400 effect (e.g., Helenius et al., 2002; Van Petten et al., 1999).

Psycholinguistic experiments in adults suggest that word-initial speech input may activate multiple word candidates already on the basis of the first 100-150 ms of a word, or one to two phonetic segments (Marslen-Wilson, 1987). Furthermore, ERP and magneto-encephalographic (MEG) studies deploying the mismatch negativity (MMN) as a measure of the automatic comparison of phonemic contrasts, suggest that at 150-200 ms after speech onset, native vs. non-native phonetic contrasts are already processed differently (Nääätäinen et al., 1997; Winkler et al., 1999) and phonological categories may have been accessed (Phillips et al., 2000; Vihla et al., 2000). The neural sources underlying the MMN effect may partly overlap with those of the auditory N1 (Nääätäinen and Picton, 1987). Whereas the MMN is assumed to reflect an automatic change detection response elicited by any discriminable change in a repeated sound, the auditory N1 reflects an ubiquitous response to any sound onset in healthy adults (Nääätäinen and Picton, 1987). The N1 has been associated with processing in non-primary auditory cortex and may selectively respond to the phonetic structure of speech sounds (Ackermann et al.,
1999; Eggermont and Ponton, 2002; Eulitz et al., 1995; Kuriki and Murase, 1989; Tiitinen et al., 1999). Furthermore, recent studies suggested that neural processes underlying the N1 may contribute significantly to the processing of word onsets during the perception of continuous speech (Sanders and Neville, 2003a,b; Sanders et al., 2002). Thus, in our experiments, the N1 may be a good candidate to look for effects of early acoustic/phonetic processing of word onsets during the recognition of spoken words.

During development, the time window(s) influenced by task manipulations involving word onset processing may also change. Little is known about the ERP elicited by spoken words in young children and about its comparability to the adult ERP. Thus, ERP studies on spoken word recognition in children are essential to understand the morphology of the ERP signal and how it may reflect the development of underlying lexical organization and retrieval (Jusczyk, 1993; Metsala and Walley, 1998). To our knowledge there are no previous reports of such developmental ERP data. However, ERP/MEG studies on processing of clicks, tones and consonant-vowel stimuli provide important information regarding developmental changes in general, and with respect to speech specific auditory processing. These studies revealed that the morphology of ERPs and corresponding magnetic fields changes substantially until the late teens (e.g., Bruneau et al., 1997; Ceponiene et al., 1998; Ceponiene et al., 2002; Csépe, 1995; Kraus et al., 1993; Paetau et al., 1995; Pang and Taylor, 2000; Ponton et al., 2000; Shafer et al., 2000; Sharma et al., 1997; Takeshita et al., 2002). Whereas the auditory ERP in adults is consistently characterized by a P1-N1-P2 complex, results are less clear in children. The auditory ERP which is most robustly observed in children is a biphasic positive-negative complex (e.g., Ceponiene et al., 2002; Takeshita et al., 2002). The early positivity typically occurs with a latency of about 100 ms and has been consistently related to the adult P1 (e.g., Sharma et al., 1997). The subsequent negativity has a more variable latency which centres around 200-250 ms, and has often been called N2 or N250 (Ceponiene et al., 2002; Takeshita et al., 2002). Several reports have suggested that this N2 observed in children does not correspond to the component referred to as the N1 in adults (Csépe, 1995; Shafer et al., 2000; Takeshita et al., 2002). The childhood N2 possibly relates to the adult N2 and its prominent amplitude in childhood may reflect auditory sensory processing until the efficient adult cortical networks are established (Takeshita et al., 2002). Overall, the component structure of the auditory ERP in children, and especially the presence of an N1, may depend on stimulus content, e.g., tone frequency (Csépe, 1995) and inter stimulus intervals (ISIs) (Bruneau et al., 1997; Ceponiene et al., 1998; Ceponiene et al., 2002; Paetau et al., 1995). Determination of the maturational course of the N1 and its recording possibilities, are further complicated by the fact that this component consists of several subcomponents, each with its own dependence on stimulus parameters, state of the subject and developmental course (see Bruneau and Gomot, 1998; Bruneau et al., 1997; Pang and Taylor, 2000; Ponton et al., 2000). Whereas these studies provide useful information on the complex pattern of developmental changes in ERPs in response to meaningless auditory (speech) stimuli, it is less clear what changes to expect in ERPs elicited to words during an auditory lexical decision task as used in the present study.
In summary, based on the review of ERP studies in adults, we expect that several components may be influenced by phonological onset priming. First, priming effects related to acoustic/phonetic processing of word onsets may modulate the N1. Second, priming effects on subsequent phonological processing, may modulate a PMN-like negativity. And third, in case priming has an effect on a phonological/lexical level, we expect priming effects in the N400 window. Based on cognitive models of lexical development (Jusczyk, 1993; Metsala and Walley, 1998) and previous developmental ERP studies, we expect changes in the level of segmental restructuring to be reflected in the size and nature of phonological priming effects. Furthermore, we expect additional group differences, independent of priming, in ERP latency and morphology, especially with regard to the early negativities.

Methods

Subjects
35 subjects (16 pre-schoolers, 10 beginning readers and 9 adults) participated in Experiment 1 and 26 subjects (9 pre-schoolers, 10 beginning readers and 7 adults) in Experiment 2. In Experiment 1, data of 27 subjects were included in the analysis, including 11 pre-schoolers (5 f; mean age: 6.2 ± 0.41 years ), 8 beginning readers (6 f; mean age: 7.9 ± 0.41) and 8 adults (6 f; mean age: 24.5 ± 3.3). In Experiment 2, data of 23 subjects were included in the analysis, including 8 pre-schoolers (4 f; mean age: 6.1 ± 0.43), 8 beginning readers (6 f; mean age: 7.9 ± 0.38) and 7 adults (5 f; mean age: 24.7 ± 3.5). In total, data of 6 pre-schoolers, 4 beginning readers, and 1 adult were discarded, due to excessive movement artefacts, and/or an incidental technical problem. Of each age group, 7 subjects participated in both experiments.

<table>
<thead>
<tr>
<th></th>
<th>Pre-schoolers (n=12)</th>
<th>Beginning readers (n=9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>6.2 (0.4)</td>
<td>7.9 (0.4)</td>
</tr>
<tr>
<td>passive vocabulary (C-scores, norm beginning readers)</td>
<td>3.4 (1.4)</td>
<td>6.3 (1.8)</td>
</tr>
<tr>
<td>passive vocabulary (C-scores, norm preschoolers)</td>
<td>7.5 (1.6)</td>
<td>-</td>
</tr>
<tr>
<td>word completion (C-scores max. norm 7 yrs)</td>
<td>5.6 (1.3)</td>
<td>4.6 (1.2)</td>
</tr>
<tr>
<td>phoneme deletion (% correct, total 28 items)</td>
<td>95% (16%)</td>
<td>95% (4%)</td>
</tr>
<tr>
<td>word reading (C-scores)</td>
<td>no reading</td>
<td>6.1 (1.1)</td>
</tr>
<tr>
<td>nonword reading (C-scores)</td>
<td>no reading</td>
<td>6.3 (1.2)</td>
</tr>
</tbody>
</table>

Table 1. Mean (SD) performance on language tests for pre-schoolers and beginning readers.
Adults were paid for participation and children were given a present. Informed consent was obtained from all the adult subjects and parents of children, according to the approval by the Ethical Committee of the Faculty of Psychology at the University of Maastricht. All subjects were right-handed native Dutch speakers with normal hearing. Handedness was assessed with Annett's Handedness Questionnaire (Annett, 1979). All adult subjects and parents of children reported the absence of any history of hearing loss. Children were given standardized language tests (see Table 1); including a passive vocabulary test (Bleichrodt, 1984), a word completion test (Van Bon, 1982), a phoneme deletion test (unpublished test, Regional Institute of Dyslexia, Maastricht), and two reading tests, word reading (Brus and Voeten, 1999) and non-word reading (Van den Bos et al., 1999). The phoneme deletion test asks children to delete the first phoneme of a spoken word and pronounce the remaining word. Pre-schoolers were only selected for participation in case they were not yet able to read or write. All pre-schoolers scored within normal limits on the vocabulary and word completion tests, but scored very low or were not able at all to perform the phoneme deletion test. The latter result agrees with the finding that in all languages studied so far, children typically perform close to floor in tasks measuring phoneme awareness prior to learning to read (Liberman, 1973; Morais et al., 1986). All beginning readers included in the analysis scored within the normal range on the performed language tests.

**Materials**

Stimuli were mono-morphemic bisyllabic Dutch words and non-words, all with a consonant onset. Non-words were created from words by changing one or two phonemes according to Dutch phonotactic rules. Words were selected using estimates of age of acquisition (AOA) rather than adult frequency ratings. The choice of this selection criterion was indicated by a recent study in which AOA was shown to be a more sensitive measure of lexical familiarity – than either word frequency or neighbourhood density – for making developmental comparisons of spoken word recognition in children (Garlock et al., 2001). Our AOA criterion was 6 years or earlier. Estimates of AOA were based on two published ratings: (1) vocabulary estimates of 6 year-olds (Schaerlaekens et al., 1999), (2) AOA of Dutch words (Ghyselinck et al., 2000), and a subsequent student/parent familiarity rating of the selected words.

The stimuli were spoken by a female native Dutch speaker and recorded on a DAT recorder at a sampling rate of 44.01 kHz. Word onsets and offsets were determined using a speech waveform editor. The digitized stimuli were D/A converted with an 8 bit resolution, band-pass filtered (30 Hz – 10.5 kHz) and re-sampled at 22.05 kHz. The mean acoustical duration of word primes was 596 ms (range: 413-819), non-word primes 619 ms (range: 409-796), alliterating word targets 576 ms (range: 387-789), unrelated word targets 603 ms (range: 464-760) alliterating non-word targets 626 ms (range: 433-864), and unrelated non-word targets 592 ms (range: 353-786). Statistical comparison of prime or target lengths only showed significant differences between unrelated and related non-word targets (p<.025).
Primes | Targets  
---|---
(A) Experiment 1  
word | word  
morgen (morning) | zuster (sister)  
word | non-word  
hammer (hammer) | zeppelin  
(B) Experiment 2  
nonword | word  
morben | zuster (sister)  
non-word | non-word  
hazer | zeppelin  
mudder (mud)  
haper  

ERP epoch  
Prime → Target  
0 | 800 | 1000 | 2000  
time from prime onset (ms)

Figure 1. Design and example stimuli of Experiment 1 (A) and Experiment 2 (B). Prime-target pairs were either phonologically unrelated (unrelated) or shared the initial two phonemes (alliterating).

Design  
In both experiments, we used an auditory lexical decision task in combination with phonological onset priming. In Experiment 1 primes were words, in Experiment 2 primes were non-words. Prime-target pairs were either phonologically unrelated (unrelated), or shared the initial two phonemes (alliterating) (see Figure 1). In both experiments, the same set of targets was used: 116 words and 116 non-words. Within each experiment, primes were presented twice, in separate blocks, once in combination with an unrelated and once with an alliterating word or non-word target. In this way targets were never repeated within the same experiment. Prime and target were never semantically related and had the same syllable stress pattern.

Procedure  
Subjects were tested individually in a sound-attenuating and electrically shielded room. They were seated in a comfortable chair in front of a computer monitor. Before the experiment started, subjects performed a separate 5 minutes block of practice trials with stimuli that did not occur in the experiment. Stimuli were presented binaurally through loudspeakers at 65 dB SPL. Each trial started with a fixation cross which stayed on the screen until the end of the trial. Subjects were instructed not to move their eyes and sit quietly especially when the fixation cross was present. At a variable interval (400 to 1000 ms) after appearance of the fixation cross the prime was presented. Prime-target stimulus onset asynchrony
(SOA) was 1 second. Maximum response time was set at 3000 ms, the inter trial interval was 2000 ms. Subjects were told to ignore the primes, attend carefully to the targets and press the right button in case of real words and the left button in case of non-words. Both speed and accuracy were encouraged. Cartoons of a blue thumb up (near right button) and a red thumb down (near left button) were used to prevent confusion of response hands. Children were given a short break every 20 trials. Both experiments consisted of 12 blocks, after the first 6 blocks there was a longer break. Between subjects, we varied the order in which Experiment 1 and 2 were performed. Within subjects, there was a break of at least two weeks (and maximally 3 months) between the two experiments.

**EEG Recording and Data Analysis**

EEG data were recorded from 29 electrodes (Extended international 10-20 system): FP1/2, F7/8, F3/4, Fz, FT8/7, FC3/4, FCz, T3/4, C3/4, Cz, TP7/8, CP3/4, T5/6, P3/4, Pz, O1/2, Oz. Blinks and vertical eye movements were monitored with electrodes placed at the sub- and supra-orbital ridge of the left eye. Lateral eye movements were monitored by a bipolar montage using two electrodes placed on the right and left external canthus. All electrode impedance levels (EEG and EOG) were kept below 5 kΩ. Electrophysiological signals were amplified with a bandpass filter of 0.01-50 Hz and digitized at a rate of 250 Hz. EEG signals were recorded with a left mastoid reference, and were offline re-referenced to the average of the right and left mastoid. Epochs of 1200 ms, -200 to 1000 ms relative to target onset, were created from the continuous EEG data. Only trials with correct responses were analyzed. Data were baseline corrected to a 100 ms pre-stimulus interval, 1-30 Hz bandpass filtered, and trials containing conspicuous artefacts were rejected (the averages of all subjects, with the exception of one pre-reader, met our rejection criterion of 30%, corresponding to the inclusion of at least 40 trials per condition). In Experiment 1, the mean number of the accepted epochs in the grand averages for alliterating and unrelated word and non-word targets were 45, 44, 47 and 48 in pre-schoolers, 52, 51, 51 and 52 in normal readers and 55, 56, 56 and 57 in adults. In Experiment 2, the mean number of the accepted epochs were 48, 47, 50, and 49 in pre-schoolers, 52, 51, 52 and 51 in normal readers and 56, 56, 57 and 57 in adults. Vertical eye-movements (i.e., blink artefacts) were corrected (Semlitsch et al., 1986).

Statistical analysis of behavioural and ERP data were performed using SPSS and Neuroscan software (Neuroscan Labs, El Paso, Texas). Mean reaction times (RT) and error percentages were tested separately for word and non-word targets using an analysis of variance for repeated measures with Overlap (alliterating vs. unrelated) as within, and Group as between subjects factor. Post-hoc t-tests (least significance difference, LSD) were performed only when main effects reached significance or two factors interacted significantly.

Experimental ERP effects were assessed separately for each subject group using mean amplitude values in the time windows corresponding to prominent ERP components in the group grand averages. For ERPs prior to the N400, time windows were selected separately for each subject group by computing individual peak scores and taking the minimum and maximum latency values of these peak scores. In pre-schoolers, the first prominent negative peak was labelled N200,
according to its mean latency (for a similar approach see Shafer et al., 2000). In beginning readers the two early negativities were labelled N1 and N2. Three consecutive 100 ms windows were selected to assess N400 effects (for a similar approach see Perrin and Garcia-Larrea, 2003). The resulting time windows were as follows, pre-schoolers: P1: 90-120 ms, N200: 170-225 ms, beginning readers: P1: 90-110 ms, N1: 120-170 ms, N2: 250-350 ms. The three consecutive N400 windows for all children were N400a: 450-550 ms, N400b: 550-650 ms, N400c: 650-750 ms. For adults latencies were earlier: P1: 40-70 ms, N1: 105-140 ms, N400a: 300-400 ms, N400b: 400-500 ms, N400c: 500-600 ms.

For further analysis, we selected electrodes in which the ERP components are most frequently reported to occur, as we did not investigate underlying sources or topographical differences between groups. This selection was further corroborated by visual inspection of our data (see Figures 2-6). Thus, as the early components are typically reported for vertex, or fronto-central sites (e.g., Kraus et al., 1993; Sharma et al., 1997; Takeshita et al., 2002), P1, N1, N200, and N2 effects were tested on Fz, FCz and Cz. As previous literature indicated a more posterior and lateralized predominance for the phonological N400 effect (Rugg, 1984), Fz, Cz, Pz, T3 and T4 were included when testing priming effects in the N400 time windows. For each subject group, separate analyses of variance for repeated measures were carried out on mean amplitudes for word and non-word targets with Overlap (unrelated vs. alliterating) and Electrode as within subject variables. Because of large group differences in component morphology and latencies we did not perform an analyses with Group as between subjects factor. We only report results reaching significance at \( p<0.05 \) after Geisser-Greenhouse correction.

**Results**

**Experiment 1: word primes**

In the first experiment, subjects performed a lexical decision task, responding to word/non-word targets which were preceded by word primes. The word primes were either unrelated or shared the initial two phonemes (i.e., alliterated) with the targets (see Figure 1A). In this experiment, onset priming effects may result from pre-lexical and/or lexical processing, as word primes involve both levels of processing.

**Behavioral Measures**

*Error Rates.* All subjects performed the task accurately with error rates below or around 10% (see Table 2), indicating that even the youngest participants were able to accurately perform our experimental task. For word targets, there was a significant Group difference \( F(2,24)=8.6; \ p<.005 \) and a significant Overlap x Group \( F(2,24)=3.9; \ p<.05 \) interaction. As for the overall Group effect, post hoc t-tests indicated that pre-schoolers made more errors than beginning readers \( (p<.005) \) and adults \( (p<.005) \), but beginning readers did not differ from adults \( (p=0.87) \). The Overlap x Group interaction was due to nonsignificant trends towards more errors in case of alliterating word targets for pre-schoolers and more errors in case of
unrelated word targets for both beginning readers and adults. The same analyses for non-word targets did not yield any significant effect.

Reaction Times. RT analysis (see Table 2) yielded significant main effects of Group for word \( F(2,24) = 10.8; p = 0.001 \) and non-word targets \( F(2,24) = 9.9; p < 0.005 \). Post hoc t-tests showed that RTs of pre-schoolers and beginning readers did not differ significantly for word \( (p = 0.21) \), or non-word targets \( (p = 0.56) \), but both groups were significantly slower than adults for word \( (p < 0.001 \text{ and } p = 0.005) \) and non-word targets \( (p < 0.001 \text{ and } p = 0.005) \). There were no significant effects of Overlap.

Table 2. Mean (SE) of RTs in milliseconds and error percentages, for pre-schoolers, beginning readers and adults in Experiment 1.

<table>
<thead>
<tr>
<th></th>
<th>Mean RT</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Preschoolers (n=11)</td>
<td>Beginning readers (n=8)</td>
</tr>
<tr>
<td>Word targets</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alliterating</td>
<td>1494 (101)</td>
<td>12.5 (2.2)</td>
</tr>
<tr>
<td>Unrelated</td>
<td>1502 (101)</td>
<td>9.1 (1.7)</td>
</tr>
<tr>
<td>Overall</td>
<td>1497 (98)</td>
<td>10.8 (1.8)</td>
</tr>
<tr>
<td>Non-word targets</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alliterating</td>
<td>1526 (101)</td>
<td>4.1 (1.4)</td>
</tr>
<tr>
<td>Unrelated</td>
<td>1550 (99)</td>
<td>4.9 (1.4)</td>
</tr>
<tr>
<td>Overall</td>
<td>1537 (98)</td>
<td>4.5 (1.4)</td>
</tr>
</tbody>
</table>

Developmental differences in ERP morphology, amplitude and latency
ERP waveforms elicited by word targets are given in Figure 2. ERP morphology showed clear age differences between groups (see also Figure 6). Word targets elicited a typical P1-N1-P2-N400 pattern in adults, with a biphasic N400 over fronto-central electrodes. Beginning readers showed a comparable ERP morphology, but also an additional negativity at a latency around 300 ms present at fronto-central electrodes, which we will refer to as N2. Pre-schoolers showed a biphasic positive-negative complex, which we will refer to as P1-N200, and a subsequent N400. In addition to these morphological differences, visual inspection of the data revealed longer latencies for corresponding ERP components in children vs. adults, i.e., P1, and N400, and in beginning readers vs. adults, i.e. N1. Furthermore, P1 amplitude was larger in children than in adults.
Figure 2. Grand Average ERP waveforms for word targets in Experiment 1 (word primes), for (A) pre-schoolers, (B) beginning readers, and (C) adults, for midline (Fz, FCz, Cz, Pz), left (T3), and right (T4) hemisphere electrodes.
Phonological Priming effects: Word targets
Adults (Figure 2C) showed a phonological priming effect on the N1, i.e., alliterating word targets elicited a reduced N1 response as compared to unrelated word targets \((F(1,7)=11.0; \ p<0.025)\). Adults did not show significant effects of phonological priming on any of the other ERP components.

Beginning readers (Figure 2B) also showed phonological priming on the N1. Like in adults, the N1 was smaller for alliterating vs. unrelated word targets \((F(1,7)=18.5; \ p<0.005)\). Additionally, beginning readers showed a rather late priming effect in the N400c window, with an increased N400 amplitude to alliterating word targets \((F(1,7)=13.3; \ p<0.01)\).

Pre-schoolers (Figure 2A) showed a reduced \(N_{200}\) to alliterating as compared to unrelated word targets. This \(N_{200}\) reduction did not show a significant effect over the three central electrodes \((F(1,10)=1.6; \text{n.s.})\), but it was significant \((p<0.05)\) when tested at electrodes Cz, and Pz where the effect was also most clearly visible (see Figure 2A). Pre-schoolers did not show significant effects of phonological priming in any of the three N400 windows.

Phonological Priming effects: Non-word targets
ERP responses to non-word targets are given in Figure 3. In all subject groups, ERP morphology in response to non-word targets was comparable to that elicited by word targets. Overall the ERP signal to non-word targets showed a relatively large variability. The phonological priming effect in the N400c window as shown to word targets by beginning readers, was not present with non-word targets, neither were the N1/N200 effects as shown to word targets by all subject groups. The only significant phonological priming effect on ERPs to non-word targets, was an enhanced N2 response due to alliteration in beginning readers \((F(1,7)=7.4; \ p<0.05)\).

Experiment 2: non-word primes
In the second experiment, subjects performed the same lexical decision task as in Experiment 1, but primes were alliterating or unrelated non-words instead of words (see Figure 1B). In this experiment, onset priming effects were expected to result from pre-lexical processing as non-word primes do not have a lexical representation. Thus, if the late enhanced N400c for beginning readers and the N1/N200 reductions to alliterating word targets in Experiment 1, in fact reflect developmental differences in lexical organization, they should not be replicated in Experiment 2. If these ERP priming effects reflect phonological processing independent of the lexical status of the primes, the ERP results of Experiment 2 are expected to replicate those of Experiment 1.
Figure 3. Grand Average ERP waveforms for non-word targets in Experiment 1 (word primes), for (A) pre-schoolers, (B) beginning readers, and (C) adults, for midline (Pz, FCz, Cz, Pz), left (T3), and right (T4) hemisphere electrodes.
Behavioral Measures

**Error Rates.** All subjects performed the task accurately with error rates below or around 10% (see Table 3). Word targets showed significant main effects of Overlap ($F(1,20)=5.0; p<0.05$), and Group ($F(2,20)=6.1; p<0.01$). Post hoc t-tests indicated that error percentages of pre-schoolers were significantly higher than those of beginning readers ($p<0.025$) and adults ($p<0.005$). Beginning readers and adults did not differ significantly ($p=0.45$). As can be seen in Table 3, the main effect of Overlap was due to an overall, higher error percentage for alliterating as compared to unrelated word targets. The same analyses for non-word targets did not yield any significant effect.

**Reaction Times.** RT analysis (see Table 3) yielded significant main effects of Group for word ($F(2,20)=10.5; p<0.005$) and non-word targets ($F(2,20)=10.5; p<0.005$). Post hoc t-tests showed that RTs of pre-schoolers and beginning readers did not differ significantly for word ($p=0.67$), or non-word targets ($p=0.35$), but both groups were significantly slower than adults for word ($p<0.001$ and $p<0.005$) and non-word targets ($p<0.001$ and $p<0.005$). Separate within group analyses did not show any significant RT effects for word or non-word targets.

Table 3. Mean (SE) of RTs in milliseconds and error percentages, for pre-schoolers, beginning readers and adults in Experiment 2.

<table>
<thead>
<tr>
<th></th>
<th>Preschoolers (n=8)</th>
<th>Beginning readers (n=8)</th>
<th>Adults (n=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Word targets</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alliterating</td>
<td>1461 (116)</td>
<td>1373 (133)</td>
<td>817 (22)</td>
</tr>
<tr>
<td></td>
<td>10.1 (1.5)</td>
<td>4.1 (1.1)</td>
<td>3.4 (0.5)</td>
</tr>
<tr>
<td>Unrelated</td>
<td>1401 (85)</td>
<td>1366 (137)</td>
<td>815 (18)</td>
</tr>
<tr>
<td></td>
<td>6.5 (1.2)</td>
<td>4.3 (1.5)</td>
<td>2.5 (1.4)</td>
</tr>
<tr>
<td>Overall</td>
<td>1431 (99)</td>
<td>1370 (135)</td>
<td>816 (19)</td>
</tr>
<tr>
<td></td>
<td>8.3 (1.1)</td>
<td>4.2 (1.3)</td>
<td>3.0 (0.9)</td>
</tr>
<tr>
<td><strong>Non-word targets</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alliterating</td>
<td>1618 (120)</td>
<td>1447 (132)</td>
<td>901 (24)</td>
</tr>
<tr>
<td></td>
<td>5.2 (1.1)</td>
<td>3.2 (1.1)</td>
<td>1.7 (0.5)</td>
</tr>
<tr>
<td>Unrelated</td>
<td>1603 (137)</td>
<td>1471 (150)</td>
<td>873 (26)</td>
</tr>
<tr>
<td></td>
<td>3.9 (2.3)</td>
<td>3.0 (0.9)</td>
<td>1.4 (0.6)</td>
</tr>
<tr>
<td>Overall</td>
<td>1611 (127)</td>
<td>1459 (141)</td>
<td>887 (24)</td>
</tr>
<tr>
<td></td>
<td>4.5 (1.6)</td>
<td>3.1 (0.9)</td>
<td>1.6 (0.4)</td>
</tr>
</tbody>
</table>
Figure 4. Grand Average ERP waveforms for word targets in Experiment 2 (non-word primes), for (A) pre-schoolers, (B) beginning readers, and (C) adults, for midline (Fz, FCz, Cz, Pz), left (T3), and right (T4) hemisphere electrodes.
Developmental differences in ERP morphology, amplitude and latency
ERP waveforms elicited by word targets are given in Figure 4. Word targets elicited the same ERP components and showed the same group differences in ERP morphology and latency as reported in Experiment 1.

Phonological Priming effects: Word targets
For ERP effects of word onset priming, visual inspection of the data (Figure 4) indicated that neither the enhanced N400c elicited by alliterating word targets in beginning readers, nor the early N1/N200 reductions to word targets as shown by all groups in Experiment 1, were replicated in Experiment 2.

In adults (Figure 4C), a comparison of the two overlap conditions indicated a very early P1 amplitude difference. The priming effect, a larger P1 to alliterating as compared to unrelated word targets, was significant \( F(1,6) = 9.2; p < 0.025 \). Later ERP components did not show any significant effects.

In beginning readers (Figure 4B), alliterating word targets elicited a larger N1 than unrelated word targets \( F(1,7) = 12.9; p < 0.01 \). Beginning readers did not show onset priming effects on the P1. Although the N400b window indicated some amplitude reduction to alliterating word targets, this effect did not reach significance.

Pre-schoolers (Figure 4A), showed a larger P1 to alliterating as compared to unrelated word targets \( F(1,7) = 9.2; p < 0.025 \). Whereas in pre-schoolers this early priming effect occurred as a P1 difference, its latency range was similar to that of the N1 priming found for beginning readers. Pre-schoolers also showed an effect of Overlap in the N400b window \( F(1,7) = 8.3; p < 0.025 \): alliterating word targets elicited a reduced negativity.

Phonological Priming effects: Non-word targets
ERP responses to non-word targets are given in Figure 5. Like in Experiment 1, ERP morphology in response to non-word targets was comparable to the ERP elicited by word targets, but showed considerably more variability. Phonological priming did not lead to any significant effects in pre-schoolers. Beginning readers showed both an enhanced N1 \( F(1,7) = 5.9; p < 0.05 \) and an enhanced N2 amplitude \( F(1,7) = 7.1; p < 0.05 \) to alliterating as compared to unrelated non-word targets. In the N400b window, both beginning readers and adults showed a significantly reduced amplitude to alliterating non-word targets \( F(1,7) = 8.9; p < 0.025 \), and \( F(1,6) = 14.5; p < 0.01 \).
Figure 5. Grand Average ERP waveforms for non-word targets in Experiment 2 (non-word primes), for (A) pre-schoolers, (B) beginning readers, and (C) adults, for midline (Fz, FCz, Cz, Pz), left (T3), and right (T4) hemisphere electrodes.
Discussion

We studied the development of spoken word recognition in early school years as reflected by phonological onset priming effects on ERP responses to words and non-words in an auditory lexical decision task. Our ERP recordings presented age-dependent patterns of responses that provide evidence for structural differences of ERPs in pre-schoolers, beginning readers and adults (see 4.1). The most prominent effects of phonological onset priming were an enhanced N400c amplitude to alliterating word targets with word primes in beginning readers, and typical phonological N400 reductions with non-word primes in all groups.

Onset priming also influenced ERP components in earlier time windows, with opposite effects for word (i.e., N1/N200 reduction) and non-word primes (i.e., P1/N1 enhancement) in all groups. These electrophysiological modulations and their age (in)dependency seem to be related to maturational levels of the subject’s lexical system (see 4.2 and 4.3).

Developmental changes in ERP morphology, amplitude and latency

Word and non-word targets elicited a P1-N1-P2-N400 pattern in adults, a P1-N1-P2-N2-N400 pattern in beginning readers and a P1-N200-N400 pattern in pre-schoolers. These patterns are consistent with previous developmental ERP investigations, in which clicks, tones, and consonant-vowel stimuli were used (e.g., Ceponiene et al., 2002; Csépe, 1995; Kraus et al., 1993; Paetau et al., 1995; Ponton et al., 2000; Shafer et al., 2000; Sharma et al., 1997; Takeshita et al., 2002). Our data bring additional support to the hypothesis that the P1, as measured in children, represents a delayed equivalent of the adult P1. The relatively large P1 amplitude in children is also consistent with earlier studies (e.g., Kraus et al., 1993; Sharma et al., 1997). The observed group differences in the morphology of early negativities (see Figure 6) suggest that maturational ERP changes include not only a general decrease in latency (as it is conventionally assumed), but also additional and more complex structural changes. On a more general level, our findings show that caution is required when the adult ERP literature is used as a reference for interpreting ERP components in children.

As for ERPs in beginning readers, morphology, latency, as well as phonological priming effects suggest that their first negativity reflects a delayed equivalent of the adult N1. The presence of an N1 in 7/8 year old children with a relatively short SOA of 1 second, may seem unexpected considering previous studies (e.g., Bruneau et al., 1997; Ceponiene et al., 1998; Ceponiene et al., 2002). However, in contrast to these previous studies in which subjects passively listened to meaningless auditory (speech) stimuli, our subjects had to actively perform lexical decisions on word and non-word stimuli. As N1 amplitude has been found to increase with attention level (Näätänen and Picton, 1987) and linguistic relevance (Sanders and Neville, 2003a,b), the requirements of our experimental task may have increased the likelihood of recording the N1 in children. It is interesting to note that these same factors did not lead to an obvious N1 in the 5/6 year olds (for a comparable finding in a comparison of 4 vs. 9 year olds see Ceponiene et al., 2002).
Figure 6. Grand average ERP waveforms of word targets (collapsed over Experiment 1 and 2) for all three subject groups.

The biphasic N1-N2 pattern in beginning readers may represent an intermediate developmental stage between the early negativities measured in preschoolers and adults. The N_{200} as measured in preschoolers revealed some functional similarity with the N1 recorded in both older subject groups (e.g., amplitude reduction to alliterating word targets in Experiment 1). But its long latency and broad peak would suggest that it rather relates to the most consistently reported negativity in children, the N2/N250 (Ceponiene et al., 2002; Takeshita et al., 2002). As the N_{200} seems to share some characteristics with the N1 and the childhood N2, one may hypothesize that age group differences in the shape of these early negativities reflect a continuous development of partly overlapping neural sources involved in acoustic/phonetic processing of speech.

**ERP correlates of lexical restructuring: N400 effects**

One of the main goals of the present study was to investigate whether developmental changes in lexical access and organization produce measurable ERP manifestations. Importantly, our findings confirmed that the maturational level of the lexical processing system of the different groups is relevant for explaining the observed patterns of ERP effects. In particular, we suggest that the effects shown by beginning readers, and especially their late N400c enhancement to alliterating word targets in Experiment 1, may be related to the peculiarity of the maturational stage of the lexical system in this age group (Jusczyk, 1993; Metsala and Walley, 1998), i.e., it is undergoing substantial segmental restructuring.

It is worth remarking that this group-specific N400c effect was only present when word targets were preceded by alliterating word primes. Moreover, this effect
was opposite to the typical phonological N400 effect, observed when subjects attend to the phonological aspects of the task (Grossi et al., 2001; Perrin and García-Larrea, 2003; Praamstra et al., 1994; Radeau et al., 1998; Rugg, 1984). These considerations suggest that this N400c enhancement does not reflect the typical processing of phonological discordance. Rather, they indicate that, in beginning readers, alliterating word primes increase rather than decrease the neural processing required for word target recognition. Furthermore, they suggest that this effect may occur at a lexical level.

In beginning readers, as a result of both vocabulary growth (Metsala and Walley, 1998) and acquisition of reading (Goswami et al., 2003; Liberman, 1973; Morais et al., 1986), the lexical system is undergoing substantial segmental restructuring. This restructuring possibly involves remarkable changes in the contribution of word onset information to lexical processing. It is thus possible that in beginning readers, compared to adults, lexical operations are slower and sub-optimal and that, at the prime-target SOA used in the present study, lexical processing of the word target can be influenced by residual processing of the word prime.

In adults, behavioural evidences suggest that, in conditions which hamper word recognition (e.g., word identification in noise), alliterating word primes inhibit RTs to word targets (Zwitserlood, 1994). Based on a cohort-model, these effects are usually explained in terms of an increased processing effort related to lexical competition during lexical access and selection (Marslen-Wilson, 1987). A similar situation may be present in our experiment for beginning readers, which would predict their effortful lexical processing of alliterating word targets and consequently, the functionally related N400c enhancement.

This interpretation also predicts longer RTs to alliterating word prime – word target pairs in beginning readers. In a previous behavioural study with the same experimental design, and partly the same subjects, we found such an inhibition of RTs to be significant in the same age group (Blomert and Bonte, 2002). Similarly, in the present study, a trend toward the same effect was present but it did not reach significance (see Table 2). The smaller size of the sample and the overall increase in RTs of children performing the task in the ERP recording setting may have compromised the detection of the expected effect. Furthermore, it should be considered that behavioural phonological priming effects in lexical decision tasks are intrinsically small, as they tend to be obscured by additional post-lexical strategic processes associated with decision making (Chumbley and Balota, 1984). Our ERP results show that the N400, which reflects primarily word-based processing (Kounios and Holcomb, 1992), might be a sensitive marker for these phonological priming effects.

Under the same experimental conditions alliteration did not elicit a similar N400 enhancement in adults and pre-schoolers. In adults, this is presumably due to a fast and automatized lexical processing of word primes. In pre-schoolers, on the other hand, a more holistic lexical system may process word onset information differently (Walley, 1988).

In Experiment 2, effects of non-word primes were expected to result from pre-lexical phonological levels of processing. In this experiment, alliterating non-word primes led to a reduced negativity that seems to gradually disappear with age, i.e., it
is strong in pre-schoolers, weak in beginning readers, and absent in adults (see Figure 4). This developmental change suggests that with age, late phonological/lexical aspects of spoken word recognition become less prone to pre-lexical effects of onset priming as elicited by alliterating non-word primes. In the case of non-word targets, beginning readers and adults showed a typical phonological N400 effect (i.e., N400 reduction due to alliteration). This confirms previous findings indicating that the phonological N400 effect tends to be better detectable when it is not occluded by concomitant and effortful semantic processing of words (Perrin and Garcia-Larrea, 2003). The lack of a similar effect in preschoolers is likely due to this group’s large variability of the ERP signal in the N400 time-window, probably reflecting the fact that these children used a variety of different strategies to process non-words.

**Phonological priming in early time windows**

In all subject groups, alliteration also modulated word target ERPs prior to the N400, i.e., the P1 and/or N1/N200, indicating that phonological priming started to exert its effect already at the level of acoustic/phonetic processing. These priming effects support recent ERP findings which indicated that neural generators underlying the N1 may be specifically involved in the processing of word onsets (Sanders and Neville, 2003a,b). Furthermore, the opposite priming effects in Experiment 1 and 2, may suggest that the acoustic/phonetic processing of word onsets was differentially affected by word vs. non-word primes. These opposite priming effects dependent on the lexical status of the primes, might imply that already at a very early stage, processing of speech sounds does not only rely on acoustic complexity but also depends on language experience or expectancy (Liebenthal et al., 2003). However, because similar effects were not present when targets were non-words, these results should be interpreted with caution. Further experiments, using e.g., identical target stimuli in a cross-linguistic comparison between native and non-native listeners are required to verify and confirm our current interpretation.

Group differences in early priming effects may reflect further developmental changes in word onset processing. Again, several findings indicate relatively strong onset priming effects for beginning readers as compared to both other age groups. For example, unlike both other groups, beginning readers showed an N1 enhancement to alliterating word as well as non-word targets in Experiment 2, and a similarly enhanced N2 to alliterating non-word targets in both experiments. These N1/N2 enhancements may reflect comparable increases in neural response due to alliteration when primes and/or targets consisted of non-word stimuli.

The N1 reduction to alliterating word targets in Experiment 1, as shown by both beginning readers and adults, may indicate similar early processing of word initial information. The weak and delayed N200 reduction in pre-schoolers, suggests relatively slow and possibly different processing of word onsets. These findings may further corroborate the idea that in pre-schoolers, word-initial information does not yet have the same status in the process of word recognition, as suggested for adults and older children (e.g., Walley, 1988).
Conclusion
Our data show that ERPs elicited by spoken words undergo substantial changes during early school years, even in a period as short as 2 years. Developmental changes in ERP morphology and latency may reflect an increase in speed and efficiency of neural processes necessary for word recognition.

The distinct pattern of priming effects on ERPs in our age groups support the view that the system subserving the recognition of spoken words undergoes a substantial restructuring of processing and representation of phonological information. Most importantly, our ERP results indicate distinct processing of word onsets in beginning readers, suggesting that vocabulary growth and the acquisition of reading critically contribute to the formation of a fully segmental lexical system that capitalizes on word-initial phonological information.

In conclusion, our study indicates that phonological priming in combination with ERP measurements provides a useful framework for investigating developmental changes in language comprehension. In future studies, the sensitivity of distinct ERP components to the manipulation of phonological information in this context may also help in investigating phonological processing anomalies in developmental language disorders such as developmental dyslexia.
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Chapter 3

Developmental Dyslexia: ERP correlates of anomalous phonological processing during spoken word recognition

Abstract
Ample evidence suggests that developmental dyslexia results from a phonological deficit that may not be reducible to a low-level auditory deficit. Yet, on-line phonological processing (in)capacities in dyslexics remain virtually unexplored, as studies have typically focused on either meta-phonological awareness tasks or, at the other extreme, basic perceptual tasks. The present study investigates event-related potential (ERP) correlates of implicit phonological processing during the recognition of spoken words in dyslexic and normally reading children (7-10 years). We examined general ERP morphology and alliteration priming effects on ERP measures in an auditory lexical decision task. Primes were words (Experiment 1) and non-words (Experiment 2). Alliteration priming effects suggested a distinct pattern of normal versus anomalous aspects of spoken word processing in dyslexic children. Whereas dyslexics showed deviant priming effects in earlier time windows encompassing the N1 and N2, later N400 priming effects were comparable to those of normal readers. The same pattern of results was also present in group comparisons of general ERP morphology. These findings suggest that dyslexics have selective processing anomalies at an earlier phonetic/phonological level, while processing at a later phonological/lexical level proceeds normally. In particular, our results indicate an anomalous contribution of phonological (word onset) information to the processing of spoken words, which may be related to time course aspects of phonetic/phonological processing.

Introduction

The acquisition of reading is a complex cultural achievement that builds on primary spoken language skills (Perfetti and Sandak, 2000). In particular, the development of efficient processing and awareness of the sound structure of language, its phonological make-up, has been found to constitute a critical prerequisite for the acquisition of fluent reading (National Research Council, 1998). Moreover, numerous studies indicate that the failure to adequately develop these phonological skills may underlie difficulties in reading and/or spelling such as experienced in developmental dyslexia (Snowling, 2000).

Developmental dyslexia is a specific language-based disorder of constitutional origin characterized by difficulties in reading and/or spelling which are unexpected in relation to age and other cognitive abilities (Reid Lyon, 1995). It affects a relatively large percentage of the population with prevalence estimates ranging from 3-10% (Pennington, 1990). A recent nationwide study of an elementary school population in The Netherlands estimated a prevalence of reading and/or spelling problems of 8.8%, of which 3.6-4% were dyslexic (Blomert, 2003). Empirical evidence suggests that developmental dyslexia is associated with a phonological deficit (National Research Council, 1998). Dyslexics perform below average on a large variety of experimental tasks which require phonological skills, like rhyme judgment, phoneme deletion or verbal short term memory tasks (Snowling, 2000). Moreover, during performance of such tasks, dyslexics show abnormal patterns of brain activation, with a typical disruption in left temporo-parietal regions as revealed by neuro-imaging studies, and various time course differences as shown by event-related potential (ERP) and magnetoencephalographic (MEG) studies (for reviews see Habib, 2000; Temple, 2002).

Yet, on-line phonological processing (in)capacities in dyslexics remain virtually unexplored, as studies have typically focused on either indirect met phonological awareness tasks like rhyme judgments or, at the other extreme, perceptual tasks involving the discrimination and categorization of speech sounds. Behavioral studies using the latter type of perceptual tasks reported poor categorical perception of phonemes at the onset of CV syllables in dyslexics (e.g., /ba/-/da/, Mody et al., 1997; Tallal, 1980). Furthermore, ERP studies have indicated poor sensory change detection (as measured with the mismatch negativity (MMN)) to CV syllables in dyslexic adults (Schulte-Körne et al., 2001) and children (Schulte-Körne et al., 1998). The observed categorical perception deficit has been suggested to result from poorly specified phonological representations (Mody et al., 1997; Snowling, 2000), or alternatively, an underlying auditory deficit related to the processing of short, acoustic transients (Reed, 1989; Stein and Walsh, 1997; Tallal, 1980). Recent evidence suggests that low-level auditory perception deficits are only present in a subset of dyslexics (Kronhchler et al., 2002; Ramus et al., 2003), and that if present, they may not typically reflect an impairment in the perception of rapidly presented acoustic information (Mody et al., 1997; Nettouer et al., 1999; Ramus, 2003; Serniclaes et al., 2001). Moreover, as studies that reported categorical perception problems in dyslexics have typically used synthetic speech stimuli (Mody et al., 1997; Reed, 1989; Schulte-Körne et al., 2001), further studies are needed to examine whether these problems affect natural speech perception. Especially because in a recent study dyslexic children only showed categorical
perception deficits for synthetic but not for natural speech stimuli (Blomert and Mitterer, 2004). Furthermore, a series of experiments on different levels of context effects in speech perception indicated that the quality of acoustic and phonetic representations used in the perception of natural speech may be similar in dyslexic and normally reading children (Blomert and Mitterer, in press). These findings suggest that even if difficulties in early acoustic and phonetic processing are present, they may not hamper on-line speech perception in dyslexics. Thus, it becomes interesting to investigate the quality and use of pre-lexical phonetic/phonological representations necessary for lexical access (McQueen and Cutler, 2001). Accordingly, the present study compares ERP correlates of implicit phonological processing of word onsets during the recognition of spoken words in dyslexic and normally reading children. In this way, we further investigate the hypothesis that the neurobiological impairment underlying developmental dyslexia affects the development of the phonological component of spoken language.

The recording of ERPs is one of the few techniques that is both usable with children and adequate for the investigation of on-line information processing in the brain on a millisecond basis (Fabiani et al., 2000). In normally reading adults, ERPs have been an important tool in characterizing the time course of neural systems involved in different aspects of language processing including those related to the processing of phonological, semantic and syntactic information (Kutas and Schmitt, 2003). An ERP component typically elicited during the processing of written or spoken words is the N400, a sustained negativity peaking around 400 ms (Kutas and Schmitt, 2003). The amplitude of the N400 appears to reflect the extent to which a word is semantically primed, i.e., a word that is semantically expected elicits a reduced N400. Similarly, phonological priming, i.e., alliteration (shared word onsets) or rhyme, has been found to reduce the amplitude of an N400 waveform (Dumay et al., 2001; Perrin and Garcia-Larrea, 2003; Radeau et al., 1998; Rugg, 1984). In the auditory modality, such phonological N400 effects start earlier for alliteration than for rhyming, suggesting that the effect may follow the temporal dynamics of spoken word processing (Praamstra et al., 1994). Whereas semantic N400 effects persist during word processing tasks that discourage semantic processing, phonological N400 effects are less robust and mainly occur in experiments that encourage explicit phonological processing (Perrin and Garcia-Larrea, 2003).

ERP studies in adults further suggest that during auditory sentence processing, phonological expectations may modulate a negativity at a latency of 200 to 300 ms preceding the N400 (e.g., Connolly and Phillips, 1994; Hagoort and Brown, 2000; Van den Brink et al., 2001). Similar to the phonological N400 effect, this negativity, labelled e.g., phonological mismatch negativity (PMN), shows an increased amplitude when words/non-words do not match a phonological expectation. Negativities like the PMN have been interpreted to reflect phonological processing of word onsets and/or the initial activation of lexical candidates. More specifically, Newman et al. (2003) suggested that the PMN may reflect a pre-lexical stage of spoken word recognition involving the translation of acoustic input into pre-lexical phonological representations necessary for lexical access. To our knowledge, there are no previous reports of PMN effects in children.
Developmental ERP studies with normal readers have reported adult-like phonological N400 effects for auditory and visual rhyming in adolescents (McPherson et al., 1998), and even in children as young as 7 years (Coch et al., 2002; Grossi et al., 2001). In contrast, dyslexic adolescents have been reported to show a deviant phonological N400 effect for rhyming words in visual studies (e.g., Ackerman et al., 1994), and to show abnormal phonological N400 effects with auditory rhyming (McPherson et al., 1998) and auditory alliteration (McPherson and Ackerman, 1999). These deviant phonological N400 effects in dyslexics may reflect ERP correlates of their difficulties with phonological awareness tasks. However, the complex task requirements of these explicit phonological awareness tasks may alter the way in which phonological information is usually processed. It may even be questioned if the usual phonological awareness task taps phonological processing aspects of the ongoing word recognition process. That is, the defining element of a phonological awareness task (phoneme monitoring, deletion or insertion) may be performed after, rather than prior to, the point at which a word is recognized (e.g., Thierry et al., 1998). Furthermore, these tasks require a set of processes over and above the word recognition processes; for example, high attention and memory loads (Ramus, 2001). As a consequence, it is hard to disentangle which of these processes is instrumental in the typically reported poor performance and which processes contribute to the reported deviant N400 effects in dyslexics.

The present study addresses the question whether dyslexic children show differences in phonological priming effects on ERP measures when phonological monitoring or awareness is not an explicit task requirement. We investigate alliteration priming effects on ERPs elicited by words and non-words in a lexical decision task. In a previous study this paradigm proved to be a valuable method for the investigation of normal developmental changes in implicit phonological processing during the recognition of spoken words (Bonte and Blomert, 2004). In that study we examined adults and children of different age groups (pre-schoolers: 5/6 years and beginning readers: 7/8 years) in two experiments, with word primes (experiment 1) and non-word primes (experiment 2). We were interested in these age groups because during early school years the lexical system may show substantial restructuring of phonological processing and representation, especially at the level of word onsets (Bonte and Blomert, 2004; Metsala and Walley, 1998). In addition to a general decrease of ERP latency with age, our data showed substantial developmental changes in the negativities elicited in the latency range of the adult N1-P2 complex. The corresponding negativities, which we labelled as N500 (pre-schoolers) and N1-N2 (beginning readers) most likely do not simply reflect delayed equivalents of the same components in adults and show complex structural and functional changes with age (Bonte and Blomert, 2004; Bruneau and Gomot, 1998; Cepioniene et al., 2002; Karhu et al., 1997). Prominent phonological priming effects were an enhanced N400 amplitude due to alliterating word primes in beginning readers, and reduced N400 amplitudes due to alliterating non-word primes in all age groups. The N400 amplitude reductions are similar to the phonological N400 effects reported in the literature (Coch et al., 2002; Praamstra et al., 1994) and may analogously indicate less effortful neural processing in case of alliteration with non-word primes. In contrast, the N400 amplitude enhancement as
uniquely shown by beginning readers, may reflect more effortful neural processing in case of alliterating word pairs, possibly reflecting a neural correlate of the common finding in psycholinguistic research that words sharing onsets compete for activation during spoken word recognition (see Bonte and Blomert, 2004). Under the same experimental conditions alliteration did not elicit an N400 enhancement in adults and pre-schoolers. In adults, this was presumably due to fast and automated lexical processing of word primes. In pre-schoolers, on the other hand, spoken word recognition may not yet capitalize on word onset information (see Bonte and Blomert, 2004; Metsala and Walley, 1998). Priming further led to opposite early effects with word primes (N1/N100 reduction) vs. non-word primes (P1/N1 enhancement) in all groups (see Coch et al., 2002 for phonological priming effects at a similar latency). These opposite priming effects shown in all age groups, may suggest that the processing of word onsets was differentially affected by word vs. non-word primes. Overall, the distinct pattern of priming effects obtained in the three age groups supports the view that during early school years the spoken word recognition system undergoes substantial restructuring at the level of phonological processing and representation as a result of both vocabulary growth and the acquisition of reading (Bonte and Blomert, 2004; see also Jusczyk, 1993; Metsala and Walley, 1998). Most importantly, our study revealed particularly strong alliteration priming effects in beginning readers, as compared to both other age groups. This indicates distinct processing of word-initial phonological information in children around 8 years old. Here we use the same experimental design to investigate ERP correlates of implicit phonological processing in dyslexic children in the same age range and compare them to the results previously obtained with normally reading children.

The presence or absence of normal alliteration priming effects in dyslexic children is expected to differentiate underlying difficulties at distinct levels of processing. First, deviant early, N1/N2, priming effects may indicate processing anomalies at a phonetic/phonological level. Second, deviant N400 priming effects may indicate processing abnormalities at a later phonological/lexical level. Dependent on the experimental task used, dyslexics have been reported to show abnormalities in both the auditory N1 (Heim et al., 2003; Helenius et al., 2002a) and the auditory N400 time-window (Lovrich et al., 1996; Lovrich et al., 1997; McPherson and Ackerman, 1999; McPherson et al., 1998). Finally, deviant ERP latency and morphology in response to words may indicate anomalies in the speed and efficiency of spoken word recognition in dyslexic children.
Methods

Subjects
29 subjects (15 dyslexics, 14 normal readers) participated in Experiment 1 and 27 subjects (14 dyslexics, 13 normal readers) in Experiment 2. In Experiment 1, data of 24 subjects were included in the analysis, i.e. 12 dyslexics (6 f; mean age: 8.8 ± 0.70) and 12 normal readers (9 f; mean age: 8.0 ± 0.64). In Experiment 2, data of 23 subjects were included in the analysis, i.e. 12 dyslexics (6 f; mean age: 8.8 ± 0.65) and 11 normal readers (8 f; mean age: 8.0 ± 0.53). In total, data of 5 dyslexics and 4 normal readers were discarded, due to excessive movement artefacts or an incidental technical problem. 8 normal readers and 10 dyslexics participated in both experiments.

All children were given a present for participation. Informed consent was obtained from the parents of the children. Approval for the study was granted by the Ethical Committee of the Faculty of Psychology at the University of Maastricht. Dyslexic children were recruited from the Regional Institute of Dyslexia (RID), which is one of the major specialized dyslexia institutes in The Netherlands. Prior to the present study, they were diagnosed as dyslexic after an extensive cognitive psycho-diagnostic procedure by the RID. This testing procedure included an intelligence test (WISC-R, Dutch version: WISC-R projectgroup, 1986), the results of which were used in the present study. Normal readers were recruited from local schools, and were judged by their school teachers to be average or above average in academic achievement.

Subject characteristics and results of behavioural tests are given in Table 1. All subjects were native Dutch speakers. With the exception of one of the dyslexics, all subjects were right-handed, as assessed with Annett’s Handedness Questionnaire (Annett, 1979). All parents of children reported the absence of any history of hearing loss. Dyslexic children were on average 8 months older than normal readers. All subjects had normal or above normal IQ scores, as measured with the Raven Coloured Progressive Matrices (Raven et al., 1998) in normal readers, and the WISC-R (WISC-R projectgroup, 1986) in dyslexics. Both dyslexics and normal readers performed standardized language tests, including two reading tests, the Eenminuut-leestest (one-minute-reading test (Brus and Voeten, 1999) and a non-word reading test (Van den Bos et al., 1999), a passive vocabulary test (Bleichrodt, 1984), and additionally, an unpublished phoneme-deletion task (devised by the RID). The phoneme deletion test asks children to delete the first phoneme of a spoken word and pronounce the remaining word. On each of the language tests, dyslexics performed significantly worse than normal readers, who scored at an age-appropriate level. Performance on the reading tests showed that the reading level of the dyslexic group lagged one and a half to two years behind. Moreover, dyslexics performed worse than normal readers even when age-appropriate norms were disregarded and absolute performance was compared. Performance on the phoneme deletion test showed that all dyslexics suffered from phonological problems. It is important to note that although the groups differed on the passive vocabulary test, it is unlikely that it biased our results, as the words used in the present experiments were all simple words with an age of acquisition of 6 years or earlier (see below).
<table>
<thead>
<tr>
<th></th>
<th>Normal readers (n=15)</th>
<th>Dyslexics (n=14)</th>
<th>Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years; months)</td>
<td>8.2 (7.5 - 9.4)</td>
<td>8.10 (7.9 - 10.0)</td>
<td>t=-3.0  p=0.005</td>
</tr>
<tr>
<td>IQ (min-max)</td>
<td>95 - 125</td>
<td>99 - 123</td>
<td>t= 1.7  p= n.s.</td>
</tr>
<tr>
<td>Word reading\textsuperscript{a}</td>
<td>6.7 (1.2)</td>
<td>2.5 (1.7)</td>
<td>t= 7.9  p&lt;0.001</td>
</tr>
<tr>
<td>Word reading\textsuperscript{b}</td>
<td>55 (8)</td>
<td>38 (12)</td>
<td>t= 4.5  p&lt;0.001</td>
</tr>
<tr>
<td>Non-word reading\textsuperscript{a}</td>
<td>6.7 (1.2)</td>
<td>3.2 (1.3)</td>
<td>t= 7.7  p&lt;0.001</td>
</tr>
<tr>
<td>Non-word reading\textsuperscript{b}</td>
<td>47 (9)</td>
<td>30 (12)</td>
<td>t= 4.2  p&lt;0.001</td>
</tr>
<tr>
<td>Passive Vocabulary\textsuperscript{a}</td>
<td>6.8 (2.0)</td>
<td>2.8 (2.7)</td>
<td>t= 4.6  p&lt;0.001</td>
</tr>
<tr>
<td>Passive Vocabulary\textsuperscript{b}</td>
<td>43 (5)</td>
<td>31 (9)</td>
<td>t= 2.1  p&lt;0.05</td>
</tr>
<tr>
<td>Phoneme deletion\textsuperscript{c}</td>
<td>95 % (5%)</td>
<td>83 % (13%)</td>
<td>t= 3.1  p&lt;0.005</td>
</tr>
</tbody>
</table>

IQ scores (range) and performance on language tests (mean (SD)).

\textsuperscript{a}Age-appropriate norms (standardized scale; mean = 5, SD = 2)
\textsuperscript{b}Absolute values (number of correct items)
\textsuperscript{c}Percentage correct, max=28 items

**Stimuli**

Stimuli were mono-morphemic bisyllabic Dutch words and non-words, all with a consonant onset. Non-words were created from words by changing one or two phonemes according to Dutch phonotactic rules. Words were selected using estimates of age of acquisition (AOA) rather than adult frequency ratings. The choice of this selection criterion was indicated by a recent study in which AOA was shown to be a more sensitive measure of lexical familiarity – than either word frequency or neighbourhood density – for making developmental comparisons of spoken word recognition in children (Garlock et al., 2001). Our AOA criterion was 6 years or earlier. Estimates of AOA were based on two published ratings: (1) vocabulary estimates of 6 year-olds (Schaerlaeckens et al., 1999), (2) AOA of Dutch words (Ghyzelinck et al., 2000), and a subsequent student/parent familiarity rating of the selected words.

The stimuli were spoken by a female native Dutch speaker and recorded on a DAT recorder at a sampling rate of 44.01 kHz. Word onsets and offsets were determined using a speech waveform editor. The digitized stimuli were D/A converted with an 8 bit resolution, band-pass filtered (30 Hz – 10.6 kHz) and resampled at 22.05 kHz. The mean acoustical duration of word primes was 596 ms (range: 413-819), non-word primes 619 ms (range: 409-796), alliterating word targets 576 ms (range: 387-789), unrelated word targets 603 ms (range: 464-760) alliterating non-word targets 626 ms (range: 433-864), and unrelated non-word targets 592 ms (range: 353-786). Statistical comparison of prime or target lengths only showed significant differences between unrelated and related non-word targets (p<0.025).
<table>
<thead>
<tr>
<th>Primes</th>
<th>Targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) Experiment 1</td>
<td></td>
</tr>
<tr>
<td>word</td>
<td>word</td>
</tr>
<tr>
<td><em>morgen</em> (morning)</td>
<td><em>zuster</em> (sister)</td>
</tr>
<tr>
<td>word</td>
<td>non-word</td>
</tr>
<tr>
<td><em>hammer</em> (hammer)</td>
<td><em>zeppel</em></td>
</tr>
<tr>
<td>(B) Experiment 2</td>
<td></td>
</tr>
<tr>
<td><em>non-word</em></td>
<td></td>
</tr>
<tr>
<td><em>morben</em></td>
<td>word</td>
</tr>
<tr>
<td><em>non-word</em></td>
<td>non-word</td>
</tr>
<tr>
<td><em>hazer</em></td>
<td><em>modder</em> (mud)</td>
</tr>
<tr>
<td></td>
<td><em>zeppel</em></td>
</tr>
</tbody>
</table>

**Figure 1.** Design and example stimuli of Experiment 1 (A) and Experiment 2 (B). Prime-target pairs were either phonologically unrelated (unrelated) or shared the initial two phonemes (alliterating).

**Design**

In both experiments, we used an auditory lexical decision task in combination with alliteration priming. In Experiment 1 primes were words, in Experiment 2 primes were non-words. Prime-target pairs were either phonologically unrelated (unrelated), or shared the initial two phonemes (alliterating) (see Figure 1). In both experiments, the same set of targets was used: 116 words and 116 non-words. Within each experiment, primes were presented twice, in separate blocks, once in combination with an unrelated and once with an alliterating word or non-word target. In this way targets were never repeated within the same experiment. Prime and target were never semantically related and had the same pattern of syllable stress.

**Procedure**

Subjects were tested individually in a sound-attenuating and electrically shielded room. They were seated in a comfortable chair in front of a computer monitor. Before the experiment started, subjects performed a separate 5 minutes block of practice trials with stimuli that did not occur in the experiment. Stimuli were presented binaurally through loudspeakers at 65 dB SPL. Subjects were instructed not to move their eyes and sit quietly especially when a fixation cross was present. Each trial started with a fixation cross which remained on the screen until the end of the trial. At a variable interval (400 to 1000 ms) after appearance of the fixation cross the prime was presented. Prime-target stimulus onset asynchrony (SOA) was 1 second. Maximum response time was set at 3000 ms. Upon the response of the subject, a new trial started after an inter trial interval of 2000 ms. Subjects were told to ignore the primes, attend carefully to the targets and press the right button in case of real words and the left button in case of non-words. Both speed and accuracy were encouraged. Cartoons of a blue thumb up (near right button) and a red thumb
down (near left button) were used to prevent confusion of response hands. Children were given a short break every 20 trials. Both experiments consisted of 12 blocks, after the first 6 blocks there was a longer break. Between subjects, we varied the order in which Experiment 1 and 2 were performed. Within subjects, there was a break of at least a week (and maximally 3 months) between the two experiments.

**EEG Recording and Data Analysis**

Mean reaction times (RT) and error percentages were tested separately for word and non-word targets using an analysis of variance for repeated measures with Overlap (alliterating vs. unrelated) as within, and Group as between subjects factor. Group differences were further assessed with two-tailed independent samples t-tests.

EEG data were recorded from 29 electrodes (Extended international 10-20 system, Nuwer et al., 1998): FP1/2, F7/8, F3/4, Fz, FT8/7, FC3/4, FCz, T3/4, C3/4, Cz, TP7/8, CP3/4, T5/6, P3/4, Pz, O1/2, Oz. Blinks and vertical eye movements were monitored with electrodes placed at the sub- and supra-orbital ridge of the left eye. Lateral eye movements were monitored by a bipolar montage using two electrodes placed on the right and left external canthus. The effects of blink artefacts were corrected (Semlitsch et al., 1986). All electrode impedance levels (EEG and EOG) were kept below 5 kΩ. Electrophysiological signals were amplified with a band-pass filter of 0.01-50 Hz and digitized at a rate of 250 Hz. EEG signals were recorded with a left mastoid reference, and were offline referenced to the average of the right and left mastoid. Epochs of 1200 ms, -200 to 1000 ms relative to target onset, were created from the continuous EEG data. Only trials with correct responses were analyzed. Data were baseline corrected to a 100 ms pre-stimulus interval, 1-30 Hz bandpass filtered, and trials containing data exceeding a maximum voltage criterion of ±100 μV were rejected (automatic artefact rejection procedure, Neuroscan software (Neuroscan Labs, El Paso TX)). The averages of all subjects, with the exception of the averages to non-word targets in one of the dyslexics, met our rejection criterion of 30%, corresponding to the inclusion of at least 40 trials per condition. In Experiment 1, the mean (range) number of the accepted epochs in the grand averages for alliterating and unrelated word and non-word targets were 52 (45-57), 52 (49-55), 51 (46-57) and 52 (47-58) in normal readers and 52 (43-56), 51 (44-57), 50 (40-56) and 49 (39-54) in dyslexics. In Experiment 2, the mean (range) number of the accepted epochs were 52 (42-57), 51 (43-56), 51 (40-57) and 51 (41-58) in normal readers and 51 (43-58), 51 (42-56), 51 (45-56) and 48 (39-53) in dyslexics.

Experimental ERP effects were assessed by calculating mean amplitude values in time windows corresponding to prominent components in the ERP grand averages. The two negativities preceding the N400 were labelled N1 and N2. It should be noted that our ERP labels are meant as notifications, and refer to e.g., a first (N1) and a second (N2) negativity, without assuming exact equivalence with adult components with the same names. We used different time windows to assess N1 effects at central versus lateral electrodes, as the peaks measured at these sites differed in latency and duration (see Results). Two consecutive 200 ms windows were selected to assess early versus late phonological N400 effects. We used a single N2 window because this led to the same results as the use of two N2 windows. The resulting time windows were as follows: P1: 80-120 ms, central N1:
120-170 ms, lateral N1: 140-240, N2: 250-350 ms and N400a: 400-600 ms, N400b: 600-800 ms. Analyses of variance for repeated measures were carried out on mean amplitudes for word and non-word targets with Overlap (unrelated vs. alliterating) and Electrode as within subject factors and Group as between subjects factor. For further analyses we selected electrodes in which the ERP components are most frequently reported to occur, as we did not investigate underlying sources or topographical differences between groups. This selection was further justified by visual inspection of our data (see Figures 2-6). Thus, as these ERP components are typically reported for vertex and fronto-central sites (Sharma et al., 1997; Takeshita et al., 2002), P1, N1, and N2 effects were tested on Fz, FCz and Cz. Because the N1 also has a clear temporal component (Bruneau et al., 1997; Karhu et al., 1997), we additionally tested N1 effects at T3 and T4. Because previous literature indicated a more posterior and lateral predominance for the phonological N400 effect (Coch et al., 2002; Praamstra et al., 1994), Fz, Cz, Pz, T3 and T4 were included when testing priming effects in the N400 time windows. The Greenhouse-Geisser correction was applied to repeated measures variables with more than two levels and is reported as corrected P (p corr).

Dyslexic children have been reported to show anomalies in overall amplitude and latency measures of ERP/MEG components (Helenius et al., 2002a; Helenius et al., 2002b). To assess such differences, we performed additional planned comparisons (independent samples two-tailed t-tests) on ERP peak latencies and mean ERP amplitudes of average responses to word targets (collapsed over both Experiments).

**Results**

**General pattern of ERPs elicited by word targets**

We investigated the general morphology of ERPs during word recognition by averaging responses to word targets from Experiment 1 and 2 (see Figure 2). In both dyslexics and normal readers, word targets elicited a P1-N1-P2-N2-N400 pattern at central electrodes and a P1-N1-N400 pattern at lateral electrodes. None of these ERPs showed significant group differences in latency. However, ERP amplitudes and peak morphology showed significant group differences in the N1 and N2 windows. First, in the time window encompassing the lateral N1 (110-310 ms), mean ERP amplitude was significantly smaller for dyslexics as compared to normal readers at electrodes T3 (t(1,16)= 3.3; p<0.005) and T4 (t(1,16)=4.5 p<0.001). Second, at central electrodes dyslexics showed a relatively broad N2 peak with an increased amplitude, leading to a significant group difference in mean N2 amplitude at Cz (t(1,16)= 3.1; p<0.01). There were no other significant differences between dyslexics and normal readers.
**Figure 2.** Grand average ERP waveforms of word targets (collapsed over Experiment 1 and 2) for midline (Fz, Cz, Pz), left (T3), and right (T4) temporal electrodes for normal readers and dyslexics.

**Experiment 1: word primes**

In the first experiment, we investigated whether ERP data of dyslexic children indicate anomalies in the processing of phonetic/phonological representations during spoken word recognition (McQueen and Cutler, 2001). Children performed a lexical decision task to word/non-word targets which were preceded by unrelated or alliterating word primes (Figure 1A). Alliteration priming effects were expected to result from pre-lexical and/or lexical phonological processing as word primes involve both levels of processing.

**Behavioral Measures**

Behavioral results and t-statistics for group comparisons are given in Table 2.

*Reaction Times.* Mean RT for alliterating word targets was 1386 ms, and for unrelated word targets 1351 ms. This overall slower RT to alliterating as compared to unrelated word targets led to a main effect of Overlap ($F(1,22)=5.1; p<0.05$). There were no group differences for RTs.

*Error Rates.* Both normal readers and dyslexics performed the task accurately with mean error rates of 9% or lower. Error rates for word targets did not show significant effects of Overlap or differences between groups. Error rates for non-word targets also did not show effects of Overlap, but dyslexics had a significantly higher error rate than normal readers as indicated by a main effect of Group ($F(1,22)=17.2; p<0.001$).
Table 2. Mean (SEM) of RTs in milliseconds and error percentages for normal readers and dyslexics in Experiment 1.

<table>
<thead>
<tr>
<th></th>
<th>Mean RT</th>
<th>% Error</th>
<th>Dyslexics (n=12)</th>
<th>% Error</th>
<th>t(df = 22)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Normal readers (n=12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word targets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alliterating</td>
<td>1314 (79)</td>
<td>4.2 (0.4)</td>
<td>1459 (88)</td>
<td>5.7 (1.1)</td>
<td>1.2</td>
</tr>
<tr>
<td>Unrelated</td>
<td>1274 (70)</td>
<td>3.9 (0.9)</td>
<td>1428 (89)</td>
<td>5.2 (0.7)</td>
<td>1.4</td>
</tr>
<tr>
<td>Overall</td>
<td>1294 (74)</td>
<td>4.0 (0.5)</td>
<td>1443 (88)</td>
<td>5.5 (0.8)</td>
<td>1.3</td>
</tr>
<tr>
<td>Non-word targets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alliterating</td>
<td>1398 (72)</td>
<td>3.0 (0.7)</td>
<td>1593 (70)</td>
<td>9.2 (1.3)</td>
<td>1.9</td>
</tr>
<tr>
<td>Unrelated</td>
<td>1407 (86)</td>
<td>3.6 (0.9)</td>
<td>1560 (62)</td>
<td>7.9 (1.2)</td>
<td>1.4</td>
</tr>
<tr>
<td>Overall</td>
<td>1403 (78)</td>
<td>3.3 (0.6)</td>
<td>1576 (64)</td>
<td>8.5 (1.1)</td>
<td>1.7</td>
</tr>
</tbody>
</table>

* p<0.05, *** p<0.005

Phonological priming effects: word targets

ERP responses to alliterating and unrelated word targets are given in Figure 3. A comparison of unrelated vs. alliterating word targets led to a significant main effect of Overlap ($F(1,22)=4.9$; $p<0.05$) and a significant Overlap*Group interaction ($F(1,22)=5.8$; $p=0.025$) for the central N1. Whereas dyslexics did not show any significant effect of phonological priming ($F(1,11)=0.015$; n.s.), normal readers showed a significant priming effect, i.e. alliterating word targets elicited a reduced N1 response as compared to unrelated word targets ($F(1,11)=12.3$; $p=0.005$). There were no significant priming effects in the N1 window at lateral electrode sites, nor in the N2 window at central electrodes.

As for the N400 time windows, both dyslexics and normal readers showed an enhanced N400 amplitude in response to alliterating as compared to unrelated word targets, leading to a significant main effect of Overlap in the N400b window ($F(1,22)=8.3$; $p=0.01$) and no significant Overlap*Group interaction.
Figure 3. Grand Average ERP waveforms elicited by word targets in Experiment 1 (word primes), in (A) normal readers and (B) dyslexics at midline (Fz, FCz, Cz, Pz), left (T3), and right (T4) temporal electrodes.
Phonological priming effects: non-word targets

ERP responses to non-word targets are given in Figure 4. In both subject groups, ERP morphology in response to non-word targets was comparable to that elicited by word targets. Overall the ERP signal to non-word targets showed a relatively large variability. The phonological priming effect in the N400b window, as shown to word targets by normal readers and dyslexics, was not present with non-word targets, neither was the N1 effect as shown by normal readers.

With non-word targets, alliteration led to comparable effects in dyslexics and normal readers as indicated by main effects of Overlap in the N2 window \( F(1,22) = 11.9; p < 0.005 \) and the N400a window \( F(1,22) = 6.2; p < 0.025 \). In both groups, alliterating non-word targets elicited an enhanced N2 amplitude and a reduced N400 amplitude as compared to unrelated non-word targets. A significant Overlap*Group interaction in the N400b window \( F(1,22) = 4.2; p = 0.05 \), suggested a different priming effect in normal readers and dyslexics. Within groups, Overlap led to a trend in normal readers \( F(1,11) = 4.6; p = 0.06 \) and no effect in dyslexics \( F(1,11) = 1.7; \text{n.s.} \).
Figure 4. Grand Average ERP waveforms elicited by non-word targets in Experiment 1 (word primes), in (A) normal readers and (B) dyslectics at midline (Fz, FCz, Cz, Pz), left (T3), and right (T4) temporal electrodes.
Table 3. Mean (SEM) of RTs in milliseconds and error percentages for normal readers and dyslexics in Experiment 2

<table>
<thead>
<tr>
<th></th>
<th>Mean RT (ms)</th>
<th>% Error</th>
<th>Dyslexics (n=12)</th>
<th>t(df = 21)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Word targets</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alliterating</td>
<td>1306 (103)</td>
<td>3.9 (0.8)</td>
<td>1411 (69)</td>
<td>7.3 (1.5)</td>
</tr>
<tr>
<td>Unrelated</td>
<td>1287 (107)</td>
<td>3.8 (1.1)</td>
<td>1415 (61)</td>
<td>6.9 (1.5)</td>
</tr>
<tr>
<td>Overall</td>
<td>1296 (105)</td>
<td>3.8 (0.9)</td>
<td>1413 (64)</td>
<td>7.1 (1.3)</td>
</tr>
<tr>
<td><strong>Non-word targets</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alliterating</td>
<td>1408 (96)</td>
<td>3.3 (0.8)</td>
<td>1641 (69)</td>
<td>9.9 (2.1)</td>
</tr>
<tr>
<td>Unrelated</td>
<td>1423 (110)</td>
<td>3.1 (0.7)</td>
<td>1581 (78)</td>
<td>6.2 (1.7)</td>
</tr>
<tr>
<td>Overall</td>
<td>1415 (103)</td>
<td>3.2 (0.6)</td>
<td>1611 (72)</td>
<td>8.0 (1.8)</td>
</tr>
</tbody>
</table>

* p<0.05, ** p<0.01

**Experiment 2: non-word primes**

In the second experiment, we investigated whether dyslexic children show anomalies in alliteration priming effects resulting from pre-lexical phonological processing. In this experiment, children performed the same lexical decision task, but primes were alliterating or unrelated non-words instead of words (see Figure 1B). Alliteration priming effects were expected to result from pre-lexical processing as non-word primes do not have a lexical representation.

**Behavioral Measures**

Behavioral results and t-statistics for group comparisons are given in Table 3.

**Reaction Times.** Mean RT for alliterating word targets was 1361 ms and for unrelated word targets 1354 ms. There were no significant effects of Overlap or differences between groups for RTs.

**Error rates.** Both normal readers and dyslexics performed the task accurately with mean error rates of 10% or lower. Error rates for word targets did not show significant effects of Overlap or differences between groups. Error rates for non-word targets showed significant main effects of Overlap (F(1,21)=6.1; p<0.025) and Group (F(1,21)=6.0; p<0.025) and an Overlap*Group interaction (F(1,21)=5.2; p<0.05). Whereas normal readers did not show significant effects of Overlap, dyslexics made significantly more errors for alliterating as compared to unrelated non-word targets (F(1,11)=8.0; p<0.025). Dyslexics further showed a significantly higher error rate than normal readers for alliterating (t(1,21)= 3.0; p<0.01), but not for unrelated (t(1,21)= 1.6; n.s.) non-word targets.
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Figure 5. Grand Average ERP waveforms elicited by word targets in Experiment 2 (non-word primes), in (A) normal readers and (B) dyslexics at midline (Fz, FCz, Cz, Pz), left (T3), and right (T4) temporal electrodes.
Phonological priming effects: word targets
ERP responses to alliterating and unrelated word targets are given in Figure 5. Phonological priming led to a main effect of Overlap ($F(1,21)=19.5; \ p<0.001$), and a significant Overlap*Group interaction ($F(1,21)=4.3; \ p=0.05$). Whereas dyslexics only showed a trend towards a priming effect ($F(1,11)=3.1; \ p=0.10$), normal readers showed a significant priming effect, i.e. alliterating word targets elicited an enhanced N1 response as compared to unrelated word targets ($F(1,10)=18.5;\ p<0.005$).

At lateral sites, there was a main effect of Overlap for the N1 ($F(1,21)=7.6;\ p<0.025$) and no significant interaction effects, indicating a small enhancement of the N1 amplitude for alliterating as compared to unrelated word targets in both normal readers and dyslexics. In later time windows, there was a significant reduction in the N400a amplitude elicited by alliterating as compared to unrelated word targets as indicated by a main effect of Overlap ($F(1,21)=10.0;\ p=0.005$).

Phonological priming effects: non-word targets
ERP responses to non-word targets are given in Figure 6. Like in experiment 1, ERP morphology in response to non-word targets was comparable to that elicited by word targets, but showed more variability. There were no significant priming effects in the N1 window at central electrode sites. However, in both groups, alliteration led to an enhanced N1 response at lateral electrodes, and an enhanced N2 response at central electrodes, as shown by main effects of Overlap, respectively, ($F(1,21)=22.7;\ p<0.001$) and ($F(1,21)=8.5;\ p<0.01$). Finally, in both groups, alliteration significantly reduced the N400 amplitude in both N400 windows, as indicated by main effects of Overlap for the N400a window ($F(1,21)=12.8;\ p<0.005$) and the N400b window ($F(1,21)=5.9;\ p=0.025$).
Figure 6. Grand Average ERP waveforms elicited by non-word targets in Experiment 2 (non-word primes), in (A) normal readers and (B) dyslexics at midline (Fz, FCz, Cz, Pz), left (T3), and right (T4) temporal electrodes.
Discussion
We studied ERP correlates of implicit phonological processing (alliteration priming) during spoken word recognition (lexical decision task) in dyslexic and normally reading children. Our ERP findings suggest distinct levels of normal versus anomalous spoken word processing in developmental dyslexia. Whereas dyslexics showed deviant priming effects in earlier time windows encompassing the N1 and N2, later N400 priming effects were comparable to those of normal readers. The same pattern of results was also shown by group comparisons of general ERP morphology. These findings suggest that, in the absence of phonological task requirements, dyslexics exhibit selective processing anomalies at an earlier phonetic/phonological level, while processing at a later phonological/lexical level proceeds normally.

ERPs elicited by word targets
As little is known about ERPs elicited during spoken word recognition in dyslexic and normally reading children, we first discuss the general pattern of ERPs to word targets in the present experiments. In both groups, word targets elicited a P1-N1-P2-N2-N400 pattern at central electrodes and a P1-N1-N400 pattern at lateral electrodes. These ERP patterns are consistent with previous ERP data recorded in children in the same age range with clicks, tones and consonant-vowel stimuli (e.g., Ceponiene et al., 2002; Csépe, 1995; Ponton et al., 2000; Sharma et al., 1997; Takeshita et al., 2002). Furthermore, our data support the hypothesis that ERP components recorded in children may not simply reflect delayed equivalents of the same components in adults, and that especially the N1 and N2 show complex structural and functional changes with age (see also Bonte and Blomert, 2004).

The N1 probably reflects a pre-cursor of the adult N1 waveform. Most likely due to both a relatively long N1 recovery cycle and its overlap with stronger P1 and N2 peaks, the N1 is typically not visible in children when ISIs are shorter than 1 s (e.g., Bruneau et al., 1997; Ceponiene et al., 2002; Karhu et al., 1997). Moreover, when presenting tones in trains of four with an ISI of 1 s, Karhu et al. (1997), did not only find a large decrease in N1 amplitude but also an increase in N2 amplitude upon tone repetition in 9-year-old children, but not in adults. In contrast to previous developmental ERP studies in which children typically passively listened to repetitive meaningless auditory (speech) stimuli, our children performed active lexical decisions on word and non-word targets. As the N1 amplitude has been found to increase with attention level ( Näätänen and Picton, 1987) and linguistic relevance (Sanders and Neville, 2003a; Sanders and Neville, 2003b), the requirements of our experimental task, together with the use of non-repetitive meaningful stimuli, presumably increased the likelihood of recording the N1 in our children groups. Similar to previous studies that used longer ISIs and measured the N1 to tones in children, the N1 to word targets was characterized by a prominent negativity at temporal sites and a small amplitude negativity at fronto-central sites, whereas this pattern is typically reversed in adults (e.g., Bruneau et al., 1997). Like in adults (Eggermont and Ponson, 2002; Näätänen and Picton, 1987), the N1 wave in children has been reported to reflect the activity of several subcomponents each with its own dependence on stimulus parameters, state of the subject and developmental course (Bruneau et al., 1997; Pang and Taylor, 2000; Ponton et al.,
2000). Similarly, in the present study, both ERP priming effects and group differences in N1 responses (see below) suggest that the N1 responses measured at fronto-central and lateral sites do not reflect identical aspects of speech processing.

The N2 measured in our experiments may reflect a typical childhood N2, sometimes called N250, which is the most prominent negativity of the auditory obligatory ERPs in children up to about 10 years of age (e.g., Bruneau and Gomot, 1998; Cepioniene et al., 2002; Csépe, 1995; Takeshita et al., 2002). This childhood N2 possibly relates to the adult obligatory “basic” N2 ( Näätänen and Picton, 1986) and its prominent amplitude in childhood may reflect auditory sensory processing until the efficient adult cortical networks are established (Cepioniene et al., 2002; Takeshita et al., 2002). The childhood N2 is predominantly recorded at fronto-central sites, which would agree with our findings, and its neural sources have been suggested to include the supratemporal auditory cortex (Bruneau and Gomot, 1998). However, the ERP literature on spoken word recognition in adults offers an alternative explanation for our N2 waveform, that is, in terms of the PMN (Connolly and Phillips, 1994; Hagoort and Brown, 2000; Newman et al., 2003; Van den Brink et al., 2001). Because the PMN has been reported in studies involving phonological priming, we will further address this alternative interpretation below, in our discussion of phonological priming effects.

Anomalous speech processing in dyslexia: N1 and N2 findings

Our results indicate that the auditory N1 and N2 as measured in children may not only mark substantial changes in normal development, but may also be particularly relevant in delineating subtle anomalies in speech processing underlying developmental disorders like dyslexia. In particular, we suggest that the group differences in N1 and N2 morphology indicate a different recruitment of neural sources during speech processing in dyslexic children. Moreover, we suggest that the group differences in N1 and N2 alliteration priming effects imply that these anomalies may relate to phonetic/phonological processing of spoken words.

In the time window encompassing the lateral N1, dyslexics showed significantly smaller ERP amplitudes at temporal electrodes than normal readers. This deviant lateral N1 response may have originated from several functional and/or anatomical anomalies in neural sources involved in speech processing. In adults, the N1 represents an obligatory auditory ERP response to any sound onset, with major neural sources in non-primary auditory cortex, e.g., the planum temporale (Eggermont and Ponton, 2002). Planum temporale activity presumably reflects more complex auditory computations than that of the primary auditory cortex (Griffiths and Warren, 2002). Recent studies suggest, for example, that the planum temporale subserves the processing of phonetic contrasts (Jäncke et al., 2002), phonotactic regularity of the native language (Jacquemot et al., 2003) and the processing of grapheme-phoneme associations (Van Atteveldt et al., 2004). Similarly, the N1 may selectively respond to the phonetic structure of speech sounds (Eulitz et al., 1995; Oleser et al., 2003; Tiitinen et al., 1999) and to word onsets during the perception of continuous speech (Bonte and Blomert, 2004;  

---

6 This obligatory N2 differs from other negative components in the same latency range related to attentional processes (the N2b) or sound-change detection (the MMN)
Sanders and Neville, 2003a; Sanders and Neville, 2003b). Furthermore, dyslexia has been associated with a deviant planum temporale morphology (see Habib, 2000). Thus, the deviant N1 response as observed in dyslexics in the present study, may indicate a deviant source location (Heim et al., 2003) and/or a deviant strength in neural activation (Helenius et al., 2002a; Helenius et al., 2002b) of N1 sources involved in similar aspects of speech processing. Although previous behavioural (Blomert and Mitterer, 2004; Blomert et al., in press) and ERP/MEG (Helenius et al., 2002a; Schulte-Körne et al., 1998; Schulte-Körne et al., 2001) findings imply that these deviances may be specific to the processing of speech, our data do not exclude the possibility of more general deviances in auditory processing, e.g., the discrimination of complex temporal information (Kujala et al., 2000; Nagarajan et al., 1999).

The effects of alliteration priming on ERPs observed in the present study suggest that some of the group differences between dyslexic and normally reading children may be specifically related to the processing of word onsets. Significant effects of alliteration were found in the N1 window, indicating that phonological priming started to exert its effect already at the level of acoustic or phonetic processing of speech sounds (see Coch et al., 2002) for phonological priming effects at a similar latency). In normal readers, opposite priming effects were observed with word targets in Experiment 1 (word primes), i.e. an N1 reduction with alliteration, and Experiment 2 (non-word primes), i.e., an N1 enhancement with alliteration, suggesting that the processing of word onsets was affected by the lexical status of the primes. These opposite alliteration effects may have resulted from differences in e.g., the time course of word vs. non-word prime processing and/or more general context or expectancy effects with word vs. non-word primes (see also Bonte and Blomert, 2004). In dyslexics, the absence of these alliteration effects at the central N1 with both word and non-word primes, indicates an anomalous contribution of phonetic/phonological (word onset) information to the recognition of spoken words. Because in our previous study both pre-schoolers and adults showed the same pattern of opposite early priming effect as normally reading children, this deviance in dyslexics probably did not result from differences in reading level or a maturational delay.

In the subsequent time window encompassing the N2, dyslexics showed overall larger ERP amplitudes than normal readers. In both experiments, dyslexics and normal readers showed the same N2 amplitude enhancement to alliterating non-word targets. As indicated before, the N2 recorded in the present study may reflect a typical childhood N2, or alternatively a PMN response. Although both alternatives would lead to a similar conclusion in terms of a pre-lexical processing deviance in dyslexics, the exact interpretation of our N2 findings would be different. So, if the N2 would in fact represent the obligatory auditory N2 component that is typically very robust in children (Bruneau and Gomot, 1998; Ceponiene et al., 2002; Csépe, 1995; Takeshita et al., 2002), our findings may reflect differences in speech processing that may not be observable when studying adult dyslexics. Previous evidence for the potential importance of the N2 response as a marker for the development of auditory processing and language acquisition, comes from a study which showed deviant N2 responses in children with language impairment (Tonnquist-Uhlen, 1996). Although the precise nature of the processes underlying
the childhood N2 has still to be elucidated, several possibilities have been suggested in the literature. Karhu et al., (1997) found an N2 amplitude increase upon sound repetition in 9-year old children, but not in adults, and suggested that this amplitude increase may reflect an automatic build-up of neuronal representations in developing networks. Furthermore, the N2 has been related to the processing of sensory stimulus attributes such as acoustical complexity (Ceponiene et al., 2001). The increased N2 response to word targets as shown by dyslexics in the present study may thus reflect subtle anomalies in similarly basic aspects of pre-lexical speech processing. The N2 alliteration priming effects observed with non-word targets in both groups in both experiments, indicate that neural sources underlying the N2 may also be involved in speech specific processes.

Alternatively, these alliteration priming effect may support the hypothesis that the N2 reflects a PMN response (Connolly and Phillips, 1994; Newman et al., 2003; Van den Brink et al., 2001). The PMN may be present whenever an experimental task requires phonological processing, and it shows enhanced activity whenever sound-based speech representations do not match a phonological expectation that is built in verbal working memory (D'ArCY et al., 2004). Thus, the observed N2 enhancement, rather than the typically reported reduction, elicited by alliterating non-word targets, would imply that alliterating non-word targets initially deviated more from the expected speech input than unrelated non-word targets. This may be due to task-related factors; for example, the auditory lexical decision task may primarily build an expectation for lexicality (i.e. word targets require an affirmative response), rather than for specific word onsets, which is the case in studies that reported PMN effects (Connolly and Phillips, 1994; D'ArCY et al., 2004; Newman et al., 2003; Van den Brink et al., 2001). Along the same line, an PMN interpretation would suggest that the generally enhanced N2 response to word targets in dyslexics as compared to normal readers reflects a relatively increased effort in accessing phonological representations in working memory (D'ArCY et al., 2004). Or, in other words, dyslexics may experience increased processing effort during the translation of acoustic input into pre-lexical phonological representations necessary for lexical access (Newman et al., 2003). It is important to note that the two proposed interpretations of the N2 may not be mutually exclusive, that is, in principle the N2 response may reflect a typical childhood N2, with superimposed PMN effects. Overall, both our N1 and N2 results suggest an anomalous contribution of phonological (word onset) information to the processing of spoken words in dyslexic children, which may be related to time course aspects of pre-lexical phonetic/phonological processing.

Comparable N400 priming effects in normal readers and dyslexics
A main goal of the present study was to investigate ERP measures of phonological processing in dyslexic children without imposing the requirements of an explicit phonological task. Previous ERP studies mainly used phonological awareness tasks, and reported deviant phonological N400 effects in dyslexics (McPHERSON and Ackerman, 1999; McPHERSON et al., 1998). Our results indicate that without such a phonological task, dyslexics may show normal phonological priming effects in the N400 window. In both dyslexics and normal readers, alliteration led to a late N400 amplitude enhancement to word targets preceded by word primes (Experiment 1),
and to N400 amplitude reductions in all other conditions. The N400 amplitude reductions due to alliteration are similar to the phonological N400 effects reported in the literature (Coch et al., 2002; Praamstra et al., 1994). Furthermore, our results support the hypothesis that the phonological N400 effect tends to be better detectable without concomitant and effortful semantic processing of words (Perrin and Garcia-Larrea, 2003). That is, the N400 amplitude reduction was largest when both primes and targets were non-words and it was clearly smaller when either primes or targets were non-words.

The opposite effect of alliteration when both primes and targets were words, i.e. an N400 amplitude enhancement, as shown by both groups, may reflect specific priming effects at a lexico-phonological level of processing. In both children groups alliteration also led to significantly longer RTs in this condition. Words sharing onsets are assumed to compete for activation during spoken word recognition (McQueen and Cutler, 2001). In the present study, this lexical competition process may have resulted in an increased processing effort in case of alliterating word-word pairs in both normally reading and dyslexic children, and may explain both the increased RT and the enhanced N400 amplitude. In our previous study neither pre-schoolers nor adults showed this RT inhibition effect or N400 amplitude enhancement (Bonte and Blomert, 2004). The presence of these priming effects may thus reflect age-specific characteristics of lexical processing which are similar for dyslexics and normal readers.

Conclusions

The present ERP results indicate an anomaly in phonetic/phonological processing of spoken words in dyslexic children along with normal word processing at a phonological/lexical level. The most prominent deviance in ERP priming effects in dyslexics was the absence of an N1 amplitude reduction to alliterating word-word pairs. This N1 priming effect is present in pre-schoolers, normal readers and adults (Bonte and Blomert, 2004), suggesting a qualitative, age-independent anomaly in phonetic/phonological processing of word onsets in dyslexics. Conversely, the N400 enhancement as shown with alliterating word-word pairs in both subject groups, has not been found in the other age groups (Bonte and Blomert, 2004) and may thus reflect age-specific characteristics of lexical processing which are similar in dyslexics and normal readers. Furthermore, the finding of normal alliteration priming effects in the N400 window in dyslexics contrasts with previous studies that used explicit phonological awareness tasks. Thus suggesting that deviances in phonological N400 effects critically depend upon the requirements of an explicit phonological task. Group comparisons of ERP morphology corroborated the pattern of abnormal processing in earlier time windows encompassing the N1 and N2, together with normal processing in the later N400 windows. It is important to note that our ERP data do not exclude the possibility of more general differences in complex auditory processing.

In conclusion, the present study explored on-line phonological processing (in)capacities in dyslexic children during spoken word recognition. ERP measures of implicit phonological processing allowed us to distinguish distinct levels of normal versus anomalous processing. In particular, the observed pattern of deviant
early versus normal late priming effects in dyslexic children indicates a specific anomaly in the time course of phonetic/phonological processing of spoken words.
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Chapter 4

Auditory cortical tuning to statistical regularities in phonology

Abstract
Ample behavioural evidence suggests that distributional properties of the language environment influence the processing of speech. Yet, how these characteristics are reflected in neural processes remains largely unknown. The present ERP study investigates neurophysiological correlates of phonotactic probability: the distributional frequency of phoneme combinations. We employed an ERP measure indicative of experience-dependent auditory memory traces, the mismatch negativity (MMN). We presented pairs of non-words that differed by the degree of phonotactic probability in a modified passive oddball design that minimizes the contribution of acoustic processes. In Experiment 1 the non-word with high phonotactic probability (notsel) elicited a significantly enhanced MMN as compared to the non-word with low phonotactic probability (notkel). In Experiment 2 this finding was replicated with a non-word pair with a smaller acoustic difference (notsel-notsel). This MMN enhancement was not observed in a third acoustic control experiment with stimuli having comparable phonotactic probability (so-fe). Our data suggest that auditory cortical responses to phoneme clusters are modulated by statistical regularities of phoneme combinations. This study indicates that the language environment is relevant in shaping the neural processing of speech. Furthermore, it provides a potentially useful design for investigating implicit phonological processing in children with anomalous language functions like dyslexia.

7 This chapter is based on Bonte, M.L., Mitterer, H., Zellagui, N., Poelmans H. and Blomert L. Auditory cortical tuning to statistical regularities in phonology. Submitted.
Introduction
Auditory environments play a crucial role in defining the functional organization of the auditory cortex. Recent studies using invasive electrophysiological recordings have demonstrated that statistical regularities in the basic acoustic properties of environmental sounds shape the neural circuitry in the primary auditory cortex of animals (Nelken, 2004; Zhang et al., 2001). Whether and to what extent neural processing in non-primary auditory cortical areas, for example those involved in phonetic-phonological processing of speech (Jacquemot et al., 2003; Jäncke et al., 2002), are similarly tuned to statistical regularities in abstract properties of complex sounds is unknown. In humans, speech constitutes the most relevant complex sound which is routinely dealt with. Thus, it can be hypothesized that the neural system underlying speech perception exploits the distributional properties of speech input to facilitate the acquisition, recognition and representation of spoken language.

The present study investigates event-related potential (ERP) correlates of auditory cortical tuning to distributional frequencies of speech sounds, i.e. phonemes, in the language environment. These distributional frequencies are typically referred to as phonotactic probabilities, where phonotactic refers to the sequential arrangement of phonemes in the syllables and words of a given language (Trask, 1996). In behavioural studies, phonotactic probability has been shown to strongly influence language processing across the lifespan. The sensitivity to phonotactic probability emerges during the first year of life, most likely between the age of 6 to 9 months (Jusczyk, 1999). Infants may use statistical relationships between neighbouring speech sounds to infer which sounds can be combined to form words, and how to segment these words from fluent speech (Saffran et al., 1996). During subsequent language development in children, high phonotactic probability leads to a faster acquisition of words (Storkel, 2001), a better recall of non-words (Gathercole et al., 1999) and a higher accuracy of non-word repetition (Coady and Aslin, 2004). In adults, phonotactic probability affects a large number of language processes, ranging from the speed and ease of spoken word recognition (Vitevitch and Luce, 1999) to listeners' metalinguistic judgments of word-likeness (Bailey and Hahn, 2001). Although these and other behavioural effects are relatively well documented (for a review see Auer and Luce, 2003), neural correlates of phonotactic probability remain largely unexplored.

An ERP measure that is particularly suited for the investigation of experience-dependent neurophysiological changes is the so-called mismatch negativity (MMN). The MMN is elicited by an infrequently occurring discriminable change (i.e. deviant stimuli) in a repetitive aspect of auditory stimulation (i.e. standard stimuli). The MMN represents an automatic change detection response indicative of experience-dependent auditory memory traces (Näätänen, 2001; Näätänen et al., 2001; Picton et al., 2000). The properties of these memory traces may be reflected by the size, latency and topographical distribution of the MMN. Interestingly, the MMN appears to be sensitive to language-specific phoneme representations (Mitterer and Blomert, 2003; Näätänen, 2001; Näätänen et al., 1997; Phillips et al., 2000; Winkler et al., 1999) and lexical representations of words (Jacobsen et al., 2004a; Pulvermüller et al., 2001). In particular, both in adults (Dehaene-Lambertz, 1997; Näätänen et al., 1997) and in infants (Cheour et al., 1998; Dehaene-Lambertz and Baillot, 1998), phonemes that are prototypical in the native language elicit
larger MMN responses as compared to phonemes that do not occur in that language but are still discriminable. Moreover, the processing of phoneme contrasts has been shown to elicit an MMN when the phoneme contrast occurs in the native language of the listener but not in case of a non-native contrast that can not be discriminated (Dehaene-Lambertz et al., 2000).

Table 1. Log-values of the frequency counts of phonemes and phoneme sequences in our non-word stimuli. Frequency counts were weighted for word frequency and based on the Celex corpus with 42 million Dutch words. [...] indicates the phoneme(s) for which counts are given, c=consonant, v=vowel. For example, the 3rd column: cv[ee]vc, gives frequency counts for /ts/, /Î”/ and /k/ respectively. The frequency counts of the single phonemes /s/, /Î”/ and /k/ in the 2nd column only include syllable-initial occurrences. "-" indicates a frequency of 0.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>notsel</td>
<td>6.50</td>
<td>5.83</td>
<td>4.32</td>
<td>4.59</td>
<td>3.99</td>
<td>-</td>
</tr>
<tr>
<td>nofrel</td>
<td>5.69</td>
<td>4.72</td>
<td>3.02</td>
<td>3.82</td>
<td>2.91</td>
<td>-</td>
</tr>
<tr>
<td>notkel</td>
<td>6.45</td>
<td>4.51</td>
<td>2.53</td>
<td>0.95</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>cv</td>
<td>[elv]</td>
<td>[ev]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>so</td>
<td>6.50</td>
<td>4.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fo</td>
<td>5.69</td>
<td>4.72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Here we employ the MMN to investigate whether the phonotactic probability of phoneme clusters influences the processing of meaningless speech. In two passive auditory oddball experiments we presented non-words with medial consonant clusters that either had a high (HPP) or a low (LPP) phonotactic probability (see Figure 1; Table 1). To minimize the effects of acoustic differences between stimuli, we used a reversed oddball design that has been shown to be suitable for studying mismatch detection at a relatively abstract level of representation (Eulitz and Lahiri, 2004). In Experiment 1, stimuli were the HPP non-word notsel and the LPP non-word notkel. In Experiment 2 we used non-words which differ in phonotactic probability but are acoustically more similar (see Figure 1 and Methods), i.e. the HPP non-word notsel and the LPP non-word nofrel. To further control for purely acoustic effects in Experiments 1 and 2 we conducted a third experiment (Experiment 3) in which we analyzed mismatch effects for /sl/ versus /Î”/ changes (as in Experiment 2) but in a neutral context. This was achieved by presenting the consonant-vowel syllables so and fo, which have a comparable phonotactic probability. MMN difference waves were derived from the ERP activity elicited by the same non-word presented as standard and deviant in separate experimental blocks. This enabled us to estimate MMN correlates of our non-words independent of variation in general ERP morphology resulting from physical stimulus characteristics. Such variation in ERP morphology is not necessarily related to change detection and may result from the partial overlap of the MMN with other ERP components, e.g. the N1, which may show different amplitude
and/or latency characteristics for different consonants (Gage et al., 1998; Obleser et al., 2003).

Enhanced MMNs in response to prototypical phonemes have been suggested to reflect language-specific phoneme traces in the auditory cortex (Naätänen, 2001). Accordingly, if distributional frequencies at the level of phoneme clusters would influence auditory cortical processing of speech sounds, we would expect enhanced MMN responses for the HPP as compared to LPP non-words in Experiments 1 and 2. Importantly, a similar enhancement is not expected for stimuli with comparable phonotactic probability (Experiment 3).

![Figure 1](image)

**Figure 1.** Waveforms (upper rows) and spectrograms (lower rows) of one exemplar stimulus for each of the non-word stimuli used in Experiment 1: notsel [notso:l] and notkel [notko:l], Experiment 2: notsel [notso:l] and notfel [notfo:l], and Experiment 3: so [sɔ] and fo [fɔ]. In Experiments 1 and 2, auditory stimulus deviation occurred around 160 ms at the onset of the stimulus medial consonant clusters /s/, /k/, /f/, and in Experiment 3 at stimulus onset.
Methods

Subjects
Thirteen undergraduate students (10 female; 2 left handed) participated in Experiment 1, 14 students (13 female; 2 left handed) in Experiment 2, and 14 students (12 female; 1 left handed) in Experiment 3. None of the subjects participated in more than one of the experiments. Subjects gave their informed consent and received course credits or payment for participation. Approval for the study was granted by the Ethical Committee of the Faculty of Psychology at the University of Maastricht. All subjects were native speakers of Dutch.

Stimuli and Task
In Experiments 1 and 2, stimuli were pairs of bisyllabic non-words, one with high and the other with low phonotactic probability (HPP and LPP). The non-words were phonotactically legal in Dutch and the stress was on the first syllable, the default stress in Dutch. Table 1 gives the phonotactic probabilities of our stimuli as determined by counts of phoneme sequences weighted for word frequency in the Dutch word form database (CELEX corpus, Baayen et al., 1995). In Experiments 1 and 2 the same HPP non-word was used, i.e. notsel [nɔtsəl]. The LPP non-words were notkel [nɔtkəl] in Experiment 1 and notfel [nɔtfəl] in Experiment 2. As can be seen in Table 1, the probability of the individual phonemes, that is /s/, /ɛ/ and /k/ is similar for /s/ and /k/ but much lower for /ɛ/. However, the consonant cluster /s/ has a higher phonotactic probability than /ɛ/ and /k/ (/ts/ > /tɛ/ > /tk/). The relative difference in phonotactic probability between these stimuli is further increased by the vowels /o/ and /ɛ/ that precede and follow the consonant clusters. As illustrated by the waveforms and spectrograms in Figure 1, the acoustic difference between the non-words was smaller in Experiment 2 than in Experiment 1, i.e. whereas /s/ and /ɛ/ are both fricatives with a difference in place of articulation (alveolar vs. labial), /k/ is a plosive with a velar place of articulation. No Dutch word starts with the phoneme sequence /nɔtsəl/, /nɔtkəl/ or /nɔtfəl/, or contains the phoneme sequences /nɔtsəl/, /nɔtkəl/ or /nɔtfəl/, thus making top-down lexical effects unlikely.

In Experiment 3, stimuli were the consonant-vowel syllables so [sɔ] and fo [fɔ] which, like notsel and notfel in Experiment 2, involve a syllable-initial /s/ versus /ɛ/ contrast, but with a comparable phonotactic probability (see Figure 1 and Table 1).

Stimuli were spoken by two female native Dutch speakers and recorded at a sampling rate of 44.01 kHz on a DAT recorder. We used a different female speaker for the stimuli in Experiment 1, and the same female speaker for Experiments 2 and 3. The digitized stimuli were D/A converted with a 16 bit resolution, bandpass filtered (100 Hz to 10.5 KHz), resampled at 22.05 KHz, and edited with Praat software (Boersma and Weenink, 2002). Editing included matching for loudness, by equating the maximal amplitude to 95% of the dynamic range, which resulted in equal rms amplitudes for the stimuli in each of the Experiments. In Experiment 1 and 2, stimulus length was equated to 550 ms (original range: 480 – 600 ms), and in Experiment 3 to 360 ms (original range: 345-371) using PSOLA (140 Hz - 280 Hz as extrema of the F0 contour). We carefully checked our stimuli for possible alterations in F0 after length equation and did not find any detectable changes. To minimize the likelihood that the MMN would be determined by only one or a few
particular acoustic features (Eulitz and Lahiri, 2004; Jacobsen et al., 2004b), we used four utterances of each non-word stimulus. Figure 2 illustrates that within each experiment, each set of non-word utterances showed comparable variation in pitch and intensity. In Experiments 1 and 2, auditory stimulus deviation occurred around the onset of the medial consonant clusters /ts/, /tks/, /tf/, about 160 ms after stimulus onset. The onset of stimulus deviation is approximate because we used multiple utterances of natural speech stimuli. The preceding vowel /o/ did not show systematic differences between our non-word stimuli. In Experiment 3, auditory stimulus deviation occurred at stimulus onset.

During the experiments, subjects watched a silent movie while the stimuli were presented binaurally through loudspeakers at 65 dB SPL. Stimuli were presented with an inter-stimulus interval of 650 ms. All three experiments consisted of four experimental blocks with 600 stimuli each. In two of these blocks, the HPP non-word (or neutral /so/ in Experiment 3) served as standard (84%) and the LPP non-word (or neutral /fo/ in Experiment 3) as deviant (16%). In the other two blocks, standards and deviants were reversed, i.e. the LPP non-word (or neutral /fo/) was the standard and the HPP non-word (or neutral /so/) the deviant. The order of experimental blocks was counterbalanced between subjects. In total, 1008 standards and 192 deviants were presented for each non-word.

EEG recording and analysis
EEG data were recorded (0.01 – 50 Hz, sampling rate 250 Hz) in a sound-attenuating and electrically shielded room from 30 electrode positions (Extended International 10–20 system, Nuwer et al., 1998) relative to a nose reference. Eye-movements and blinks were measured with bipolar VEOG/HEOG channels. All electrode impedance levels (EEG and EOG) were kept below 5 kΩ. The raw EEG data were corrected for vertical eye-movements (i.e. blink artefacts; Semlitsch et al., 1986). EEG data were epoched from -50 to 850 ms relative to stimulus onset, baseline corrected (50 ms pre-stimulus interval), and 1–30 Hz bandpass filtered. Epochs containing data exceeding a maximum voltage criterion of 75 µV were rejected. Standards immediately following deviants were not included in the analysis.

Statistical analyses were performed on electrodes covering the frontocentral (Fz, Cz, FC3, FC4) and centroparietal region (Pz, CP3 and CP4). Amplitude and latency measures were calculated from the ERP signal rerereferenced to the average signal of the left and right mastoids, which provides an integrated measure of the total neural activity underlying the auditory MMN (Eulitz and Lahiri, 2004; Schröger, 1998). This integrated measure of MMN activity led to identical experimental results as obtained with the plain ERP signal, but to an improved detection of MMN responses (at frontocentral electrodes) on an individual subject level.

For each experiment, we first analyzed the strength and timing of ERP activity elicited by standard and deviant stimuli using repeated-measures ANOVA with stimulus type (standard vs. deviant), phonotactic probability (HPP vs. LPP, Expts. 1, 2) / syllable (so vs. fo; Expt. 3), and electrode sites as within subjects factors. Timing of ERP responses in the MMN window was measured by determining individual peak latencies between 250-360 ms after stimulus onset (about 90-200
ms after auditory stimulus deviation) in Experiments 1 and 2, and between 90-250 ms after stimulus onset (=auditory stimulus deviation) in Experiment 3. Amplitude measures included both individual peak amplitudes and mean amplitude taken from the 50 ms window around the individual peak latency.

Mismatch effects were further examined with deviant-standard difference waveforms that were calculated for separately for each non-word (across blocks) by subtracting the ERP signal elicited its standards from that of its deviants e.g. notsel as deviant minus notsel as standard. MMN peak latency, peak amplitude and mean amplitude (50 ms window around the peak) were again determined individually for each subject. MMN parameters were tested with a repeated-measures ANOVA with phonotactic probability (HPP vs. LPP; Expts. 1, 2) / syllable (so vs. fo; Expt. 3) and electrode sites as within subjects factors, and with post-hoc t-tests. We only report results reaching significance at $p<0.05$ after Geisser-Greenhouse correction.

Figure 2. Pitch and intensity contours of the non-word stimuli used in Experiment 1: notsel and notkel, Experiment 2: notsel and notfel, and Experiment 3: so and fo. We used 4 utterances of each non-word. Within each experiment, each set of non-word utterances showed comparable variation in pitch and intensity.
Figure 3: (A) Grand average trials and

(A) Normed (low probabilistic probability)

(B) Normed (low probabilistic probability)

(C) Normed vs. Novel difference waves
**Results**

**Experiments 1 and 2: effects of phonotactic probability**

Figures 3 and 4 show the grand average ERPs (A,B) and difference waveforms (deviant-standard stimuli) (C) for non-words with a high vs. low phonotactic probability in Experiments 1 (Figure 3) and 2 (Figure 4). All non-word contrasts elicited an MMN between 100-200 ms after the onset\(^8\) of auditory stimulus deviation (Figures 3C and 4C – difference waves), with a topographical distribution that is typically reported (Figure 3C and 4C – MMN maps; Picton et al., 2000; Schröger, 1998). Crucially, in both experiments, the strength of the MMN responses followed the relative phonotactic probability of our non-word stimuli.

Amplitude and latency characteristics of ERP activity in the MMN time-window were first analyzed using a 2 (stimulus type) by 2 (phonotactic probability) by 7 (electrode sites) repeated-measures ANOVA. In Experiment 1, there were general morphological differences in ERP responses to the different non-words. Indeed, *notsel* elicited significantly stronger ERP responses than *notkel* as indicated by main effects of *phonotactic probability* for peak amplitude (*F*(1,12)= 38.1; *p*=0.000) and mean amplitude in the 50 ms window around the individual peaks (*F*(1,12)= 42.8; *p*=0.00). Conversely, in Experiment 2 ERP activity for the non-

\(^8\) this onset is approximate because we used multiple tokens of natural stimuli
words notsel and notfel did not show any significant difference in response strength. The timing of ERP responses was very similar for both notsel and notkel (Expt. 1), and notsel and notfel (Expt. 2), as indicated by the absence of significant effects of phonotactic probability for peak latency.

The main goal of the present study was to investigate whether ERP mismatch responses would be sensitive to manipulation of phonotactic probability. Thus, we further analyzed the responses reflecting stimulus mismatch. As expected, deviant stimuli elicited a significantly stronger negative ERP response than standard stimuli in both experiments (main effects of stimulus type for peak amplitude in Expt. 1: $F(1,12)=24.1; p=0.000$ and Expt. 2: $F(1,13)=14.9; p<0.005$); and for mean amplitude in Expt. 1: $F(1,12)=15.9; p<0.005$ and Expt. 2: $F(1,13)=5.8; p<0.05$). Crucially, this mismatch effect showed a significant interaction with phonotactic probability in both experiments (stimulus type-by-phonotactic probability interaction for peak amplitude in Expt. 1: $F(1,12)=9.6; p<0.01$, Expt. 2: $F(1,13)=4.6; p=0.05$; and for mean amplitude in Expt. 1: $F(1,12)=9.4; p=0.01$, Expt. 2: $F(1,13)=6.3; p<0.05$). As illustrated in Figures 3 and 4, this interaction resulted from stronger mismatch responses to the HPP non-word notsel as compared to both the LPP non-word notkel (Expt. 1) and the LPP non-word notfel (Expt. 2). Peak latency did not show any differences in Experiment 1, but showed a general delay for deviants as compared to standards in Experiment 2 (main effect of stimulus type $F(1,13)=14.0; p<0.005$).

To further test the mismatch effects, we examined within non-word differences, by subtracting the activity elicited by standards and deviants across blocks; e.g. notsel deviant minus notsel standard. Based on the observation that in all conditions, the MMN was prominent at frontocentral sites (Figures 3 and 4), we tested MMN effects using a 2 (phonotactic probability) by 4 (frontocentral electrode sites) repeated-measures ANOVA. The analysis led to main effects of phonotactic probability for MMN peak amplitude (Expt. 1: $F(1,12)=8.9; p<0.025$, Expt. 2: $F(1,13)=10.2; p<0.01$), and mean MMN amplitude (Expt. 1: $F(1,12)=8.2; p<0.025$ and Expt. 2: $F(1,13)=5.3; p<0.05$). MMN peak latency did not show any significant effect of phonotactic probability.

Figure 5 illustrates MMN amplitude and latency measures at frontal, central and parietal midline electrodes. In Experiment 1, notsel (HPP) elicited a significantly stronger MMN than notkel (LPP) at Fz ($p<0.01$), at Cz ($p<0.05$), but not at Pz ($p=0.16$), and in Experiment 2, notsel (HPP) elicited a significantly stronger MMN than notfel (LPP) at Fz ($p<0.05$), almost at Cz ($p<0.06$), but not at Pz (0.97). As for the timing of the MMN responses at these midline electrodes, peak latencies occurred around 325 ms in Experiment 1 and 338 ms in Experiment 2. Relative to auditory stimulus deviation (~160 ms after stimulus onset), these latencies correspond to ~165 and ~178 ms respectively. With the exception of a significantly longer latency for notsel (HPP) vs. notkel (LPP) at electrode Cz ($p<0.05$), MMN latencies did not show clear differences between non-words with a high vs. low phonotactic probability.
Figure 5. Mean (SEM) peak latencies and peak amplitudes of mismatch responses elicited by non-words in Experiment 1, 2 and 3. Asterisks indicate significant differences between conditions (post hoc t comparisons). Note that latency values are given relative to stimulus onset. Auditory stimulus deviation occurred at ~160 ms after stimulus onset in Experiments 1 and 2 and at stimulus onset in Experiment 3.

* P<0.05
** P<0.01
Figure 6. Grand average standard and deviant waveforms for the consonant-vowel syllables (A) so and (B) fo in Experiment 3. Like notsel and notfel in Experiment 2, these syllables involve a /s/ versus /f/ contrast, but they do not differ in phonotactic probability. (C) Deviant-standard difference waves, and topographic maps of the mismatch negativity (MMN-maps) for so and fo. Auditory stimulus deviation occurred at stimulus onset.

Experiment 3: /s/ vs. /f/ in a neutral context
To further investigate the nature of our findings in Experiments 1 and 2, we performed a third experiment in which we compared mismatch effects for a /s/- /f/ change (as in Experiment 2) with stimuli of comparable phonotactic probability: so and fo. An interpretation of the enhanced MMN response for the HPP non-word notsel versus the LPP non-word notfel observed in Experiment 2 (and notsel vs. notfel in Experiment 1) in terms of phonotactic probability, would predict such enhancement for /s/ to be disrupted by its presentation in the neutral context of Experiment 3 (i.e. no difference in phonotactic probability). Vice-versa, an interpretation of the modulation of MMN responses observed in Experiments 1 and 2 in terms of acoustic differences between the stimuli would predict a similar MMN modulation in Experiment 3. The analysis of the ERP activity elicited by standards vs. deviants of so (Fig. 6A, 6C) and fo (Fig. 6B, 6C) indicates that there is no significant difference between mismatch responses for /s/ and /f/ when phonotactic probability is controlled for, thus lending support to the first interpretation.

As in Experiment 1 and 2, both so and fo elicited a significant MMN between 100-200 ms after stimulus onset (which corresponded to stimulus mismatch), with a typical topographical distribution (Fig. 6C, compare to MMN maps in Figs. 3C and 4C). A 2 (stimulus type) by 2 (syllable) by 7 (electrode sites) repeated-measures ANOVA of amplitude and latency of ERP activity in the MMN window showed that there were no significant differences in response strength or timing of ERP
responses to so vs. fo stimuli. Importantly, however, deviant stimuli elicited significantly stronger negative ERP responses than standard stimuli, similarly for so and fo. This is indicated by significant main effects of stimulus type for peak amplitude (F(1,13)= 46.1; p<0.0001) and mean amplitude (F(1,13)= 39.7; p<0.0001) and the absence of significant stimulus type-by-syllable interactions for peak amplitude (F(1,13)= 0.77; n.s.) and mean amplitude (F(1,13)= 0.75; n.s.). Peak latency did not show any significant difference between standard and deviant responses.

As in Experiments 1 and 2, mismatch effects were further tested by calculating a difference wave for each syllable (e.g. so deviant minus so standard). Amplitude and latency characteristics were tested with a 2 (syllable) by 4 (frontocentral electrode sites) repeated-measures ANOVA. In concordance with the previous analysis, amplitude measures did not show significant main effects of syllable. However, unlike standard and deviant ERPs, the peak latency of the difference waves showed a significant effect of syllable (F(1,13)= 5.1; p<0.05). As can be seen in Figure 6C, this is due to a longer MMN peak latency for fo as compared to so. Figure 5 (lower panel) shows that at midline electrodes, the MMN peak occurred around 135 ms for so stimuli and around for 165 ms for fo stimuli. At the level of single midline electrodes, the latency difference was significant at Cz (p<0.05), but not at Fz (p=0.18) or Pz (p=0.12). Peak amplitude measured in the left panel of Figure 5 again illustrate that the results of Experiment 3 did not replicate a response enhancement for a /s/ vs. /f/ contrast in a neutral context.

Discussion
The present ERP study used a reversed oddball paradigm to investigate how the phonotactic probability of phoneme clusters influences the processing of meaningless speech. Our results revealed an enhanced MMN response to non-words with a high vs. low phonotactic probability in two separate experiments. Furthermore, a similar MMN enhancement was not found in a third acoustic control experiment in which we presented a single phoneme contrast in the context of a stimulus pair that did not differ in phonotactic probability. The present findings may thus reflect auditory cortical tuning to distributional frequencies of phoneme clusters in the language environment.

Acoustic change detection and phoneme-specific processes have been shown to contribute in parallel to the MMN elicited by speech stimuli (Näätänen, 2001). In this study the MMN was used as a neurophysiological index of a relatively high-level phonological process (as opposed to a mere acoustic process). This type of investigation necessarily requires using spectrally complex stimuli, which are not only differ in the high-level variable of interest but also in several other low-level acoustic features. These low-level features may influence amplitude and latency characteristics of the MMN (Näätänen, 2001; Picton et al., 2000). Our design and analysis ensured that the contribution of such acoustic processes was minimized (see Eulitz and Lahiri, 2004, for a similar example). First, MMN difference waves were derived from the ERP activity elicited by the same non-word presented as standard and deviant in separate experimental blocks. This provided a measure of MMN responses to HPP vs. LPP non-words unconfounded by variation in general
ERP morphology that may result from physical stimulus characteristics per se. Second, we used four utterances of each non-word stimulus so that both standard and deviant stimuli were acoustically variable (see Figure 2). Such acoustic variability is typical in natural speech and reduces the likelihood that the MMN is determined by only one or a few particular acoustic features (Jacobsen et al., 2004b). Third, across experimental blocks, the acoustic difference between standard and deviant stimuli was identical, with the only difference being the directionality of change, e.g. standard→deviant was either notsel→notkel (notsel→notfel) or notkel→notsel (notfel→notsel). It may be argued that our results actually reflect such a directionality effect, e.g. a (t)ʃ→(t)s change would elicit a different response than a (t)s→(t)ʃ change. This interpretation appears unlikely however. Non-word stimuli were acoustically more similar in Experiment 2 (notsel and notfel) than in Experiment 1 (notsel and notkel; see Figure 1 and Methods). Thus, if directionality of consonant change would have caused the enhanced MMN for notsel in the context of notkel (Experiment 1), notsel would have been expected to elicit a smaller MMN in the context of notfel (Experiment 2). In contrast, notsel elicited a very similar MMN in both experiments. Moreover, an MMN enhancement for a /s/ versus /ʃ/ contrast was not shown in the context of the phonetically comparable stimuli so and fo in Experiment 3. This finding further suggests that the MMN results in Experiments 1 and 2 reflect differences in neurophysiological responses to particular phoneme combinations rather than acoustic processes at the level of single phonemes. Given the amount of nonlinearities in the auditory system and the acoustic complexity of natural speech stimuli, however, a partial contribution of 'acoustic directionality' to the observed effects cannot be excluded completely.

Visual inspection of the MMN effects in each of the three experiments also renders unlikely an interpretation of our findings in terms of individual phoneme frequencies (Figs. 3-6). Whereas the frequencies of the phonemes /ʃ/ and /k/ are relatively similar, /ʃ/ has a much lower frequency (see Table 1). Thus, if the strength of MMN effects would depend on differences in the distributional frequencies of /ʃ/, /k/, and /ʃ/ alone, we would expect a relatively similar MMN for notsel, so, and notkel, but a much smaller MMN for notfel and fo, which is clearly not the case. In sum, the present MMN results suggest enhanced neural responses to phoneme clusters that frequently occur in the speech input.

Why would a non-word with a high phonotactic probability lead to an enhanced MMN response? One possible explanation follows from Hebbian associative learning principles, that is, frequently co-occurring events lead to the formation of neural memory representations (Cruikshank and Weinberger, 1996; Polk and Farah, 1998; Pylbemuller, 2001). Previous electrophysiological studies revealed neural changes in animal primary auditory cortex dependent on the distributional frequencies of simple acoustic features (Nelken, 2004; Zhang et al., 2001). The present MMN findings suggest that the frequent exposure to certain phoneme sequences during development, i.e. those with a high phonotactic probability, may lead to enhanced auditory cortical responses and, possibly, to the formation of auditory cortical memory traces. Alternatively, our results may reflect a combination of experience-dependent phonological and basic acoustic influences related to universal principles of phonotactics. It is important to note that these two factors are not independent. Phoneme combinations that are perceptually more
distinctive and/or easier to articulate tend to occur more frequently across languages (Hume and Johnson, 2001) and may thus have a higher phonotactic probability. In order to disentangle the contribution of language-specific and universal processes, it would be interesting to compare the processing of a single set of stimuli in a cross-linguistic study with speakers of languages with different distributional properties for the relevant sounds. However, a cross-linguistic comparison of phonotactic probabilities (as opposed to phonotactic violations) would be extremely difficult, because, for example, the same phoneme typically has a different phonetic implementation in different languages (e.g. Cho and Ladefoged, 1999). Furthermore, in case comparable phoneme sequences do occur in different languages, their phonotactic probabilities tend to be similar. This is also why behavioural studies on phonotactic probability typically do not try to distinguish language-specific from universal phonotactics (e.g. Pitt and McQueen, 1998). In general, enhanced auditory cortical responses to speech stimuli with a high phonotactic probability may relate to the extensively reported behavioural finding that these stimuli are easier to acquire, recognize and memorize (see Auer and Luce, 2003).

Only a few visual studies previously investigated neural correlates of phonotactic probability (Pykkänen et al., 2002; Stockall et al., 2004). These studies used magneto-encephalography (MEG) to measure brain activity during performance of visual lexical decision tasks and found modulations of event-related responses between 200-400 ms after stimulus onset. In both studies, an MEG response around 350 ms showed an earlier latency for words and non-words with a high as compared to low phonotactic probability, indicating facilitated neural processing. Yet, it is not clear whether similar results would occur during spoken language processing because our MMN data show phonotactic probability effects between 160-200 ms.

Our ERP results suggest auditory cortical correlates of phonotactic probability, but do not provide a precise anatomical localization. Previous studies have shown that the location of the neural MMN sources depends on the nature of the auditory stimuli involved, with prominent generators located in the superior temporal cortex and in particular the planum temporale (Giard et al., 1990; Liebenthal et al., 2003; Molholm et al., 2005). A recent functional magnetic resonance imaging (fMRI) study indicated that the neural processing of language-specific phonotactic constraints involves the left superior temporal and the left anterior supramarginal gyri (Jacquemot et al., 2003). Although the present MMN findings indirectly suggest that similar auditory cortical areas may provide a neural substrate for the processing of phonotactic probabilities, further studies using different imaging techniques like fMRI will be needed to provide a more precise characterization of the underlying network of brain areas.
Conclusion
We used a reversed oddball paradigm to investigate neurophysiological correlates of phonotactic probability. We found significantly enhanced MMN responses to non-words with a high vs. low phonotactic probability suggesting auditory cortical tuning to statistical regularities of phoneme combinations in the language input. Furthermore, this finding was not replicated when we presented a single phoneme contrast in the neutral context of phonotactically comparable stimuli. These findings indicate the relevance of the language environment in shaping the neural system underlying speech perception.
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Chapter 5

Deviant neural processing of phonological regularities in dyslexic children⁹

Abstract
Developmental dyslexia is strongly associated with a phonological deficit. Yet, on-line phonological processing (in)capacities in dyslexia remain relatively unexplored. Here we use a neurophysiological response sensitive to experience-dependent auditory memory traces, i.e. the mismatch negativity (MMN), to investigate implicit phonological processing of natural speech in dyslexic and normally reading children. In a modified passive oddball design that minimizes the contribution of acoustic processes, we presented non-words that differed by the degree of phonotactic probability, i.e. the distributional frequency of phoneme combinations in a given language. Our results showed comparable acoustic-phonetic processing of stimulus differences in both children groups. Furthermore, in normal readers the strength of auditory cortical responses followed the distributional frequencies of phoneme clusters, i.e. the non-word with high phonotactic probability (notsel) elicited a significantly larger MMN than the non-word with low phonotactic probability (notkel). In contrast, dyslexic children did not show this sensitivity to phonotactic probability. Children’s neurophysiological sensitivity to phonotactic probability correlated with behavioural measures of their phonological skills. These findings indicate that the phonological problems often reported in dyslexia may already start at the implicit phonetic-phonological processing of speech.

⁹ This chapter is based on Bonte, M.L., Poelmans H. and Blomert L. Deviant implicit phonological processing of speech in dyslexic children as indicated by event-related potentials. Submitted.
Introduction

The efficient processing and representation of speech sounds, i.e., phonological skills, constitutes a common bottleneck to fluent reading (National Research Council, 1998). In particular, numerous studies indicate that the failure to adequately develop these phonological skills may underlie reading problems such as experienced in developmental dyslexia (Snowling, 2000). Developmental dyslexia is a specific reading disorder that is characterized by difficulties in reading and/or spelling that are unexpected in relation to age and other cognitive abilities (Reid Lyon, 1995). It affects a relatively large percentage of the population with prevalence estimates ranging from 3-10% (Pennington, 1990). A recent nationwide study of an elementary school population in The Netherlands estimated a prevalence of reading and/or spelling problems of 8.8%, of which 40% were dyslexic (Blomert, 2003). Poor phonological skills form a core deficit in dyslexia, although they may sometimes be accompanied by additional sensory deficits in the auditory, visual and/or motor domains (Nicolson et al., 2001; Ramus et al., 2003; Stein and Walsh, 1997).

Phonological difficulties are apparent from dyslexics' poor behavioural performance on phonological tasks involving e.g., phonological awareness (e.g., phoneme deletion, rhyme judgments) or verbal memory (Howes et al., 1999; O'Neill and Douglas, 1991; Tijms, 2004). Furthermore, during performance of such tasks dyslexics show abnormal patterns of brain activation, with a typical dysfunction in left temporo-parietal regions as revealed by hemodynamic brain imaging studies, and neural time course differences as shown by studies using electroencephalography (EEG) or magnetoencephalography (MEG) (for reviews see McCandliss and Noble, 2003; Temple, 2002). These deviant brain responses in dyslexics reflect their difficulties with explicit phonological tasks. However, explicit phonological tasks entail processing demands over and above language processes, for example, high attention and memory loads. Moreover, task-related cognitive requirements may alter the way in which phonological information is usually processed under normal perceptual conditions (Bonte and Blomert, 2004, chapter 3; Hickok and Poeppel, 2004). As a consequence, explicit phonological tasks may not be sensitive to subtle underlying anomalies in the phonological processing of speech.

Event-related potential (ERP) measures of implicit phonological processing are particularly suited to explore on-line phonological processing (in)capacities in dyslexic children. A recent investigation of phonological priming effects on ERP responses to spoken words and non-words revealed selective processing anomalies in dyslexics at a prelexical phonetic-phonological level, along with normal processing at a phonological-lexical level (Bonte and Blomert, 2004, chapter 3). The present study utilizes ERP correlates of implicit processing of phonological regularities in speech to further investigate these phonetic-phonological anomalies. We focus on a phonological regularity that influences the earliest stages of spoken language acquisition (Jusczyk, 1999; Saffran et al., 1996) and continues to influence speech processing across the life-span (Auer and Luce, 2003), i.e., phonotactic probability. Phonotactic probability corresponds to the distributional frequency of phonemes and phoneme sequences in the syllables and words of a given language (Trask, 1996). During normal development, the neural system
underlying speech perception may become finely tuned to these distributional properties of the language input which thereby facilitate the acquisition, recognition and representation of spoken language (Auer and Luce, 2003).

In the present study, we employed an automatic ERP response associated with mnemonic functions of the auditory association cortex, i.e. the mismatch negativity (MMN) (Näätänen, 2001; Näätänen et al., 2001; Picton et al., 2000). The MMN response is automatically elicited by any discriminable change (i.e. infrequent deviant stimuli) in a repetitive aspect of auditory stimulation (i.e. frequent standard stimuli). The size, latency and topographical distribution of this automatic change detection response may reflect the properties of auditory and/or phonemic memory traces activated by the standard and deviant stimuli (Näätänen et al., 2001; Winkler et al., 1999). Enhanced MMN responses to phonemes that are prototypical in the perceiver's native language have been suggested to reflect the existence of permanent phoneme traces in the auditory cortex of adults (Dehaene-Lambertz, 1997; Näätänen, 1997; Näätänen et al., 2001) and infants (Cheour et al., 1998; Dhaene-Lambertz and Baillet, 1998). Similarly, we found stronger MMN responses to non-words with a high phonotactic probability than non-words with a low phonotactic probability (Chapter 4), suggesting auditory cortical sensitivity to statistical regularities of phoneme combinations.

Here we used a passive oddball paradigm that was specifically constructed to minimize the contribution of acoustic processes and to study mismatch detection at a relatively abstract, phonological, level of representation (Eulitz and Lahir, 2004; Chapter 4). Non-words with a high (notsel) or a low (notke) phonotactic probability were both presented as standards and deviants in a reversed oddball design. This non-word pair was selected because it involves a clear phonetic contrast (/s/ fricative vs. /k/ stop consonant) for which no auditory discrimination problems have been reported in dyslexics (Adlard and Hazan, 1998; Mody et al., 1997). MMN difference waves were derived from the ERP activity elicited by the same non-word presented as standard and deviant in separate experimental blocks. This enabled us to estimate auditory cortical (MMN) correlates of variation in phonotactic probability independent of differences in ERP morphology due to acoustic-phonetic stimulus differences per se. Importantly, our experimental design allowed us to study both these more general differences in ERP morphology due to auditory stimulation and specific phonological MMN effects.

The clear phonetic contrast between our stimuli was expected to similarly influence general ERP morphology in normal readers and dyslexics. Furthermore, we expected a similar sensitivity to phonotactic probability in normally reading children as previously found in adults, i.e. enhanced MMN responses to non-words with a high vs. low phonotactic probability (Chapter 4). The presence or absence of comparable MMN effects in dyslexic children may indicate whether their phonological processing difficulties already occur during the neural processing of phonological regularities in speech.
Table 1. Descriptive data for normal readers and dyslexics.
Dyslexic children were on average 1.3 year older than normal readers. All subjects had normal or above normal IQ scores. On the reading tests, dyslexics performed significantly worse than normal readers, who scored at an age-appropriate level. Dyslexics and normal readers did not differ in vocabulary skills. Performance on the phoneme deletion test showed that all dyslexics suffered from phonological problems.

<table>
<thead>
<tr>
<th></th>
<th>Normal readers (n=14)</th>
<th>Dyslexics (n=12)</th>
<th>Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>8.2 (7.1 - 9.5)</td>
<td>9.5 (8.1 - 11.3)</td>
<td>t=3.6  P&lt;0.005</td>
</tr>
<tr>
<td>IQ</td>
<td>109 (90 - 130)</td>
<td>106 (90 - 126)</td>
<td>t=0.7    n.s.</td>
</tr>
<tr>
<td>Word reading(^a)</td>
<td>6.1 (1.8)</td>
<td>2.6 (2.1)</td>
<td>t=4.6  P&lt;0.001</td>
</tr>
<tr>
<td>Non-word reading(^b)</td>
<td>5.9 (1.5)</td>
<td>3.0 (1.7)</td>
<td>t=4.7  P&lt;0.001</td>
</tr>
<tr>
<td>Vocabulary(^c)</td>
<td>5.8 (1.1)</td>
<td>6.3 (1.7)</td>
<td>t=-1.0 n.s.</td>
</tr>
<tr>
<td>Phoneme deletion(^b)</td>
<td>88 % (8%)</td>
<td>78 % (15%)</td>
<td>t=2.1  P&lt;0.05</td>
</tr>
</tbody>
</table>

IQ scores (mean(range)) and performance on language tests (mean (SD)).
\(^a\) Age-appropriate norms (standardized scale; mean = 5, SD = 2)
\(^b\) Percentage correct, max=28 items

Materials and Methods

Subjects
30 subjects (15 dyslexics, 15 normal readers) participated in the present study. Data of 26 subjects were included in the analysis, including 12 dyslexics (5 f, mean age: 9.5 ± 1.1 years) and 14 normal readers (9 f; mean age: 8.2 ± 0.7 years). Data of 3 dyslexics and 1 normal reader were discarded due to excessive movement artefacts.

All children were given a present for participation. Informed consent was obtained from the parents of the children. Approval for the study was granted by the Ethical Committee of the Faculty of Psychology at the University of Maastricht. Dyslexic children were recruited from the Regional Institute of Dyslexia (RID), which is one of the major specialized dyslexia institutes in The Netherlands. Prior to the present study, they were diagnosed as dyslexic after an extensive cognitive psycho-diagnostic procedure by the RID. This testing procedure also included an intelligence test (WISC-R, Dutch version, WISC-R project group, 1986), the results of which were used in the present study. Normal readers were recruited from local schools, and were judged by their school teachers to be average or above average in academic achievement.

All subjects were native Dutch speakers. As assessed with Annett’s Handedness Questionnaire (Annett, 1979), 3 dyslexics were left-handed and all other subjects right-handed. All parents of children reported the absence of any history of hearing loss. Subject characteristics and results of behavioural tests are given in Table 1. IQ was measured with the Raven Colored Progressive Matrices (Raven et al., 1998) in normal readers, and the WISC-R (WISC-R project group, 1986) in dyslexics. Both dyslexics and normal readers performed standardized language tests, including two reading tests, the Een-minuut-leestest (one-minute-reading test, Brus et al., 1999) and a non-word reading test (Van de Bos et al.,
1999), an active vocabulary test (subtest of WISC-R, WISC-R project group, 1986), and additionally, an unpublished phoneme-deletion task (devised by the RID). The phoneme deletion test asks children to delete the first phoneme of an auditorily presented word and to pronounce the remaining word.

Table 2. Frequency counts of phonemes and phoneme combinations in our non-word stimuli (log-transformed). Frequency counts were weighted for word frequency and based on the CELEX corpus with 42 million Dutch words [4]. [.] indicates the phoneme(s) for which counts are given, c=consonant, v=vowel. For example, the 3rd column: cv[ce]vc, gives frequency counts for /ts/ and /tk/ respectively. The frequency counts of the single phonemes /s/ and /k/ in the 2nd column only include syllable-initial occurrences. "-" indicates a frequency of 0.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>notsel</td>
<td>6.50</td>
<td>5.83</td>
<td>4.32</td>
<td>4.59</td>
<td>3.99</td>
<td>-</td>
</tr>
<tr>
<td>notkel</td>
<td>6.45</td>
<td>4.51</td>
<td>2.53</td>
<td>0.95</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Stimuli and Task
Stimuli were two bisyllabic non-words, one with high phonotactic probability (HPP: notsel [nɔtsəl]), and the other with low phonotactic probability (LPP: notkel [nɔtkəl]). Table 2 gives the phonotactic probabilities of our stimuli as determined by counts of phoneme sequences weighted for word frequency in a Dutch word form database (CELEX corpus, Baayen et al., 1995). As can be seen in Table 2, the probabilities of the individual phonemes, that is /s/ and /k/ alone, are similar. However, the consonant cluster /ts/ has a higher phonotactic probability than /tk/. The relative difference in phonotactic probability between the stimuli is further increased by the vowels /o/ and /e/ that precede and follow the consonant clusters. Importantly, no Dutch word starts with the phoneme sequence /nts/ or /nok/, thus making top-down lexical effects unlikely. Both non-words have a strong-weak metrical stress pattern.

Stimuli were spoken by a female native Dutch speaker and recorded at a sampling rate of 44.01 kHz on a DAT recorder. The digitized stimuli were D/A converted with a 16 bit resolution, bandpass filtered (100 Hz to 10.5 KHz), resampled at 22.05 KHz, and edited with Praat software (Boersma and Weenink, 2002). Editing included matching for loudness, i.e. equating the maximal amplitude to 95% of the dynamic range, and equating stimulus length to 550 ms (original range: 480 – 600 ms) using PSOLA (140 Hz - 280 Hz as extrema of the F0 contour). We used 4 utterances of each non-word stimulus. Figure 1 illustrates that both sets of non-word utterances showed comparable variation in pitch and intensity. Auditory stimulus deviation occurred around 160 ms at the onset of the stimulus medial consonant clusters /ts/ and /tk/.

During the experiment, children watched a silent movie while the stimuli were presented binaurally through loudspeakers at 65 dB SPL. Stimuli were presented with an inter-stimulus interval of 650 ms. There were 4 experimental blocks with 600 stimuli each. In 2 of these blocks, the HPP non-word served as standard (84%) and the LPP non-word as deviant (16%), in the other 2 blocks standards and
deviants were reversed, i.e. the LPP non-word was the standard and the HPP non-word the deviant. The order of experimental blocks was counterbalanced between subjects. In total, 1008 standards and 192 deviants were presented for each non-word.

![Intensities and Pitch](image)

**Figure 1.** Stimuli: Pitch and intensity contours of the non-word stimuli used in the Experiment: *notsel* [notsel] and *notkel* [notkel], which have a high vs. low phonotactic probability. We used 4 utterances of each non-word.

### EEG recording and analysis

EEG data were recorded in a sound-attenuating and electrically shielded room (0.01 – 50 Hz, sampling rate 250 Hz) from 30 electrode positions (Extended International 10–20 system, Nuwer et al., 1998) relative to a nose reference. Eye-movements and blinks were measured with bipolar VEOG/HEOG channels. All electrode impedance levels (EEG and EOG) were kept below 5 kΩ. The raw EEG data were corrected for blink artefacts (Semlitsch et al., 1986). EEG data were epoched from -50 to 850 ms relative to stimulus onset, baseline corrected (50 ms pre-stimulus interval), and 1–30 Hz bandpass filtered. Epochs containing data exceeding a maximum voltage criterion of 100 µV were rejected. Standards immediately following deviants were not included in the analysis. The mean (SD) number of accepted epochs in normal readers and dyslexics were respectively, 163 (16) and 169 (10) for HPP deviants, 158 (21) and 167 (9) for LPP deviants, 673 (72) and 701 (50) for HPP standards and 684 (69) and 713 (44) for LPP standards.

Statistical analyses were performed on the central electrode Cz, where MMN responses were clearly detectable. We first analyzed the strength and timing of ERP activity elicited by the standard and deviant non-word stimuli using repeated-measures ANOVA with stimulus type (standard vs. deviant) and phonotactic probability (HPP vs. LPP) as within subjects factors and group (normal readers vs. dyslexics) as between subjects factor. Timing of ERP responses was measured by determining individual peak latencies in the 250-350 window ("N2") and 450-550
window ("N4"). Amplitude measures included both individual peak amplitudes and mean amplitude taken from the 50 ms window around the mean peak latency.

Mismatch effects were further examined on deviant-standard difference waveforms that were calculated separately for each non-word by subtracting the ERP signal elicited by its standards from that of its deviants; e.g. notsel deviant minus notsel standard. From these difference waves we calculated timing and amplitude parameters of mismatch responses that were tested using repeated-measures ANOVA with phonotactic probability (HPP vs. LPP) as within subjects factor and group (normal readers vs. dyslexics) as between subjects factor. MMN peak latency was determined for each individual subject in the time window between 360-610 ms after stimulus onset (~200-450 after auditory stimulus deviation). MMN amplitude measures included both individual peak amplitude and mean amplitude taken from the 50 ms window around the individual MMN peak latencies. To investigate correlations between MMN measures and language skills, age and IQ, we computed Pearson’s correlation coefficients.

Results

ERP morphology

Figure 2A illustrates the mean time course of ERP activity elicited by the non-words notsel (HPP) and notkel (LPP). Non-words elicited a very similar sequence of activity in normal readers and dyslexics, which was characterized by a broad positivity peaking around 160 ms followed by two negative responses peaking around 290 and 510 ms after stimulus onset. We will refer to these negativities as N2 and N4.

Figure 2B shows the mean difference waves of the ERP activity evoked by the two non-words (notsel - notkel), indicating that there was stronger activation for notsel than notkel in the N2 and N4 windows. The time course and amplitudes of these stimulus related differences were very similar in normal readers and dyslexics. Figure 2A shows the topographic distribution of t-values (notsel - notkel) for these N2 and N4 amplitude differences. In both groups, the notsel-notkel differences were characterized by a broadly distributed negativity in the N2 window, and a more anterior negativity in the N4 window.

Amplitude and latency characteristics of the N2 and N4 responses were analyzed at electrode Cz using a 2 (stimulus type) x 2 (phonotactic probability) repeated-measures ANOVA with subject group as between subjects factor. In both normal readers and dyslexics, notsel elicited significantly stronger N2 and N4 responses than notkel as indicated by main effects of phonotactic probability for the peak amplitudes of the N2 (F(1,24)=9.0, P<0.01) and the N4 (F(1,24)=5.5, P<0.05). The same analysis of mean amplitude in 50 ms time windows around the N2 (265-315 ms) and N4 (485-535 ms) peaks corroborated these findings (main effects of phonotactic probability F(1,24)=16.8, P<0.001 and F(1,24)=9.5, P=0.005). The peak latencies of the N2 and N4 were very similar for both non-words and both subject groups and did not show any significant effects.
Figure 2. ERP activity elicited by the non-word stimuli used in the present Experiment, notsel and notkel, for both normal readers and dyslexics. (A) Grand average ERPs elicited by both non-word stimuli and statistical maps indicating stimulus differences (t-statistics: notsel – notkel). (B) ERP difference waves (notsel – notkel) indicating enhanced ERP responses for notsel vs. notkel in both subject groups. Note that auditory stimulus deviation occurred ~160 ms after stimulus onset.
Figure 3. ERP activity elicited by standard and deviant stimuli for both normal readers and dyslexics. 
(A) Grand average ERPs elicited by standard and deviant stimuli and statistical maps indicating mismatch effects for HPP (t-statistic: notsel deviant – notsel standard) and LPP (t-statistic: notkel deviant – notkel standard) non-words. (B) ERP difference waveforms of normal readers and dyslexics for HPP (notsel deviant – notsel standard) and LPP (notkel deviant – notkel standard) non-words. Note that auditory stimulus deviation occurred ~160 ms after stimulus onset.
Table 3. Mean (SEM) latency and amplitude characteristics of MMN activity in normal readers and dyslexics. Peak latency, peak amplitude and mean amplitude (50 ms window around the peak latency) were determined individually for each subject.

<table>
<thead>
<tr>
<th></th>
<th>Peak latency (ms)</th>
<th>Peak amplitude (μV)</th>
<th>Mean amplitude (μV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal readers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Notsel (HPP)</td>
<td>501 ± 16</td>
<td>-2.42 ± 0.29</td>
<td>-1.90 ± 0.28</td>
</tr>
<tr>
<td>Notkel (LPP)</td>
<td>511 ± 17</td>
<td>-1.45 ± 0.31</td>
<td>-0.86 ± 0.30</td>
</tr>
<tr>
<td>t (df=13)</td>
<td>-0.5</td>
<td>-2.3 *</td>
<td>-2.3 *</td>
</tr>
<tr>
<td>Dyslexics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Notsel (HPP)</td>
<td>490 ± 20</td>
<td>-1.73 ± 0.23</td>
<td>-1.10 ± 0.20</td>
</tr>
<tr>
<td>Notkel (LPP)</td>
<td>503 ± 19</td>
<td>-2.16 ± 0.30</td>
<td>-1.61 ± 0.29</td>
</tr>
<tr>
<td>t (df=11)</td>
<td>-0.6</td>
<td>1.0</td>
<td>1.3</td>
</tr>
</tbody>
</table>

* P<0.05

MMN findings

The main goal of the present study was to investigate whether ERP mismatch responses to non-words with a high (HPP) vs. low (LPP) phonotactic probability would indicate a sensitivity to phonotactic probability in normally reading and dyslexic children. To get an overall impression of ERP activity elicited by standard and deviant stimuli we first analyzed N2 and N4 amplitude and latency values at Cz using a 2 (stimulus type) x 2 (phonotactic probability) repeated-measures ANOVA with subject group as between subjects factor. The N2 response did not show significant differences between standard and deviant stimuli. However, in both subject groups, deviant stimuli elicited stronger N4 responses than standard stimuli (main effects of stimulus type for N4 peak amplitude and F(1,24)=15.1, P=0.001 and mean N4 amplitude F(1,24)= 7.7, P<0.025). Furthermore, in normal readers and dyslexics this mismatch effect was differentially influenced by phonotactic probability, as indicated by stimulus type-by-phonotactic probability-by-group interactions for N4 peak amplitude F(1,24)=4.5, P<0.05, and mean N4 amplitude F(1,24)=4.3, P<0.05. These mismatch effects were further tested by examining latency and amplitude characteristics of ERP activity derived from deviant-standard difference waves.

Figure 3 shows the grand average ERPs, difference waves and statistical maps for notsel (HPP) and notkel (LPP). Difference waves and statistical maps were derived from the ERP activity elicited by the same non-word presented as standard and deviant in separate experimental blocks. This enabled us to estimate MMN correlates of HPP vs. LPP non-words independent of variation in ERP morphology resulting from physical stimulus differences. The importance of this specifically adapted design is emphasized by our finding of significantly enhanced N2 and N4 responses to notsel vs. notkel (see Figure 2). Whereas these general N2 and N4 effects were very similar in both subject groups, Figure 3 shows a strikingly different influence of phonotactic probability on mismatch responses in normal readers and dyslexics.
In normal readers, *notsel* (HPP) deviants elicited a clear MMN at ~505 ms after stimulus onset (~345 after auditory stimulus deviation) with a posterior-central distribution and a small leftward bias (Figure 3A; see also Csépe, 1995), whereas *notkel* (LPP) deviants did not lead to a distinguishable MMN effect at the group level. In contrast, dyslexics did not show a stronger MMN response to the HPP than the LPP non-word (Figure 3). In fact, at the group level, *notkel* deviants elicited a negativity around 500 ms (~340 after auditory stimulus deviation) which was broadly distributed over the scalp, whereas *notsel* deviants did not elicit a clear MMN response.

To test these effects of phonotactic probability, we performed repeated-measures ANOVAs with phonotactic probability as within and group as between subjects factor on latency and amplitude measures derived from the deviant-standard difference waves at Cz (Figure 4 and Table 3). Individual mismatch responses peaked on average at around 500 ms (~340 after auditory stimulus deviation), with no significant latency differences between *notsel* and *notkel* or subject groups. The peak latencies showed a large variability between subjects (see Table 3). Because of this latency variability and the small magnitude, the grand average difference waveforms showed no MMN activity for *notkel* in normal readers and *notsel* in dyslexics (Figure 3), whereas the individually determined peak and mean amplitudes showed negative activity in all conditions (Figure 4 and Table 3).

Analysis of MMN amplitude led to significant phonotactic probability-by-group interactions for peak amplitude ($F(1,24)=5.5$, $P<0.05$) and mean amplitude ($F(1,24)=6.3$, $P<0.025$). In normally reading children the HPP non-word *notsel* elicited a significantly stronger MMN than the LPP non-word *notkel*, as indicated by post-hoc t-tests of MMN peak amplitude ($t(1,13)=-2.3$, $P<0.05$) and MMN mean amplitude ($t(1,13)=-2.3$, $P<0.05$). However, in dyslexics, the opposite effect, a
stronger negative response to the LPP than the HPP non-word, did not reach significance (Table 3).

Table 4. Pearson's correlations between MMN difference scores (notsel – notkel) of latency, peak amplitude and mean amplitude (50 ms window around the peak latency), and age, IQ and behavioural measures for all subjects.

<table>
<thead>
<tr>
<th></th>
<th>Latency</th>
<th>Peak amplitude</th>
<th>Mean amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>0.28</td>
<td>0.29</td>
<td>0.28</td>
</tr>
<tr>
<td>IQ</td>
<td>-0.14</td>
<td>0.23</td>
<td>0.21</td>
</tr>
<tr>
<td>Word reading$^a$</td>
<td>0.04</td>
<td>-0.18</td>
<td>-0.20</td>
</tr>
<tr>
<td>Non-word reading$^a$</td>
<td>0.03</td>
<td>-0.42 *</td>
<td>-0.44 *</td>
</tr>
<tr>
<td>Vocabulary$^a$</td>
<td>0.17</td>
<td>-0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>Phoneme deletion$^b$</td>
<td>-0.26</td>
<td>-0.36 P&lt;0.07</td>
<td>-0.38 P&lt;0.06</td>
</tr>
</tbody>
</table>

$^* P<0.05$

$^a$ Age-appropriate norms (standardized scale; mean = 5, SD = 2)

$^b$ Percentage correct, max=28 items

Correlations with behavioural measures

The extent to which notsel (HPP) elicited stronger MMN activity than notkel (LPP) may reflect subjects' neurophysiological sensitivity to the phonotactic probability of phoneme sequences. To further investigate the phonological nature of this neurophysiological measure we examined whether it was correlated with subjects' phonological skills as measured with the non-word reading test (phonological decoding) and phoneme deletion test (phonological awareness). For each of the normal readers and dyslexics the sensitivity to phonotactic probability was estimated from individual difference scores (notsel-notkel) of MMN peak amplitude, mean amplitude and peak latency. We computed correlations between these individual MMN difference scores and age, IQ, word reading, non-word reading, vocabulary and phoneme deletion skills. As shown in Table 4, this analysis revealed significant correlations between MMN difference scores of peak amplitude and non-word reading ($r = -0.42$, $P<0.05$), and mean amplitude and non-word reading ($r = -0.44$, $P<0.05$). Additionally, both peak and mean amplitude measures tended to correlate with performance on the phoneme deletion test ($r = -0.36$, $P=0.07$ and $r = -0.38$, $P=0.06$). As indicated by these negative correlations, children with better phonological skills showed a larger MMN enhancement for notsel (HPP) as compared to notkel (LPP). There were no significant correlations between MMN difference scores and any of the other behavioural measures, age or IQ.
Discussion

We investigated implicit phonological processing of meaningless speech in normally reading and dyslexic children by comparing ERP mismatch responses to non-words with a high (HPP) vs. low (LPP) phonotactic probability, i.e. *notsel* and *notkel*. Both non-words elicited a comparable sequence of ERP responses in normal readers and dyslexics. Furthermore, both subject groups showed similarly enhanced ERP responses to *notsel* as compared to *notkel* stimuli. The analysis of ERP mismatch responses for HPP (notsel deviant – notsel standard) vs. LPP (notkel deviant – notkel standard) non-words indicated a clearly enhanced MMN response for the HPP non-word in normally reading children, analogous to our findings in adults (see chapter 4). In contrast, ERP activity of dyslexic children did not reflect this sensitivity to phonotactic probability, supporting the idea that their phonological difficulties involve the implicit phonetic-phonological processing of speech (Bonte and Blomert, 2004). Furthermore, our neurophysiological measure of subjects’ sensitivity to variations in phonotactic probability (notsel-notkel difference scores of MMN amplitude) correlated significantly with behavioural measures of phonological skills. That is, children with better phonological decoding skills (non-word reading) showed a larger MMN enhancement for *notsel* (HPP) as compared to *notkel* (LPP).

The general sequence of ERP activity elicited by non-words was similar in normal readers and dyslexics and was characterized by a broad positivity peaking around 160 ms, followed by two negative responses peaking around 290 (“N2”) and 510 ms (“N4”) after stimulus onset. The broad positivity and the first negativity “N2” resemble the P1-N2 (sometimes called P1-N250) complex which dominates the auditory obligatory ERPs in children up to about 10 years of age (Brunaud and Gomot, 1998; Ceponiene et al., 2002; Csepe, 1995; Takeshita et al., 2002). ERP activity in the P1-N2 window shows substantial structural and functional changes with age and probably reflects auditory sensory processing until efficient adult cortical networks are established (Ceponiene et al., 2002; Takeshita et al., 2002). Activity in the “N4” window, in which also the MN responses occurred, probably reflects continued processing of complex natural speech stimuli like the bisyllabic non-words used in the present experiment. Importantly, morphological differences in ERP activity elicited by our two non-word stimuli, i.e. stronger N2 and N4 responses for *notsel* than *notkel*, were identical in both subject groups, indicating a comparable neurophysiological processing of acoustic-phonetic stimulus differences in normal readers and dyslexics.

The present study specifically investigated the influence of phonotactic probability on MMN activity elicited by HPP vs. LPP non-words in normally reading and dyslexic children. In the following paragraphs we will discuss our MMN design and MMN findings in each of the subject groups. The MMN elicited by speech stimuli has been shown to reflect both acoustic change detection and phoneme-specific processes (Naätänen, 2001; Winkler et al., 1999). Because we aimed to study the neural correlates of a relatively high-level phonological process, we used a reversed MMN design, in which the contribution of acoustic processes is minimized (Eulitz and Lahiri, 2004; Chapter 4). First, MMN difference waves were derived from the ERP activity elicited by the same non-word presented as standard and deviant in separate experimental blocks. This provided a measure of MMN...
responses to HPP vs. LPP non-words independent of variation in ERP morphology that resulted from physical stimulus differences per se, i.e. enhanced ERP responses to notsel vs. notkel. Second, we used four utterances of each non-word stimulus so that both standard and deviant stimuli were acoustically variable (Figure 1). Such acoustic variability is typical in natural speech perception and reduces the likelihood that the MMN is determined by only one or a few particular acoustic features (Jacobsen et al., 2004). Third, across experimental blocks, the acoustic difference between standard and deviant stimuli was identical, with the only difference being the directionality of change, i.e. standard→deviant was either notsel→notkel or notkel→notsel. It is unlikely that our MMN findings can be fully explained by such a directionality effect. First, in a previous study, comparable MMN effects were found for the HPP vs. LPP non-word pair notsel-notkel and the acoustically more similar HPP vs. LPP non-word pair notsel-notfel (Chapter 4). If directionality of consonant change would have caused the enhanced MMN for notsel in the context of notkel, a smaller MMN would have been expected for notsel in the context of notfel. Moreover, an MMN enhancement was not observed in a third acoustic control experiment with stimuli having comparable phonotactic probability (so-fa). Second, it would be difficult to explain why dyslexic children would show a different acoustic directionality effect than normal readers but similar N2-N4 response enhancements to notsel vs. notkel stimuli. Given the amount of nonlinearities in the auditory system and the acoustic complexity of natural speech stimuli, however, a partial contribution of 'acoustic directionality' to the observed effect cannot be excluded completely. The phonological nature of our MMN findings was supported by the correlation between our neuropsychological measure of phonotactic probability and behavioural measures of subjects' phonological skills.

In normally reading children, notsel (HPP) elicited a clear MMN response around 340 ms after auditory stimulus deviation with a posterior-central distribution over the scalp, and a small leftward bias. In contrast, notkel (LPP) did not lead to a clear MMN effect. In our previous study we found a similarly enhanced MMN for a HPP non-words in adults (Chapter 4). These mismatch responses thus indicate comparable functional properties in normally reading children and adults and may suggest similar auditory cortical tuning to distributional frequencies of phoneme sequences in the speech input.

Consistent with previous developmental ERP investigations (e.g. Martin et al., 2003; Shafer et al., 2000, but see Ponton et al., 2000), the MMN effect in children was delayed as compared to that of adults, with mean peak latencies for both groups at respectively 340 and 165 ms. A latency delay of ~175 ms in 8-10 yr old children is larger than the delays typically reported for simple tone stimuli (Martin et al., 2003; Shafer et al., 2000). This increased delay probably relates to the complexity of our speech stimuli and is also consistent with previous findings indicating that CV-syllables elicit an MMN response at about ~350 ms in ~9.5 year old children (Csépe, 1995). The topographical distribution of the MMN response in normally reading children is more posterior than the fronto-central distribution typically reported for simple sound features in adults (Picton et al., 2000; Schröger, 1998). But different, e.g. more posterior, distributions have been also reported for the
MMN in response to complex auditory (language) stimuli in adults (Gomes et al., 1997; Chapter 4) and in 8-10 year old children (Csépe, 1995).

Crucially, ERP difference waves of dyslexic children did not indicate the same sensitivity to phonotactic probability. Previously reported MMN results with dyslexic adults are variable and partly contradictory. Diminished MMN responses have been reported for e.g. speech but not tone stimuli (Schulte-Körne et al., 2001), complex tone patterns (Kujala et al., 2000; Kujala et al., 2003) pitch changes but not duration changes of tones (Baldeweg et al., 1999) and pitch changes in the left but not the right auditory cortex (Renvall and Hari, 2003). Furthermore, dyslexic adolescents were found to have diminished MMN responses to speech but not to tone stimuli (Schulte-Körne et al., 1998). Our findings indicated anomalous phonological change detection responses in dyslexic children for a phoneme contrast that may be assumed to be normally processed at an acoustic-phonetic level (i.e. similarly enhanced N2-N4 responses to notsel vs. notkel stimuli in dyslexics and normal readers). These results support the hypothesis that developmental dyslexia involves a phonological deficit that may not be reducible to a low-level auditory/sensory deficit (Kronbichler et al., 2002; Ramus et al., 2003). In particular, they suggest that the phonological deficit involves an anomaly in implicit statistical learning and/or representation of the distributional frequencies of phoneme sequences in the language input. An interesting question for future studies would be whether this potential anomaly in implicit processing of phonological regularities specifically applies to phoneme sequences involving consonant clusters, or also to consonant-vowel clusters or single phonemes.

Conclusion
We used a reversed oddball design to investigate on-line phonological processing (in)capacities in dyslexic and normally reading children. Our findings suggest different levels of normal vs. anomalous speech processing in dyslexia. Non-words elicited a pattern of ERP activity that indicated normal acoustic processing of the phoneme contrast used in the present study (/ts/ vs. /tk/). However, ERP mismatch results indicated a strikingly different influence of phonotactic probability on the processing of these phoneme clusters. MMN responses of normal readers replicated results of adults (Chapter 4), and indicate auditory cortical tuning to statistical regularities of phoneme sequences. In contrast, MMN results of dyslexic subjects did not show the same neurophysiological sensitivity to variations in phonotactic probability. These findings indicate that the phonological problems often reported in dyslexia may already start at the implicit phonetic-phonological processing of speech.
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Chapter 6

Time course of top-down and bottom-up influences on syllable processing in the auditory cortex

Abstract

In speech perception, extraction of meaning from complex streams of sounds is surprisingly fast and efficient. By tracking the neural time course of syllable processing with magnetoencephalography we show that this continuous construction of meaning-based representations is aided by both top-down (context-based) expectations and bottom-up (acoustic-phonetic) cues in the speech signal. Syllables elicited a sustained response at 200-600 ms ('N400m') which became most similar to that evoked by words when the expectation for meaningful speech was increased by presenting the syllables among words and sentences or using sentence-initial syllables. This word-like cortical processing of meaningless syllables emerged at the build-up of the N400m response, 200-300 ms after speech onset, during the transition from perceptual to lexical-semantic analysis. These findings show that the efficiency of meaning-based analysis of speech is subserved by a cortical system finely tuned to lexically relevant acoustic-phonetic and contextual cues.

---

10 This chapter is based on Bonte, M., Parviainen, T., Hytönen, K., and Salmelin, R (2005). Time course of top-down and bottom-up influences on syllable processing in the auditory cortex. Cerebral Cortex, in press.
Introduction
The brain system underlying spoken language comprehension is exposed to a continuously changing stream of speech sounds from which meaning must be extracted. Linguistic context and acoustic-phonetic features of the speech signal provide top-down and bottom-up cues that may be used to predict incoming information, enabling the fast and automatic recognition of up to 150 words per minute in healthy adults. The present study utilizes the high temporal resolution of magnetoencephalography (MEG) to investigate the influence of lexical-semantic context (top-down information) and acoustic-phonetic cues (bottom-up information) on the time course of the neural processing of natural speech.

MEG and electroencephalography (EEG) methods have been crucial in characterizing the time course of neural systems involved in different aspects of speech processing including those related to the processing of acoustic-phonetic (Eggermont and Ponton, 2002), phonological and semantic information (Kutas and Schmitt, 2003). MEG studies have shown that acoustic-phonetic features of speech modulate activity in non-primary auditory cortex from 50-100 ms onwards, as reflected in a robust response that emerges 100 ms after sound onset and is usually referred to as the N100/N100m (Kuriki and Murase, 1989; Poeppel et al., 1996; Obleser et al., 2004; Pariyainen et al., 2005). Converging evidence from hemodynamic brain imaging studies suggests that the neural processing of acoustic-phonetic features specifically involves posterior superior temporal areas in the left hemisphere (Hickok and Poeppel, 2000; Scott and Johnsrude, 2003). The onset of language specific phonetic-phonological analysis has been estimated at about 100–200 ms. In this time window, an MEG/EEG response associated with mnemonic functions of the auditory association cortex, i.e., the mismatch negativity (MMN), indicates access to phonological categories (Phillips et al., 2000; Vihla et al., 2000), and distinct processing of native vs. non-native phonetic contrasts (Näätänen et al., 1997; Cheour et al., 1998; Winkler et al., 1999). This is approximately the level to which cortical analysis proceeds when the stimuli are small sets of synthetic vowels or consonant-vowel (CV) syllables presented in passive paradigms or using simple perceptual tasks, as has been typically the case in these previous studies of early perceptual aspects of speech processing.

Words and word-like speech stimuli further evoke a sustained activation that starts at about 200 ms after stimulus onset, reaches the maximum at about 400 ms, and lasts until 600-800 ms (Kutas and Federmeier, 2000). MEG reports based on equivalent current dipole (ECD) modelling associate this so-called N400/N400m response (Kutas and Hillyard, 1980) with activation of the superior temporal cortex, in the immediate vicinity of the auditory cortex (Helenius et al., 2002; Kuja & et al., 2004). Distributed source modelling of MEG data (Marinkovic et al., 2003) suggests that neural activity underlying the N400 response may additionally extend into (left) anterior temporal and frontal areas.

The N400 response probably reflects multiple processes, ranging from phonological analysis to lexical access and semantic processing. Facilitating factors like semantic or phonological priming tend to reduce the N400 amplitude (Van Petten et al., 1999; Dumay et al., 2001; Helenius et al., 2002; Perrin and Garcia-Larrea, 2003; Bonte and Blomert, 2004). A review of previous studies suggests a rather natural division at about 350-400 ms, around the N400 maximum, reflecting
a gradual shift from predominantly phonological to predominantly semantic processing. Evidence for initial phonological analysis and lexical access in the onset window of the N400 comes from studies using a variant of the classical N400 sentence paradigm where the final word is semantically wrong (Kutas and Hillyard, 1980) but shares its initial phonemes with the expected word. This initial phonological congruency results in a delayed onset of the semantic N400 effect (Van Petten et al., 1999; Helenius et al., 2002) or in a separate event-related response around 200-350 ms, preceding the N400 (Connolly and Phillips, 1994; Hagoort and Brown, 2000; Van den Brink et al., 2001). Furthermore, recent studies on the neural time course of spoken word recognition in dyslexies, who experience difficulties in phonological processing, have demonstrated specific abnormalities at 100-300 ms, prior to and during the onset of the N400, but not in later N400 windows (Helenius et al., 2002; Bonte and Blomert, 2004). These later windows probably reflect further lexical processing. For example, the latency of the N400 response maximum has been shown to depend on the time point at which the acoustic signal can only represent one particular word, i.e., the latency is delayed when this recognition point occurs later within the word (O'Rourke and Holcomb, 2002).

In the present MEG study we examined in detail the cortical processing of syllables in the time window from 200 to 350 ms, when the utterance is processed as speech but its lexical-semantic content has not yet been established. Our stimuli of interest were natural Finnish CV syllables, potentially meaningful, but only if followed by further speech input. We assumed that increasing the expectation for a meaningful utterance would result in an increasingly word-like sustained N400m response to these syllables. In natural speech, expectation may be built both by the linguistic context and by subtle acoustic-phonetic cues in the utterances. Here, we studied the influence of linguistic context (top-down) by varying the probability that the syllable was part of a meaningful utterance, i.e., CV syllables were presented in two different contexts, together with complete sentences and sentence-initial words (context) and as a separate sequence of syllables only (isolation). We studied the influence of acoustic-phonetic cues (bottom-up) by comparing CV syllables pronounced separately (syl) and CV syllables cut from the beginning of complete sentences (sylsent) (Figure 1). These two types of syllables contained different acoustic-phonetic cues that may signal the absence or presence of subsequent speech input.
Figure 1. Stimuli used in the study. (A) Syllables pronounced separately (syl), (B) sentence-initial syllables (sylsent), (C) words, and (D) sentences. In the complete stimulus set, two words shared the same initial syllable and two sentences the same initial word. Examples of waveforms (upper rows) and spectrograms (lower rows) are given for each syllable type.

Methods

Subjects
Ten healthy Finnish-speaking members of laboratory personnel (5 females and 5 males; 23-29 yrs, mean 25.5 yrs) took part in the study. Nine subjects were right handed, one ambidextrous. None of the subjects had a history of hearing loss or neurological abnormalities. Informed consent was obtained from all subjects, in agreement with the prior approval of the Helsinki and Uusimaa Ethics Committee.

Stimuli
Stimuli were 31 meaningless Finnish consonant-vowel (CV) syllables, e.g., “ki”, 62 monomorphemic bisyllabic words (CVCV) starting with the same set of syllables, e.g., “kivi” (“stone”), and 124 sentences starting with the same set of words, e.g., “kivi putoaa maahan” (“The stone falls on the ground”). In the total stimulus set, two words shared the same initial CV syllable and two sentences shared the same initial word (see Figure 1). In this way, subjects would not expect one specific word or sentence upon hearing a syllable or word. We used two types of syllable stimuli. Words and one type of syllable stimuli (sylsent) were cut from the speech signal of the 124 sentences, resulting in two utterances of each word (2 x 62) and four utterances of each syllable (4 x 31). The second type of syllable stimuli (syl) consisted of the same 31 syllables pronounced separately (again 4 utterances each).

The stimuli were spoken by a male native Finnish speaker and recorded at a sampling rate of 44.01 kHz on a DAT recorder in an anechoic chamber (Acoustics Laboratory, Helsinki University of Technology). The digitized stimuli were D/A converted with a 16 bit resolution, bandpass filtered (80 Hz to 10.5 kHz) and resampled at 22.05 kHz. We used a speech waveform editor (PRAAT 4.0: Boersma and Weenink, 2002) to determine acoustic onsets and offsets of syllables, words
and sentences. For syllables and words cut from sentences, amplitude over the final 10 ms was tapered to zero to avoid acoustic transients (clicks) that would be created by a sharp cut-off. The overall sound intensity level was numerically equated across stimuli to generate equal rms values. The mean (SD) acoustical duration of syllables pronounced separately (syl) was 212 (45) ms, sentence-initial syllables (sylsent) 129 (45) ms, words 275 (48) ms, and sentences 1490 (171) ms. Stimulus length differed significantly between the two syllable types ($P < 0.001$), i.e., sylsent were on average 83 ms shorter than syl. Furthermore, mean pitch was significantly higher for sylsent = 143 (53) Hz than for syl = 124 (13) Hz ($P < 0.001$).

**Experimental design and procedure**

Bottom-up effects on syllable processing were studied by comparing the syllables pronounced separately (syl) vs sentence-initial syllables (sylsent). Top-down effects were investigated by comparing the processing of these syllables in two types of experimental blocks: in one block both syllable types were presented together with words and sentences (context) and in two blocks each syllable type was presented in isolation (isolation). In the three experimental blocks, stimuli were presented in a pseudo-random order, i.e., two consecutive stimuli were not allowed to form an existing word or sentence and there had to be at least five intervening stimuli between the repetition of identical syllables or words. In order to maintain a stable attention level across the experimental blocks, the subject's task was to repeat the previous stimulus (which could be any of the stimulus types) whenever they heard a beep signal (1 kHz tone). The beep signal occurred in 6.5 % of the trials (about once every 16 stimuli). Subject's responses were monitored on-line by the experimenter. All subjects correctly repeated the stimuli. The stimulus following a beep signal was not included in the analysis. Stimuli were presented binaurally at a comfortable listening level. The interstimulus interval (ISI) was 2 seconds for two consecutive experimental stimuli and 4 seconds after a beep signal. The total measurement time was about 40 minutes (20 min. context block and 2 x 7 min. isolation blocks). Subjects were given a short break every 5-8 minutes.

**MEG recording and data analysis**

MEG recordings were conducted in a magnetically shielded room using a Vectorview™ whole-head system (Neuromag Ltd., Helsinki, Finland). The device contains 102 triple sensor elements composed of two orthogonal planar gradiometers and one magnetometer. The signals were bandpass filtered at 0.03 - 200 Hz and digitized at 600 Hz. The raw data was stored for off-line analysis. MEG signals were averaged on-line across trials, over an interval ranging from 200 ms before until 800 ms after stimulus onset. During the measurement, horizontal and vertical eye-movements were monitored and trials with MEG or EOG signal amplitude exceeding 3000 fT/cm or ±150 μV, respectively, were discarded. At least 100 artefact-free trials were collected for each stimulus category. The averaged MEG responses were baseline corrected to the 200 ms interval immediately preceding the stimulus onset and low-pass filtered at 40 Hz.

To obtain an initial overview of the results, we calculated areal mean signals of 1) four gradiometer pairs over the left temporal lobe and 2) four gradiometer pairs over the right temporal lobe that showed the strongest response. We first
computed vector sums by squaring the MEG signals of each gradiometer pair, summing these signals together, and then calculating the square root of this sum. The areal mean signals were computed by averaging these vector sums for each area of interest (left and right temporal lobe). The areal mean signals were computed from 400 ms before to 2000 ms after stimulus onset, individually for each subject. Finally, we calculated overall group averages. Because of the way the sensor-level areal mean signals are calculated (square root of sum of squared signals) they always have a positive value (> 0).

The main analysis involved an individual estimation of the time course of neural activity in distinct brain areas using Equivalent Current Dipole (ECD) analysis (Hämäläinen et al., 1993). The ECD analysis was performed up to 800 ms after stimulus onset. An ECD represents the mean location and strength of activation in a given brain area and the orientation of current flow therein. Dipoles were localized individually for each subject using a subset of planar gradiometers that ideally covered the distinct magnetic field patterns. After ECDs had been localized they were included into a multidipole model and, keeping their orientation fixed, their amplitudes were allowed to be adjusted to achieve maximum explanation for the measured whole-head data. All dipoles included in the model could be localized reliably with goodness-of-fit values exceeding 80-90%. The final models were composed of 2-5 ECDs (mean 4). In each individual, the same set of ECDs accounted for the pattern of auditory cortical activation evoked by all stimulus categories up to and including the N400m window. The ECDs explaining the field patterns around 100 ms (N100m) and 400 ms (N400m) were very similar both in location (mean Euclidean distance = 8 mm) and orientation (mean difference in orientation = 8 degrees). In order to prevent spurious interactions between these two ECDs, both of these source areas were represented by a single ECD (at N400m) in the multidipole model.

The location of the ECDs was defined in head coordinates that were set by the nasion and two reference points anterior to the ear canals: x-axis is directed from the left (negative) to the right (positive) preauricular point, y-axis towards the nasion, and z-axis towards the vertex. Prior to the MEG measurement, the locations of four Head Position Indicator (HPI) coils attached to the subject’s head were measured with a three-dimensional digitizer (Polhemus, Colchester, VT, USA). Before each MEG session, the HPI coils were briefly energized to determine their location with respect to the MEG helmet.

For visualization purposes, the MR images of the individual subjects’ brains were transformed into that of one representative subject (elastic transformation: Schormann et al., 1996; Woods et al., 1998). The individual ECDs were transformed accordingly to display the sources in a common coordinate system.

Strength and timing of the activation in the source areas as represented by the time course of the ECDs (source waveforms) were analyzed by repeated-measures ANOVA with linguistic context (context vs. isolation) and syllable type (syllent vs. syl) as within subject factors. Hemispheric differences were tested using
Figure 2. Grand average waveforms and areal mean signals of all 10 subjects. Areal mean signals were calculated for two sets of four MEG gradiometer pairs, indicated by parallelograms, over the left (L) and right (R) temporal lobes. Syllables include both syllable types (syl and ylsent) presented in the context of words and sentences (context) and as a separate sequence of syllables only (isolation).
hemisphere (left vs. right) as an additional within subject factor; this comparison was justified by first verifying that the distance of the ECDs from the centre of the head (and the MEG sensors) did not differ between the hemispheres. Estimation of activation strength included maximum activation and area under the ascending and descending slope of the N400m response. Area measures were calculated individually for each subject and separately for each condition. In the left hemisphere, the ascending window was defined as the time window between the latency at which the ascending slope reached 25% of the maximum activation (mean 260 ms) and the latency at the maximum. In the right hemisphere, where the N400m often started directly at the N100m response, the ascending window was defined as the time window between 200 ms and the latency at the maximum. In both hemispheres, the descending window was defined as the time window between the latency at the maximum and the latency at which the descending slope reached 25% of the maximum amplitude. Latency values included latency at the maximum activation, onset latency (latency at 25 % of the maximum at the ascending slope), and the latencies at 50% of the maximum activation at the ascending and the descending slopes of the N400m.

Results

Overall effects: areal mean signals

Figure 2 displays the overall time course of MEG signals averaged across subjects. Both at the group level and in the individual subjects activity concentrated over the left and right temporal lobes. The areal mean signals in these regions of interest are plotted in the lower panel of Figure 2. All stimuli elicited a clear and comparable N100m followed by a sustained response that reached the maximum about 450 ms after stimulus onset. Sentences elicited a strong sustained activity, including a second maximum at 1100-1200 ms, which returned to the baseline at about 1750 ms after stimulus onset, i.e., on average 250 ms after sentence ending. Visual inspection of the areal mean signals elicited by the different stimuli suggested specific response characteristics and time windows of interest for further statistical testing on the time courses of activation at the source level. First, the largest experimental effects seemed to occur between 200 and 800 ms, in the time window of the sustained response. Second, the sustained response elicited by syllables, words and sentences seemed to show differences in both activation strength and timing. As expected, the sustained response was smallest and of shortest duration for syllables and was increased for words and sentences. Third, visual inspection suggested that the different stimulus conditions resulted in dissimilar patterns in the ascending vs. descending slopes of the sustained response. Fourth, in the right hemisphere the sustained activity often started directly at the N100m response, rendering the definition of an N400m response less straightforward than in the left hemisphere. The areal mean signals thus suggest hemispheric differences in stimulus processing.
**Figure 3.** Typical MEG field patterns, equivalent current dipole (ECD) localization and corresponding source waveforms in response to words (single subject). All subjects showed similar field patterns and dipole localization in the N400m window. The sources of N100m and N400m were very similar in location and orientation. The N400m source thus accounted for most of the activity in the earlier N100m window. An ECD could also be reliably determined around 200 ms in 7 subjects in the left hemisphere (L) and in 9 subjects in the right hemisphere (R). The localization of this source showed large inter-subject variability, especially in the right hemisphere.
Overall effects: field patterns and dipole models

Figure 3 shows a typical sequence of activation elicited by words in the left and right hemisphere, in one subject. There were clear dipolar field patterns at ~100, ~200 and ~400 ms. A similar sequence of MEG activity was obtained for syllables and sentences. The bilateral dipolar fields around ~100 ms (N100m) were characterized by a downward orientation of current flow perpendicular to the Sylvian fissure in both hemispheres, similarly in all subjects. ECD analysis indicated that this signal was generated by activation immediately posterior to Heschl’s gyrus.

In the left hemisphere, the N100m was followed by a field pattern at ~200 ms that typically reflected a strong posterior temporal source with the current flow oriented anteriorly and inferiorly, almost perpendicular to the direction of current flow in the N100m time window. Occasionally, the field pattern also suggested presence of a weaker inferior frontal component in this same time window, with an anterior-superior direction of current flow. In the right hemisphere, the field patterns showed more inter-subject variability in this time window but most often indicated an anterior temporal source. It was possible to localize an ECD around 200 ms in 7 subjects in the left hemisphere and in 9 subjects in the right hemisphere. A relatively large inter-subject variability in the location and orientation of these ECDs suggests that they reflected activity of a widespread network of brain areas. The corresponding source waveforms did not differentiate between stimulus conditions and are, therefore, not included in the further statistical analysis of top-down and bottom-up effects on syllable processing.

During the sustained activity peaking ~400 ms, all subjects showed clear bilateral field patterns with the current flow downward perpendicular to the Sylvian fissure (Figure 3). Figure 4 depicts the locations of the corresponding ECDs in all 10 subjects. The sources clustered around the left and right posterior superior temporal gyrus, on average 3 mm medially to the sources of the N100m (left *t*(9) = 3.9, *P* < 0.005; right *t*(9) = 2.4, *P* < 0.05) but with no systematic differences along the anterior-posterior and superior-inferior axes. The orientation of current flow in the N100m and N400m time windows was essentially identical. Accordingly, the N400m sources also explained a major part of the N100m activity (see Figure 3 and Methods). The location, orientation and time course of the sources of the sustained response suggested that it corresponded to the N400m reported in earlier MEG studies of semantic processing (e.g., Helenius et al., 2002). The N400m source waveforms for syllables, words and sentences (Figure 4) showed a pattern that was comparable to that of the areal mean signals over the left and right temporal lobes (Figure 2).
Top-down effects on syllable processing: context versus isolation

Figure 5A depicts the mean time course of activation in the left and right N100m/N400m source area when syllables cut from sentences (sylsent) and uttered separately (syl) were presented in the context of words and sentences (context) and when they were presented in isolation (isolation). The activation elicited by words is included for reference. Figure 5B shows the mean difference of the source waveforms (context-isolation) for each syllable type, indicating that there was stronger activation to syllables presented in context than isolation starting at about 200 ms and reaching the maximum at about 280 ms, similarly in both hemispheres. In the left hemisphere, this enhancement was preceded by an opposite influence of context around 100 ms, i.e., a weaker response to syllables when presented in context than isolation.

The N100m peak activation strength and latency were tested with a 2 (linguistic context) x 2 (syllable type) x 2 (hemisphere) repeated-measures ANOVA. Syllables evoked a weaker N100m response in context than isolation in the left hemisphere, but in the right hemisphere the responses were equal (Figure 6A), as indicated by significant context-by-hemisphere interaction ($F(1,9) = 6.2, P < 0.05$) and main effect of context in the left hemisphere ($F(1,9) = 8.2, P < 0.025$). The peak latency of the N100m (Figure 6A), for sylsent stimuli in the right hemisphere, was about 10 ms later in context than isolation blocks (context by syllable type ($F(1,9) = 6.0, P < 0.05$), post-hoc t-test for sylsent: context vs. isolation $t(9) = 2.9, P < 0.025$).
**Figure 5.** Top-down context effects on the mean time course of activation in the left and right N100m/N400m source area.

(A) Grand average source waveforms of sentence-initial syllables (sylsent) and syllables uttered separately (syl) when presented in the context of words and sentences (context) and in isolation (isolation). The activation elicited by words is included for reference. The horizontal bars below each graph indicate the mean length of the stimuli. (B) Mean difference of the source waveforms (context-isolation) for each syllable type.
Figure 6. Activation strength and latency characteristics of the N100m and N400m. Mean amplitude and latency values of the (A) N100m and (B) N400m are given for both syllable types (syllent and syl) in context and isolation blocks in the left and right hemisphere. Error bars represent standard error of the mean. Asterisks indicate significant differences between conditions (post hoc t comparisons).
The activation strength and latency at the N400m response maximum were determined in both hemispheres and tested with a 2 (linguistic context) x 2 (syllable type) x 2 (hemisphere) repeated-measures ANOVA. In the left hemisphere, where the N400m response was clearly separate from the preceding N100m response, it was also possible to collect the latencies at the onset, and at 50% of the peak level on the ascending (+50%) and descending (-50%) slopes; the data were tested with a 2 (linguistic context) x 2 (syllable type) repeated-measures ANOVA. As depicted in Figure 6B, syllables evoked stronger N400m activity in the left than right hemisphere (main effect of hemisphere \( F(1,9) = 5.5, P < 0.05 \)). Syllables also showed a stronger N400m response in context vs. isolation blocks (main effect of linguistic context \( F(1,9) = 10.3, P < 0.025 \)). This context effect was significant in the right hemisphere \( F(1,9) = 12.6, P < 0.01 \), with a similar trend in the left hemisphere \( F(1,9) = 3.7, P < 0.10 \).

As for the timing (Figure 6B), the N400m response in the left hemisphere started earlier and lasted longer for syllables presented in context than isolation blocks (main effect of context: onset latency \( F(1,9) = 20.2, P < 0.005 \); latency at 50% of the ascending flank \( F(1,9) = 4.9, P = 0.05 \), and at 50% of the descending flank \( F(1,9) = 11.0, P < 0.01 \)). Context did not influence the N400m peak latency in either hemisphere. The N400m response tended to reach the peak later in the left than right hemisphere \( F(1,9) = 3.3, P = 0.10 \).

We also tested the ascending and descending slopes of the N400m separately by calculating the area under each flank in the left and right hemisphere (activation times duration; see Methods). Figure 8 (context and isolation columns) illustrates that syllables evoked a stronger response when presented in context than in isolation, in both time windows and in both hemispheres (main effect of context: ascending window \( F(1,9) = 11.3, P < 0.01 \); descending window \( F(1,9) = 17.9, P < 0.005 \)).

Interestingly, in the linguistic context, but not in isolation, the MEG signal elicited by both types of syllables seemed to follow the ascending flank of the N400m elicited by words until about 300 ms (Figure 5A). In order to test this observation, we calculated the slope of the MEG signal at 200-300 ms for each individual subject. A one-way ANOVA (3 levels: words, context, isolation) in the left hemisphere revealed a significant difference between conditions \( F(1,9) = 3.3, P < 0.05 \). Post-hoc t-tests showed that the slope of the activity elicited by words was significantly different from those of syllables in isolation \( P < 0.05 \) but not from those of syllables in context \( P = 0.703 \). A similar difference in the right hemisphere did not reach significance because of larger variability.

In sum, top-down influence of linguistic context led to a stronger bilateral N400m with an additional effect on N400m latency in the left hemisphere, i.e., an earlier N400m onset and a longer duration. Strikingly, the MEG signal elicited by syllables followed the signal elicited by words along the ascending flank of the N400m only when syllables were presented in the linguistic context and not in isolation.
Figure 7. Bottom-up effects of acoustic-phonetic cues on the mean time course of activation in the left and right N100m/N400m source area.

(A) Grand average source waveforms of sentence-initial syllables (syllent) and syllables uttered separately (syl) in context and isolation blocks. The activation elicited by words is included for reference. The horizontal bars below each graph indicate the mean length of the stimuli. (B) Mean difference of the source waveforms (syllent-syl) for the context and isolation blocks.
**Bottom-up effects on syllable processing: sylsent versus syl**

Figure 7A illustrates the influence of bottom-up information by comparing the time course of the N100m/N400m source waveforms elicited by sentence-initial syllables (*sylsent*) vs. syllables pronounced separately (*syl*). The activation elicited by words is included for reference. Figure 7B shows the mean difference of the source waveforms (*sylsent-syl*) for the context and isolation blocks, again concentrating around 200-300 ms but clearly weaker than for the top-down influence (cf. Figure 5).

The N100m activation strength showed no effects of syllable type (Figure 6A, black vs. grey bars). As for timing, the right-hemisphere N100m was about 6 ms earlier to *sylsent* than *syl* stimuli but only when they were presented in isolation (context-by-syllable type interaction \(F(1,9) = 6.0, P < 0.05\), post-hoc t-test for *sylsent* vs. *syl* \(t(9) = 3.7, P = 0.005\)). The maximum strength of the N400m response (Figure 6B, black vs. grey bars) did not differ between the syllable types. However, the peak latency of the N400m was about 29 ms shorter for *sylsent* than *syl*, regardless of the context (main effect of syllable type \(F(1,9) = 5.3, P < 0.05\)). This effect was significant in the left hemisphere \(F(1,9) = 6.0, P < 0.05\) and showed a trend in the same direction in the right hemisphere \(F(1,9) = 3.3, P = 0.10\).

The separate test of area under the ascending and descending slopes of the N400m response (Figure 8, black vs. grey bars) showed that, in the left hemisphere, *sylsent* elicited a significantly stronger response than *syl* in the ascending window of the N400m, whereas no significant effect of syllable type was found in the right hemisphere (main effect of syllable type \(F(1,9) = 5.1, P < 0.05\); hemisphere-by-context-by-syllable type interaction \(F(1,9) = 4.1, P = 0.07\); main effects of syllable type in the left hemisphere \(F(1,9) = 5.2, P < 0.05\) and in the right hemisphere \(F(1,9) = 1.1\,\text{, n.s.}\). The presence of both bottom-up and top-down factors, i.e., *sylsent* in context, led to the largest, most word-like response, whereas the absence of both factors, i.e., *syl* in isolation, led to the smallest, least word-like response. When syllables were presented in the linguistic context the bottom-up effect appeared to be partly occluded by the stronger top-down effect. Responses to *sylsent* were indeed significantly larger than responses to *syl* when they were presented in isolation \(t(9) = 3.4, P < 0.01\) but not when presented in the linguistic context \(t(9) = 0.6, \text{n.s.}\).

In sum, bottom-up information of acoustic-phonetic cues in *sylsent* specifically increased neural activity during the build-up of the N400m response in the left hemisphere. Furthermore, this bottom-up modulation was strongest when syllables were presented in isolation, that is, without the additional presence of the top-down influence of linguistic context.
Discussion
We investigated neural correlates of speech comprehension by tracking the time course of MEG activation during attentive processing of potentially meaningful syllables as compared with that of words and sentences. Words evoked the expected sequence of cortical activity, characterized by two prominent MEG responses in bilateral superior temporal areas: a transient activity around 100 ms (N100m) and a sustained activity at 200-600 ms (N400m), reflecting the progression from perceptual to lexical-semantic analysis (Helenius et al., 2002; Marinovic et al., 2003). Syllables did not only elicit a clear N100m response (Kuriki and Murase, 1989; Poeppel et al., 1996; Olesker et al., 2003; Parvainen et al., 2005), but also a sustained N400m activity, albeit with a relatively reduced amplitude. The striking finding that all syllables evoked an N400m response suggests that syllable processing may proceed at a relatively abstract linguistic level when using a large number of different natural speech syllables and an active target repetition task. Crucially, in the experimental conditions in which we increased the expectation for meaningful speech (i.e., by manipulating lexical-semantic context [context vs. isolation] and acoustic-phonetic cues [sylent vs. syl]) the N400m response evoked by syllables became more similar to the N400m evoked by words. This word-like neural processing of meaningless syllables was most prominent in the ascending window of the N400m at 200-300 ms, thus supporting the view that this interval is
crucial for cognitive processes at the interface of phonological and lexical-semantic analysis (Hagoort and Brown, 2000).

The abstract linguistic nature of the sustained neural activity evoked by our syllables is further illustrated by the similarity in the timing of the N400m response to sentence-initial syllables (sylsent) and syllables pronounced separately (syl). Although stimulus length was ~83 ms shorter for sylsent than syl, the only significant latency difference was a ~29 ms earlier N400m peak latency for sylsent than syl in the left hemisphere. Tone and vowel stimuli with a duration of 150-200 ms or longer have been reported to elicit stimulus-locked sustained activity lasting for the duration of the stimulus (Hari et al., 1989; Eulitz et al., 1995). The absence of such stimulus-locked differences in the present study supports the interpretation that syllable processing proceeded beyond this type of low-level perceptual analysis of physical stimulus characteristics.

Whereas cortical activity was clearly bilateral throughout the entire time window, the N400m response was somewhat stronger in the left hemisphere. Previous MEG studies have shown a strong left lateralization of the visual N400m response (Helenius et al., 1998; Halgren et al., 2002; Marinkovic et al., 2003), and a relatively small leftward bias for the auditory N400m (Helenius et al., 2002; Marinkovic et al., 2003; Kujala et al., 2004). Our N400m results corroborate this leftward bias, and suggest an important contribution of left temporal areas during access of meaning-based representations (Scott and Johnsrude, 2003).

The present study specifically investigated top-down and bottom-up effects on the neural processing of natural speech syllables. In the following paragraphs we will discuss these effects in turn. As for the top-down effects, so far, only a few studies have investigated the effects of context on the processing of speech sounds. Most of these studies have compared speech processing during passive listening vs. active tasks (Poeppel et al., 1996; Noesselt et al., 2003; Vihla and Salmelin, 2003) or during the performance of different types of experimental tasks (Szymanski et al., 1999; Obleser et al., 2004). As a consequence, these studies examined context effects which were directly related to distinct attentional demands of the experimental tasks employed. In contrast, we examined context effects on syllable processing independent of task demands as subjects performed the same general stimulus repetition task in all experimental blocks. This allowed us to highlight that the mere presence of words and sentences substantially changes the cortical processing of meaningless syllables. Most strikingly, only in this linguistic context, the MEG signal evoked by syllables followed the signal of words along the ascending flank of the N400m until ~300 ms. This suggests that when the probability for meaningful speech is high, even meaningless syllables can trigger processes similar to those used in the construction of meaning-based representations.

Besides this specific context effect during the build-up of the N400m response, our results also indicated a more general effect of linguistic context. Syllables evoked a bilaterally enhanced N400m response when presented in the linguistic context vs. isolation. Importantly, this enhancement of the N400m response was not preceded by a similar enhancement in earlier time windows. In fact there was even some evidence for an opposite modulation of the N100m in the left hemisphere, i.e., an amplitude reduction in context vs. isolation. A context-dependent shift in the
balance between neural activation underlying perceptual and higher-level cognitive processes may underlie these findings. For example, in a lexical-semantic context, brain areas engaged in meaning-based analysis of speech may show a generally enhanced level of activation (Noesselt et al., 2003). Moreover, our N100m findings imply that context-based expectations may modulate the processing of speech already at an early perceptual level. Correspondingly, a recent EEG study reported similarly early N100 reductions to auditory speech stimuli in predictive cross-modal (auditory-visual) contexts (Wassenhove et al., 2005).

Interestingly, the bottom-up cues as present in sentence-initial syllables (syllsent) led to specifically enhanced N400m activity in the left hemisphere. This suggests that left superior temporal areas may be tuned to acoustic-phonetic cues that are relevant for lexical access. Thereby the present observations extend previous fMRI findings which have associated these areas with the prelexical processing of phonetic cues and features of phonological significance in the perceiver's native language (Jäncke et al., 2002; Jacquet et al., 2003; Gandour et al., 2004). Additionally, our results identify a specific time window in which these bottom-up cues may modulate the neural processing of speech, i.e., about 200-350 after speech onset when phonetic-phonological processes access lexical-semantic representations.

Which acoustic-phonetic cues underlie the present bottom-up effects? The two syllable types differed in several physical characteristics, with two prominent differences being a significantly shorter duration and a higher pitch for syllsent than syl. Psycholinguistic studies have shown that duration and pitch may represent lexically relevant prosodic cues (Davis et al., 2002; Salverda et al., 2003). During sentence processing, for example, syllables with longer durations have been found to bias lexical interpretations towards monosyllabic words (e.g. nam) rather than bisyllabic words (e.g. hamster) (Salverda et al., 2003). Moreover, recent findings have indicated that the neural processing of these word-level prosodic cues specifically involves the left posterior superior temporal gyrus (Brechmann and Scheich, 2005; Gandour et al., 2004). Thus, subtle cues related to segmental duration and/or pitch may have contributed to the present bottom-up effects.

Furthermore, due to the continuity of articulatory gestures during the production of speech, natural speech sounds are often co-articulated. Our syllsent stimuli were CV syllables cut from sentence-initial CVCV words (see Methods). We specifically checked that it was not possible to predict the identity of the subsequent consonant. Nevertheless, the final portion of the vowels probably contained subtle cues that anticipated articulation of the following consonant. A rich literature on speech coarticulation has shown that listeners use such anticipatory cues in a maximally efficient way to obtain the earliest possible recognition of spoken words (e.g. Warren and Marslen-Wilson, 1987; Marslen-Wilson and Warren, 1994; Dahan and Tanenhaus, 2004).

The observed left N400m enhancement to syllsent stimuli in the present study indicates that implicit knowledge about cues of anticipatory coarticulation and/or lexically relevant prosodic cues may automatically trigger neural processes involved in the access of meaning-based representations. Such an efficient use of bottom-up cues in natural speech may rely on predictive coding (see also Van Wassenhove et al., 2005). That is, based on prior knowledge about, e.g.,
phonological or semantic regularities, the speech-processing system may build on-
line predictions of auditory signals which constrain their subsequent perceptual and/or cognitive processing.

Conclusion
The processing of meaningless syllables typically does not proceed beyond prelexical perceptual analysis. In contrast, our study reveals that acoustic-phonetic cues and the presence of a lexical-semantic context trigger word-like activation in the posterior superior temporal cortex. Most importantly, our findings indicate that the cortical system subserving meaning-based analysis of speech exploits predictive bottom-up cues in natural speech and context-induced expectation, thereby suggesting a neural basis for the efficiency and the adaptive nature of speech comprehension.
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Summary

This thesis investigates neurophysiological correlates of speech processing in adults, normally reading children, and children with developmental dyslexia. It focuses on the neural time course of prelexical analysis. Brain activity was measured with electro-encephalography (EEG) or magneto-encephalography (MEG). Both are non-invasive techniques that allow the investigation of on-line information processing in the brain with millisecond precision. In the EEG studies (chapters 2-5), strength and timing of neurophysiological activity was calculated from event-related potentials (ERPs) as measured at specific locations on the scalp. In the MEG study (chapter 6) activated brain areas were modelled using equivalent current dipoles (ECDs).

The studies in this thesis provide empirical evidence for the existence of several levels of prelexical processing and/or representation in the brain. In particular, they suggest that the neural processing of speech exploits subtle acoustic-phonetic cues (chapter 6), phonetic-phonological information of word onsets (chapters 2 and 3) and phonological regularities in the sequential arrangement of phonemes (chapters 4 and 5). Furthermore, this thesis contributes to a better understanding of normal developmental changes in prelexical processing (chapters 2, 3 and 5) and prelexical processing anomalies in children with developmental dyslexia (chapters 3 and 5).

Chapter 1 provides a concise introduction to the main theoretical and methodological issues addressed in the thesis. The following experimental studies are presented in the context of ongoing developments in psycholinguistic and cognitive neuroscientific research on speech processing, language development and developmental dyslexia.

During early school years, the prelexical processing of speech may change considerably due to vocabulary growth and the acquisition of reading. Chapter 2 describes an ERP study in which such developmental changes were investigated. In two experiments, we examined ERP correlates of implicit phonological processing (alliteration priming) during spoken word recognition (auditory lexical decision task). Subjects were pre-schoolers who were not able to read yet (5-6 yr), beginning readers (7-8 yr) and adults. Developmental changes in ERP morphology and latency indicated an increase in speed and efficiency of neural processes necessary for word recognition. In addition, group differences in ERP priming effects supported the idea that the neural system subserving the recognition of spoken words undergoes substantial restructuring at the level of phonological analysis.

In a subsequent study, described in Chapter 3, we used the same experimental paradigm to investigate ERP correlates of implicit phonological processing in children with developmental dyslexia. Developmental dyslexia is a persistent difficulty in learning to read in children with otherwise normal intellectual functioning and educational opportunities. The last 25 years of research have firmly established the idea that difficulties in phonological processing play a central role in this disorder. Yet, on-line phonological processing (in)capacities in dyslexics remain virtually unexplored, as studies have typically used tasks that focus on either
phonological awareness or, at the other extreme, basic perception. To study neurophysiological correlates of implicit phonological processing, we compared ERP morphology and ERP alliteration priming effects in dyslexic and normally reading children (7-10 yr). Our results indicated that, in the absence of phonological task requirements, dyslexics exhibit selective processing anomalies at an earlier phonetic-phonological level, while processing at a later phonological-lexical level proceeds normally. Based on these findings we formulated the hypothesis that dyslexia involves a specific dysfunction in the prelexical processing of speech.

Chapters 4 and 5 investigated neurophysiological correlates of a prelexical regularity that starts to influence speech processing during early language development, i.e. the distributional frequency of speech sound (phoneme) combinations. This distributional frequency is typically called phonotactic probability, where phonotactic refers to the sequential arrangement of phonemes in the syllables and words of a given language. We employed an ERP measure sensitive to experience-dependent changes in auditory cortical responses to speech, i.e. the mismatch negativity (MMN). In a modified passive oddball paradigm that minimizes the contribution of acoustic processes, we presented pairs of non-words that differed by the degree of phonotactic probability. The results of this study revealed that auditory cortical responses to meaningless speech are modulated by phonotactic regularities of phoneme clusters, with comparable effects in normally reading adults (chapter 4) and children (chapter 5). More generally, these findings highlight the relevance of the language environment in shaping the neural system underlying the processing of speech.

In chapter 5 we further investigated the hypothesis that dyslexia involves an anomaly in the prelexical processing of speech (chapter 3). Using our phonological MMN paradigm we tested whether dyslexic children would show a neurophysiological sensitivity to phonotactic probability comparable to that of normally reading children and adults. We used non-word stimuli that involved a clear phonetic contrast (/s/ fricative vs. /k/ stop consonant) for which no auditory discrimination problems have been reported in dyslexics. Accordingly, our results showed comparable acoustic-phonetic processing of these non-words in normally reading and dyslexic children. However, dyslexic children did not show a normal sensitivity to variation in phonotactic probability. These results support and extend our previous findings (chapter 3) and indicate that the prelexical processing deficiency in dyslexic children also includes the implicit processing of phonological regularities. More specifically, this study corroborates the idea that developmental dyslexia involves a deficit in the phonetic-phonological processing of speech that may not be reducible to a low-level auditory/sensory deficit.

How is the perception of speech sounds influenced by acoustic-phonetic cues and the linguistic context in which they are presented? In chapter 6 we used MEG to investigate the influence of lexical-semantic context (top-down information) and acoustic-phonetic cues (bottom-up information) on the neural processing of meaningless, natural, speech syllables in the auditory cortex. Subjects were normally reading adults. The processing of synthetic meaningless speech sounds typically does not proceed beyond prelexical perceptual analysis. However, our MEG findings revealed that realistic acoustic-phonetic cues and the presence of a lexical-semantic context trigger word-like activation in the superior temporal
cortex. The efficiency of meaning-based analysis of speech may thus be subserved by a cortical system finely tuned to lexically relevant acoustic-phonetic and contextual cues.
Samenvatting

Dit proefschrift onderzoekt neurofysiologische maten voor spraakverwerking in volwassenen, normaal lezende kinderen, en kinderen met dyslexie. Het richt zich op het tijdsverloop van prelexicale verwerking in de hersenen. Hersenactiviteit werd gemeten met behulp van elektroencefalografie (EEG) of magneto-encefalografie (MEG). Beiden zijn non-invasieve technieken die het mogelijk maken om informatie verwerking in de hersenen op milliseconden niveau te onderzoeken. In de EEG studies (hoofdstuk 2 t/m 5), werd het tijdsverloop en de mate van neurofysiologische activiteit geschat aan de hand van event-related potentials (ERPs) gemeten op specifieke locaties op de schedel. In de MEG studie (hoofdstuk 6) werden actieve hersengebieden in kaart gebracht met behulp van equivalent current dipoles (ECDs).

De studies in dit proefschrift leveren empirisch bewijs voor het bestaan van verschillende niveau’s van prelexicale verwerking en/of representaties in de hersenen. Ze wijzen er specifiek op dat de hersenen tijdens de verwerking van spraak gebruik maken van subtiele akoestisch-fonetische cues (hoofdstuk 6). Fonetisch-fonologische informatie aan het begin van woorden (hoofdstukken 2 en 3) en fonologische regelmatigheden in de opeenvolging van fonemen (hoofdstukken 4 en 5). Bovendien draagt dit proefschrift bij aan een verbeterd inzicht in normale ontwikkelingsgerelateerde veranderingen in prelexicale verwerking (hoofdstukken 2, 3 en 5) en anomalieën in prelexicale verwerking bij kinderen met ontwikkelingsdyslexie (hoofdstukken 3 en 5).

Hoofdstuk 1 geeft een beknote inleiding in de belangrijkste theoretische en methodologische onderwerpen die in dit proefschrift aan de orde komen. De daaropvolgende experimentele studies worden besproken in de context van lopende ontwikkelingen in psycholinguïstisch en cognitief neurowetenschappelijk onderzoek naar spraakverwerking, taalontwikkeling en ontwikkelingsdyslexie.

Tijdens de eerste schooljaren zouden aanzienlijke veranderingen in de prelexicale verwerking van spraak plaats kunnen vinden ten gevolge van een groeiende woordenschat en het leren lezen. Hoofdstuk 2 beschrijft een ERP studie waarin zulke ontwikkelingsgerelateerde veranderingen onderzocht werden. We onderzochten ERP maten voor impliciete fonologische verwerking (alliteratie priming) tijdens de herkenning van gesproken woorden (auditieve lexicaal beslissingstaak). Proefpersonen waren kleuters die nog niet konden lezen (5-6 jaar), beginnende lezers (7-8 jaar) en volwassenen. Ontwikkelingsgerelateerde veranderingen in de morfologie en latentie van ERPs wezen op een toename in snelheid en efficiëntie van de neurale processen die nodig zijn voor woordherkenning. Bovendien ondersteunden groepsverschillen in ERP priming effecten het idee dat het neurale systeem voor gesproken woordherkenning een aanzienlijke herstructurering ondergaat op het niveau van fonologische analyse.

In een volgende studie, beschreven in hoofdstuk 3, gebruikten we hetzelfde experimentele paradigma om ERP maten voor impliciete fonologische verwerking bij kinderen met ontwikkelingsdyslexie te onderzoeken. Ontwikkelingsdyslexie wordt gekenmerkt door aanhoudende moeilijkheden met het leren lezen bij
kinderen die verder over normale intellectuele vaardigheden en onderwijsmogelijkheden beschikken. Onderzoek in de afgelopen 25 jaar heeft het idee gevestigd dat moeilijkheden in de fonologische verwerking een centrale rol spelen bij dyslexie. Toch is er weinig bekend over het on-line verloop van fonologische verwerking in dyslectici, omdat studies doorgaans taken gebruikt hebben die zich richten op of fonologisch bewustzijn, óf, aan de andere kant, basale waarneming. Om neurofysiologische maten voor impliciete fonologische verwerking te bestuderen, hebben we ERP morfologie en ERP alliteratie-priming effecten in dyslectische en normaal lezende kinderen (7-10 jaar) onderzocht. Onze resultaten gaven aan dat dyslectici, zonder de vereisten van een fonologische taak, selectieve anomalieën vertonen in de vroege verwerking van fonetisch-fonologische informatie, terwijl de latere fonologisch-lexicale verwerking normaal verloopt. Op basis van deze bevindingen formuleerden we de hypothese dat dyslexie gepaard gaat met een specifieke afwijking in de prelexicale verwerking van spraak.

Hoofdstukken 4 en 5 onderzochten neurofysiologische maten voor een prelexicale regelmatigheid die de verwerking van spraak al tijdens de vroege taalontwikkeling beïnvloedt, dwz. de frequentie van voorkomen van spraakklank (foneem) combinaties. Deze frequentie van voorkomen wordt doorgaans fonotactische waarschijnlijkheid genoemd, waarbij fonotactisch staat voor de rangschikking van opeenvolgende fonemen in de lettergrepen en woorden van een gegeven taal. We gebruikten een ERP maat die gevoelig is voor ervaringsgerelateerde veranderingen in auditive corticale reacties op spraak, dwz. de mismatch negativity (MMN). Non-woord paren die verschillen in de mate van fonotactische waarschijnlijkheid werden aangeboden in een aangepast passief oddball paradigm dat de bijdrage van akoestische processen minimaliseert. De resultaten van deze studie onthulden dat auditive corticale reacties op betekenisloze spraak beïnvloedt worden door fonotactische regelmatigheden van foneemclusters, met vergelijkbare effecten voor normaal lezende volwassenen (hoofdstuk 4) en kinderen (hoofdstuk 5). Meer algemeen benadrukken deze bevindingen de relevantie van de taalomgeving bij de vorming van het neurale systeem voor spraakverwerking.

In hoofdstuk 5 werd de hypothese dat dyslexie gepaard gaat met een anomalie in de prelexicale verwerking van spraak (hoofdstuk 3) nader onderzocht. Door gebruik te maken van ons fonologische MMN paradigm werd getest of dyslectische kinderen een neurofysiologische gevoeligheid voor fonotactische waarschijnlijkheid zouden vertonen die vergelijkbaar is met die van normaal lezende volwassenen en kinderen. We gebruikten non-woord stimuli met een duidelijk fonetisch contrast (/s/ fricatief vs. /k/ plosief), waarvoor geen auditive discriminatie problemen bij dysleectici gerapporteerd zijn. In overeenkomst hiermee lieten onze resultaten vergelijkbare akoestisch-fonetische verwerking van deze non-woorden zien in normaal lezende en dyslectische kinderen. Daarentegen toonden dyslectische kinderen geen normale gevoeligheid voor variatie in fonotactische waarschijnlijkheid. Deze resultaten ondersteunen en verbreden onze voorgaande bevindingen (hoofdstuk 3) en geven aan dat het prelexicale verwerkingstekort in dyslectische kinderen ook betrekking heeft op de impliciete verwerking van fonologische regelmatigheden. In het bijzonder benadrukt deze studie het idee dat ontwikkelingsdyslexie gepaard gaat met een tekort in de fonetisch-fonologische
verwerking van spraak dat mogelijk niet reduceerbaar is tot een basaal auditief/sensorisch tekort.

Hoe wordt de waarneming van spraakklanken beïnvloed door akoestisch-fonetische cues en de linguïstische context waarin ze worden aangeboden? In hoofdstuk 6 gebruikten we MEG om de invloed van de lexicaal-semantic context (top-down informatie) en akoestische-fonetische cues (bottom-up informatie) op de neurale verwerking van betekenisloze gesproken lettergrepen te onderzoeken. Proefpersonen waren normaal lezende volwassenen. De verwerking van kunstmatige, betekenisloze spraakklanken gaat doorgaans niet verder dan prelexicale perceptuele analyse. Onze MEG bevindingen onthulden echter dat natuurlijke akoestisch-fonetische cues en de aanwezigheid van een lexicaal-semantic context leiden tot woordachtige verwerking van lettergrepen in de auditieve cortex. De efficiëntie van betekenisgerelateerde analyse van spraak is dus mogelijk gebaseerd op een corticaal systeem dat precies afgestemd is op akoestisch-fonetische en contextuele cues die relevant zijn voor lexicaal verwerking.
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