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Introduction and outline of the thesis

1.1 CANCER AND RADIOTHERAPY

Cancer is one of the major public health problems in Europe, the United States and
other countries in the western world. In 2006, there were over two million incident
cases of cancer in the European Union and over one million cancer deaths’. In the
United States, one out of four deaths is due to cancer as estimated for 2007°. Prostate
cancer (20%-29%) and lung cancer (15%-17%) are the most common forms of cancer in
men while for women, breast cancer (26%-29%) is diagnosed most frequently™. Lung
cancer causes most cancer deaths in men with an estimate of 26.3% of all cancer
deaths in Europe in 2006. In that year, breast cancer was the most common cause of
cancer death in women (16.7%)".

Radiotherapy is one of the main treatment methods for cancer next to surgery,
chemotherapy and hormone therapy. Radiotherapy (alone or in combination with
other treatments) is a curative treatment for 40% of the cancer patients receiving it’.
The goal of radiotherapy is to irradiate tumor tissue to a high dose while sparing the
surrounding normal healthy tissue as much as possible to limit the complications of a
patient treatment. In general, irradiation is done by using external beam radiotherapy
or brachytherapy.

In case of external beam radiotherapy, a radiation beam is pointed at a particular part
of the body. By using multiple beams in an optimum beam angle configuration, the
dose in healthy tissue can be diminished. Different types of radiation have different
interactions with tissue and will cause more or less biological damage. Most commonly
used radiation types are megavoltage X-rays (Megavolt or MV photon beams),
electrons and protons.

In case of brachytherapy, a radioactive source is placed inside or next to the area
requiring treatment. Examples of brachytherapy are interstitial brachytherapy with
jodine-125 seeds implanted in the prostate to treat localized prostate cancer disease
and intracavitary brachytherapy with iridium-192 placed in the cervix to irradiate
cervical tumor tissue.

1.2 EXTERNAL MEGAVOLT PHOTON BEAM TREATMENT

Worldwide, the most frequently applied radiotherapy technique is an external MV
photon beam treatment with linear accelerators (L|NACS)4_6. With these devices,
electrons are generated and accelerated to high energies of 4-25 MeV. The accelerated
electrons produce X-rays when they collide with a tungsten target and the resulting
photon beam can be used for treatment after additional filtering, collimation and
shielding of the beam in the treatment head. Beam shielding is a prerequisite in high
dose-high precision radiotherapy in order to obtain dose distributions that conform to
the tumor volume while sparing neighbouring healthy tissue. Both individual moulded
blocks and a multileaf collimator (MLC) can be used for beam shielding. The latter
device is located inside the treatment head of a LINAC and consists typically of a series

11



12 | Chapter 1

Figure 1: A Siemens Oncor medical linear accelerator (Siemens Medical Solutions, Concord, CA)
equipped with an amorphous silicon (a-Si) electronic portal imaging device.

of 80 to 160 metallic leaves which can be positioned individually to shape the beam
aperture. Furthermore, modern LINACs are usually equipped with an electronic portal
imaging device (EPID) which allows imaging of the high energetic MV photon beam
that exits the patient during treatment”®. These images can be used for patient set-up
verification or detection of organ motion but also for dosimetric verification of a
treatment which is called portal dosimetry. In Fig. 1, a Siemens Oncor medical linear
accelerator (Siemens Medical Solutions, Concord, CA) is shown equipped with an
amorphous silicon (a-Si) electronic portal imaging device.

Before the treatment can be applied to a patient, an individual treatment plan is
generated using a treatment planning system (TPS)’. This system uses
three-dimensional (3D) imaging information of a patient to model the position and
shape of both tumor and healthy tissues. Based on this localization, an optimum beam
configuration including photon beam energies, field sizes, shielding, beam directions
and relative beam weighting can be determined. The end result is a definition of beam
parameters that is needed to set-up the linear accelerator and the 3D dose distribution
inside the patient that documents the prescribed radiotherapy treatment.

1.3 TREATMENT VERIFICATION USING DOSE MEASUREMENTS

By administering radiotherapy in a fractionated manner (i.e. giving every day a small
dose of radiation), a small difference in biological radiation sensitivity between tumor
and healthy tissue can be exploited to increase the overall tumor dose. Hence, tumor
control probability can be increased with acceptable normal tissue complication
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probability. Consequently, every fraction should be given in a reproducible way and
the dose delivery in a patient should be as close as possible to the prescribed dose as
calculated with the TPS. For instance, Mijnheer et al.'® proposed an accuracy
requirement in absorbed dose delivery at the dose specification point of 3.5% (1 SD)
for external beam treatments based on the steepness of dose-effect curves for local
tumor control and normal tissue damage. In order to achieve such a high accuracy, it is
of utmost importance that the dose delivery is verified during external MV photon
beam treatment.

In case of image-guided radiation therapy (IGRT), imaging devices are used to
determine the position of tumor and healthy tissues just prior to or during treatment
and to calculate positional corrections based on measured images. By applying for
instance a correction to the patient position, differences in patient set-up, and hence
inaccuracies in delivered dose, should consequently decrease. Examples of IGRT
devices in the treatment room are EPIDs, megavoltage or kilovoltage cone-beam
.1.7,8,11-14
computed tomography (CT) scanners and CT on rails .

In case of dose-guided radiation therapy (DGRT), a treatment is adapted based on
direct dose measurements in combination with the results of IGRT procedures. Dose
measurements can be done prior to treatment (pre-treatment measurements) and
during treatment (in vivo measurements) using several dose verification devices.
Diodes, thermoluminescent dosimeters (TLDs) and metal oxide semiconductor
field-effect transistors (MOSFETs)™® are point detectors, only allowing a single point
measurement. However, these detectors have a long history of clinical use, their
dosimetric characteristics are well known and they are adequate for verification of
conventional treatment techniqueslg'ﬂ. Radiographic and radiochromic film* can be
used to verify dose distributions in two dimensions and have a high spatial resolution.
Therefore, film has especially been used for the verification of intensity-modulated
radiation therapy (IMRT) treatments where high dose gradients are present in the
plane of the beam®. The disadvantage of film is that the dose evaluation is time
consuming and is prone to errors during processing, digitizing and analyzing. Gel
dosimetrym’25 is one of the few dosimetry systems currently available allowing a
measurement of the 3D dose distribution. However, the method is limited by the
complex preparation process and the expensive analysis using a magnetic resonance
imaging (MRI) scanner.

Finally, different types of EPIDs”® have been developed in the past and their use for
dosimetry has been investigatedzs. Compared with other dosimetry devices, EPIDs are
already attached to a linear accelerator and no additional hardware is needed to
perform portal dosimetry. EPID measurements can be performed with minimum
set-up requirements and a 2D dose conversion can be done immediately using the
digital images. Furthermore, the same EPIDs are already used for IGRT applications,
e.g. for patient set-up verification using conventional portal imaging or megavoltage
cone-beam CT. Consequently, one measurement device can be used to obtain
different types of information during treatment. Although an EPID image contains 2D
and not 3D information, it is still possible to reconstruct the 3D dose distribution inside

13
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a patient by using a back-projection procedure of the measured portal dose image
(PDI) into three dimensions®” .

1.4 AIM OF THIS WORK

The use of electronic portal imaging devices for treatment verification using dose
measurements looks very promising. Until now, EPIDs have not been used clinically on
a large scale for dosimetric verification and hence, clinical experience is limited.
Because point detectors have a long history of clinical use, dose differences resulting
from these measurements are widely reported and understood. Moving directly from
these measurements to 3D dose reconstruction using EPIDs is a large step, requiring
not only complex mathematical models but also a new way of comparing and
visualizing dose verification results. Although a comparison between a prescribed and
delivered 3D dose distribution is the ultimate goal of portal dosimetry, a more gradual
clinical transition may be worthwhile®. Starting with verification procedures based on
portal dose measurements in one point offers the possibility to directly compare the
EPID results to the results of diode, TLD or MOSFET measurements’ ', Also, pitfalls of
the new procedures can be more easily recognized and eliminated in this case. For
departments already performing in vivo dosimetry measurements, it is a small step to
move to an EPID based dose verification procedure that takes less time on a linear
accelerator than the traditional point dose measurements.

The aim of this work was to develop dose verification methods using portal dosimetry
based on point dose measurements and dose distributions in two dimensions. Both
dosimetric calibration models for different types of EPIDs and prediction models to
obtain reference dose values had to be implemented. All models should be based on
absolute dose in water measured under full-scatter conditions, simplifying a future
back-projection procedure of the measured portal dose into three dimensions. The
accuracy and clinical applicability of the dose verification methods was investigated
and results are presented from large-scale clinical use. The final goal was to show that
routine portal dosimetry is feasible and that detection of a wider variety of dose
delivery errors than the traditional point dosimeters can be accomplished.

1.5 OUTLINE OF THE THESIS

Chapter 1 is a general introduction to the thesis, and describes the aim of this work
and the outline of the thesis. Chapters 2-3 describe the methods and application of
point dose verification and chapters 4-7 describe two-dimensional transit dosimetry.

Point dose verification methods and application

Chapter 2 describes a pre-treatment dose verification procedure that verifies the
portal dose at the center of open and wedged fields. Besides verification of dose, the
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same EPID was used to verify geometrical beam properties, thereby allowing the use
of only one EPID image for verification of treatment parameter transfer. This is
especially important when data transfer between TPS and linear accelerator is not
carried out electronically.

Chapter 3 shows the clinical results of routine pre-treatment verification and individual
patient dosimetry. All procedures are based on portal dosimetry and carried out by
radiation therapy technicians who acquired and analysed over 37500 images from
2511 patients and 3146 treatment plans. Potential sources of dose delivery errors in
one point are obtained using one dose verification solution only and are discussed in
detail.

In both chapters, a dosimetric calibration model is applied to convert grayscale EPID
images obtained with different video-based EPIDs into 2D absolute dose distributions.
Reference central field dose values in the EPID plane were predicted by using dose
prediction models independent of the TPS. For a point dose comparison at a
radiological depth of 5 cm inside a patient, the predicted dose from the treatment
planning system was compared to the measured in vivo dose obtained by
back-projecting the measured transit dose.

Two-dimensional transit dosimetry methods and application

Chapter 4 describes the extension of the point dose prediction model for transit dose
discussed in chapter 3 to a 2D portal dose prediction model. The 2D model is based
solely on the radiological thickness of the patient along a ray line and a pre-treatment
portal dose image. To use this model in the future for 3D dose reconstruction, the
model has to be able to extract the primary portal dose from a measured PDI during
treatment. The accuracy of the 2D portal dose prediction and the extraction of primary
portal dose were therefore tested elaborately in an experimental study.

Chapter 5 describes again a dosimetric calibration model to obtain measured 2D portal
dose distributions but now for indirect-detection amorphous silicon (a-Si) type of
EPIDs, which are nowadays most popular worldwide. A global calibration model was
developed taking into account all relevant EPID response corrections. The model
includes an energy spectrum correction model and had to be accurate out-of-field,
because the dose in healthy tissue and the integral patient dose are increasingly
important due to the application of IMRT treatments.

Chapter 6 can be seen as an addition to chapter 5 and compares ghosting effects for
three different brands of indirect a-Si EPIDs. These ghosting effects cause an
under-response in EPID signal and hence in measured portal dose.

Chapter 7 describes the development of a model to predict quantitatively dose-volume
histogram (DVH) parameter changes based on 2D transit dosimetry. The model has
been implemented for conventional breast treatments where large dose differences
may occur due to the presence of set-up errors. These differences have been traced by
combining all methods and results from chapters 4-6 into a clinical 2D transit
dosimetry procedure that was used for all breast patients treated in our department

15
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with curative intent. The accuracy of the prediction model has been tested by applying
it to clinically obtained results from this procedure.

Discussion

Finally, in Chapter 8 the results described in this thesis, their clinical implications and
future perspectives are discussed.

Because the methods were implemented in clinical practice, a technical infrastructure
for handling and analyzing vast amounts of images had to be designed and
implemented, which is presented in the Appendix.
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Verification of treatment parameter transfer with portal dosimetry

ABSTRACT

Electronic portal imaging devices (EPIDs) are mainly used for patient set-up verification
during treatment but other geometric properties like block shape and leaf positions
are also determined. Electronic portal dosimetry allows dosimetric treatment
verification. By combining geometric and dosimetric information, the data transfer
between treatment planning system (TPS) and linear accelerator can be verified which
in particular is important when this transfer is not carried out electronically. We have
developed a pre-treatment verification procedure of geometric and dosimetric
treatment parameters of a 10 MV photon beam using an EPID. Measurements were
performed with a CCD camera-based View EPID, calibrated to convert a grayscale EPID
image into a two-dimensional absolute dose distribution. Central field dose
calculations, independent of the TPS, are made to predict dose values at a focus-EPID
distance of 157.5 cm. In the same EPID image, the presence of a wedge, its direction,
and the field size defined by the collimating jaws were determined. The accuracy of
the procedure was determined for open and wedged fields for various field sizes.
lonization chamber measurements were performed to determine the accuracy of the
dose values measured with the EPID and calculated by the central field dose
calculation. The mean difference between ionization chamber and EPID dose at the
center of the fields was 0.8+1.2% (1 SD). Deviations larger than 2.5% were found for
half fields and fields with a jaw in overtravel. The mean difference between ionization
chamber results and the independent dose calculation was -0.2+0.6% (1 SD). For all
wedged fields, the presence of the wedge was detected and the mean difference in
actual and measured wedge direction was 0+3° (1 SD). The mean field size differences
in X and Y directions were 0.1+0.1 cm and 0.0+0.1 cm (1 SD), respectively.
Pre-treatment monitor unit verification is possible with high accuracy and also
geometric parameters can be verified using the same EPID image.
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2.1 INTRODUCTION

Electronic portal imaging devices (EPIDs) are widely used to monitor patient position
during daily radiotherapy sessions. Several on- and off-line verification procotols have
been developed for this purpose.”” EPID images can also be used for geometric
applications other than measuring patient set-up. Luchka et al.®> showed, for instance,
that it is possible to assess radiation and light field congruence; Partridge et al.*’
implemented a method to verify individual leaf motion during an intensity-modulated
beam delivery by dynamic multileaf collimator techniques. Besides geometric
verification, portal imaging can also be used for dosimetric verification: electronic
portal dosimetry (EPD).

Several methods have been described to extract dose information from a grayscale
EPID image. Heijmen et al.® and Pasma et al.” modeled the response of a low-elbow
video-based SRI-100 EPID (Philips, The Netherlands) to obtain absolute transmission
dose distributions. For open, wedged, and intensity-modulated radiation therapy
(IMRT) using 25 MV photon beams, EPID and ionization chamber measurements
agreed to within 1% (1 SD) for a set of anthropomorphic phantoms for symmetric
fields. De Boer et al® described the dosimetric calibration needed to measure
transmission dose with a high-elbow video-based Theraview-NT EPID (Cablon Medical,
The Netherlands). Several authors reported on the use of a scanning liquid-filled EPID
for dose measurements.”™* Portal dose images are frequently used for (1) portal in
vivo dosimetry and (2) pre-treatment dose verification of IMRT fields.

In case of portal in vivo dosimetry, the aim is to verify the dose actually delivered to a
patient during treatment. In general, two approaches are used. In first approach, the
measured portal dose is back-projected to the patient to obtain the exit, midplane, or
reconstructed patient dose, and consequently is compared with the dose (distribution)
of the treatment planning system (TPS)."**® In second approach, a portal dose is
calculated which can be directly compared with the measured portal dose information.
According to Pasma et al.,">*® good agreement is found between calculated and
measured transmission dose distributions behind anthropomorphic phantoms
(differences less than 1%) using an equivalent homogeneous phantom made of
polystyrene and a set of measured transmission functions for high energy photon
beam:s.

In case of pre-treatment dose verification of IMRT fields, the aim is to verify the
accuracy of dose delivery in a phantom prior to the first radiotherapy session. Van Esch
et al”* and Pasma et al.”> described, for instance, the accuracy of pre-treatment
verification of IMRT fields produced with dynamic multileaf collimation. They acquired
portal dose images with a liquid-filled and a video-based EPID, respectively. The
dosimetric accuracy of the measured portal dose images was 2% (1 SD) with respect to
film and ionization chamber measurements. The use of an algorithm based on pencil
beam kernels”>** was proposed to calculate dose images, which reflect the intended
transmission dose distributions at the large focus-EPID distance in absence of a
patient.
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For two-dimensional (2D) portal dose verification with and without patient, a dose
calculation algorithm is required which accurately predicts portal dose images at large
focus-EPID distances. An important drawback of such a procedure is that these dose
calculation algorithms (like the ones above) are not yet available in all commercial
treatment planning systems.

Therefore, it was the purpose of our investigation to develop a pre-treatment
verification procedure based on EPD to verify a portal dose at the center of open and
wedged fields without patient, avoiding large measurement sets needed for 2D portal
dose calculation. Besides verification of monitor units (MUs), the same EPID image was
used to verify geometrical beam properties allowing us to investigate the feasibility of
using only one EPID image for verification of treatment parameter transfer. This is
especially important when data transfer between TPS and linear accelerator is not
carried out electronically.

2.2 MATERIALS AND METHODS

2.2.1 Equipment

The EPID used in this work was a video-based iView EPID (Elekta, Crawley, United
Kingdom) consisting of a fluorescent screen, two mirrors, and a CCD camera
(KP-M1E/K-S10, Hitachi, Santa Clara, CA) which is read out to obtain a digital portal
image. The sensitive layer of this 8 bit low-elbow EPID has a fixed distance of 160 cm
from the accelerator focus and an effective field-of-view (FOV) of 19 cm x 25 cm. The
FOV and all field sizes, coordinates, and distances to the collimator rotation axis are
defined in the plane through the isocenter, at 100 cm from the focus. The number of
pixels in an image was 576 x 768 with a maximum number of grayscale values of 256.
The pixel resolution was approximately 0.3 mm after resampling the images to obtain
square pixels.

The EPID was mounted to a SL20 linear accelerator (Elekta, Crawley, United Kingdom),
which is equipped with a motorized internal wedge, fixed to the collimator. The wedge
can only be moved in or out the treatment field completely and has a fixed wedge
angle of 60°. A wedge angle smaller than 60° can be achieved during irradiation by
applying open and wedged beams separately but in this work only the maximum
wedge angle of 60° was used. The linear accelerator is equipped with two pairs of
collimating jaws, which are positioned at different distances to the accelerator focus
and can move independently from each other. All measurements were performed in a
10 MV photon beam with a nominal dose rate of approximately 550 MU-min™". No
shielding by blocks or multileaf collimator was done.

2.2.2 Dosimetric calibration of the EPID

Dosimetric calibration of the /View EPID was performed to convert a grayscale EPID
image into a two-dimensional (absolute) dose distribution in the plane perpendicular
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to the collimator rotation axis for fixed values of focus-surface distance fz and depth z
in water. In this work, the values of fz and zz are 157.5 and 2.5 cm, respectively; this
depth is slightly larger than the depth of dose maximum at 10 MV to reduce electron
contamination effects.

To decrease the influence of high energetic contaminating electrons to the EPID dose
measurements, an additional sheet of 1-mm-thick stainless steel was placed on top of
the 1.65-mme-thick stainless steel plate already present in the EPID. The layer of 2.65
mm steel is equivalent to approximately 2.5 cm water.

Heijmen et al.® described the excellent suitability of the SRI-100 EPID, the predecessor
of the iView EPID, for portal dosimetry. Because both EPIDs are CCD camera-based
with no differences in EPID box and optical components, reproducibility and stability
are the same.

In the initialization software of the iView EPID several parameters were changed: (1)
the black level voltage (camera offset) was chosen such that the average grayscale
value in an EPID image acquired without radiation was approximately 20. This was
done to avoid truncation errors by negative “dark current” signals; (2) the white level
voltage was selected to obtain grayscale values of 230 in a single frame for an
irradiation with an open 30 cm x 30 cm field. By using an on-axis grayscale value of
230, off-axis dose variations up to 10% can be measured for this large field. In clinical
practice, field sizes and hence output factors are usually smaller avoiding pixel
saturation; (3) the flood field correction in the iView software was disabled by
replacing the flood field images at four gantry angles by “unity” images containing only
one pixel value inside the acquisition FOV. Outside this FOV, pixel values were set to
zero for edge detection purposes; (4) a fixed integration time of 230 ms was used to
obtain grayscale values of 230 for an open 30 cm x 30 cm field in a single frame
ensuring a high signal-to-noise ratio (SNR) without getting pixel saturation. The
integration time has to be determined independently from the white level voltage for
the iView EPID; (5) the number of frames was optimized to acquire images over a fixed
time interval of approximately 30 s and was chosen equal to 105 frames. The
accumulation and read-out of an image frame introduces a dead time of approximately
80 ms which is not further taken into account in this work.

The response of the EPID was corrected for (1) optical crosstalk in the EPID box and (2)
non-uniformity in fluorescent screen and CCD elements, according to Heijmen et al.®
and Pasma et al.” Based on measurements, an optical crosstalk kernel and EPID
sensitivity matrices were derived to convert a grayscale EPID image into a 2D portal
dose distribution numerically.

Dose measurements for the optical crosstalk correction were performed with a
Baldwin-Farmer ionization chamber (0.6 cm®) in a water phantom at the collimator
rotation axis. Square field sizes of 3 cm x 3 cm to 18 cm x 18 cm were used. In the
original publication of Pasma et al.,” dose measurements with a miniphantom were
performed, allowing direct measurement of optical crosstalk in the EPID box. We
measured dose in full scatter conditions and hence a field size correction was
determined instead of a pure optical crosstalk correction. Optical crosstalk is
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inherently corrected by this field size correction however, and therefore this correction
is still called optical crosstalk correction in this work. Relative dose measurements for
the non-uniformity correction were performed with a scanning diode-array (Schuster
GmbH, Forchheim, Germany). This device consists of a linear array of 80 diodes and
was calibrated to account for different sensitivities of the array elements at the EPID
plane. Because of the long measurement time of 2-3 min, output variations of the
linear accelerator were monitored by a small diode on top of a collimating jaw in the
accelerator head within the blocked radiation field. Field sizes of 3 cm x 3 cm to 18 cm
x 18 cm were used, resulting in several EPID sensitivity matrices. These matrices were
applied for correcting changes in local EPID sensitivity but also to account for
shortcomings of the optical crosstalk correction for off-axis points in an EPID image.”
All dose measurements and EPID measurements were done twice and were performed
sequentially; the number of MUs was 300.

Finally, a two-dimensional relative dose matrix was converted into absolute dose
values by means of one conversion factor equal to the ratio of the mean grayscale
value within a FOV of 0.5 cm x 0.5 cm and the absolute dose value at the collimator
rotation axis of a 10 cm x 10 cm field. An extra correction factor is used for wedged
fields to correct for a non-linear response of the EPID to a different photon energy
spectrum; this correction factor is multiplied with the absolute dose values. The
number of pixels in an EPID dose matrix was 128 x 128 and the pixel resolution was
approximately 2 mm.

2.2.3 Independent central field dose calculation

In order to verify pre-treatment dose delivery using measurements with the EPID, an
absolute dose value D p 4y Was predicted at the geometrical center of a radiation field
(central beam axis) for both open and wedged fields. In this work, an independent
dose calculation algorithm is used because it is not possible to predict portal dose
values with our treatment planning system FOCUS 3.0 (Computerized Medical
Systems, St. Louis, MO).

The central field dose D, pan in sSymmetric open and wedged fields with field sizes c is
expressed as

D_,.(cw)=D,(c,)-U-0,(c,w)-k,(c,w) (2.1)

c,PLAN

where DR is the absorbed dose per monitor unit, U is the number of monitor units, Og

is the output ratio for equivalent square field size c relative to reference field size ci
(10 cm x 10 cm), and k,, is the wedge factor. These parameters are all determined in a
water phantom in full scatter conditions for the fixed values of focus-surface distance
fr and depth zg; DR and k,, are determined for field size cs. The symbol w indicates the

presence of a wedge in the beam.
Equation (2.1) originates from ESTRO Booklet No. 3% and is simplified at several points:

(1) a tissue-phantom ratio is not required to calculate dose values at depths other than
Zg: the EPID was calibrated for dose measurements at one fixed depth; (2) the
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equivalent square field size c is used, neglecting differences in O due to the collimator
exchange effect.

Dose measurements were performed with a Baldwin-Farmer ionization chamber in a
water phantom at fz and z; for field sizes varying from 3 cm x 3 cm to 18 cm x 18 cm to
determine the output ratio Og(c,w) and the wedge factor k,(cz,w). For symmetric
wedged fields, the ionization chamber was located at the collimator rotation axis by
minimizing the difference in chamber signal for measurements with the collimator
rotated over 180°.

In case of asymmetric fields, Eq. (2.1) has been generalized for off-axis points by
introducing off-axis correction factors.”® To get the dose at the central beam axis for
asymmetric fields, the dose at the collimator rotation axis for equivalent square field
size ¢ is multiplied with the off-axis factors. Therefore, if the beam axis is at (x,y)
position from the collimator axis:

Dc,PLAN (c,x,y,w): DC,PLAN (C'W)’ A(C,X,W)~ A(C'y'W) (2'2)

where A(c,x,w) and A(c,y,w) are the off-axis factors in the wedge direction and
perpendicular to the wedge direction, respectively, for fixed fz and zz. The off-axis
factors are determined experimentally for asymmetric wedged fields only. In case of
asymmetric open fields, the off-axis factors were set to 1 because beam profiles are
relatively flat at the large focus-surface distance f;.

The factors A(c,x,w) and A(c,y,w) were determined for field sizes of 5cm x 5 cm, 10 cm
x 10 cm, and 15 cm x 15 cm; the position of the central beam axis was varied between
25 and 15 cm in the wedge direction (X direction) and from 0 to 7.5 cm perpendicular
to the wedge direction (Y direction). A step size of 2.5 cm was used. Again, all
measurements were done with the Baldwin-Farmer ionization chamber in a water
phantom at f; and zz. The long axis of the Baldwin-Farmer ionization chamber was
oriented perpendicular to the wedge direction.

2.2.4 Pre-treatment verification procedure

The ultimate goal of quality assurance in radiotherapy is to verify whether the dose
distribution determined with the treatment planning system is equal to the dose
delivered to the patient. In absence of a patient, only the transfer of MUs between TPS
and linear accelerator can be verified by EPD measurements, which is the approach
chosen in this work. Performing a pre-treatment verification procedure without a
patient means an extra measurement but in this way possible large errors can be
detected before the actual patient treatment starts. Similar measurements can be
performed by placing dosimeters on the skin of the patient during treatment (i.e.,
entrance dose measurements). In this way also the source-skin-distance can be
verified, but the measurement only offers one-dimensional information and does not
allow verification of geometric treatment parameters like the EPID inherently does.



Verification of treatment parameter transfer with portal dosimetry | 29

With our verification procedure, four treatment field properties are determined in a
portal dose image: (1) the central field dose, (2) the presence of a wedge, (3) the
wedge direction, and (4) the field size defined by the collimating jaws.

The central field dose D gppp is equal to the dose values averaged over a
region-of-interest of 0.6 cm x 0.6 cm and is determined at the center of the radiation
field. The position of the central beam axis in a portal dose image is calculated from
collimator jaw settings and collimator angle from the treatment planning system, and
sagging information for the EPID. The accuracy of the central field dose verification
procedure was assessed by comparing both the central dose measured by the EPID,
D.epip, and the central dose calculated with Eq. (2.2), D pan, With the central dose
measured by an ionization chamber, D, cyan. A Baldwin-Farmer chamber was used in a
water phantom at focus-skin distance fz and with its effective center at depth zz in
water. Five groups of treatment fields were used: (1) square open fields, (2) square
wedged fields, (3) rectangular open fields, (4) asymmetric open fields and (5)
asymmetric wedged fields. Relative dose differences are reported as “[D. vs D.,]” and
are defined as (D.,-D.,)x100/D.,. For each group of treatment fields, three mean dose
difference values were calculated: [D,cyam VS Depran), [Decham VS Deepipl, and [De pian VS
D epiol-

Both open and wedged square fields had sizes which varied from 4 cm x 4 cm up to 18
cm x 18 cm. In case of rectangular open fields, one field dimension was equal to 10 or
18 cm and the other varied from 4 to 10 cm or from 6 to 18 cm, respectively. For
asymmetric open fields, the position of the central beam axis moved to off-axis
positions of 2.5 or 4.5 cm toward the “toe” of the wedge by changing the X2-jaw
position, starting with field sizes of 10 cm x 10 cm or 18 cm x 18 cm, respectively;
identical measurements were performed by shifting the central beam axis toward the
“heel” of the wedge by varying the X1l-jaw position. In the Y direction, which is
perpendicular to the wedge direction, only the position of the Y2 jaw is changed. The
central beam axis was moved to off-axis positions of 2.5 or 7 cm for initial field sizes of
10 cm x 10 cm or 18 cm x 18 cm, respectively. Asymmetric wedged fields were
measured according to the same procedure as used for the asymmetric open fields. An
initial field size of 16 cm x 18 cm was used instead of 18 cm x 18 cm giving a maximum
central beam axis movement of 4.0 cm in the X direction. Both asymmetric open and
wedged fields were asymmetric in one direction only.

The presence of a wedge in a radiation beam causes an intensity variation in one
direction of an EPID image. To determine whether a beam is wedged or not, a
coordinate system is defined at the center of the image and dose values are
determined relative to the origin of the system in two orthogonal directions. In each
direction the ratio of the dose values on both sides of the origin is calculated. If at least
one of the two ratios is larger than 1.05, it is concluded that a wedge was present in
the beam. To avoid false positive results, the points taken to measure the dose have to
be positioned at sufficient distance from the field edges (minimal 1 cm). The distance
of the points relative to the origin was 1 cm which allowed wedge detection for a
minimum field size of 3 cm x 3 ¢cm. The presence of a wedge was verified for all
treatment fields.
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The wedge direction can also be derived from an EPID image. The wedge has a fixed
orientation in the accelerator head for Elekta machines, thus the wedge direction is
determined by the collimator angle. Around the origin of the coordinate system, a
circle is drawn in the EPID image. Theoretically, it can be shown that the dose variation
along the circumference of the circle has a sinusoidal shape with maximum amplitude
at an angle equal to the collimator angle. In practice, the maximum value of the dose
intensity profile along the circle circumference may not always give the proper
collimator angle due to image noise and finite pixel size. Therefore a sine function is
fitted to the dose profile and the maximum of this function is determined. Increasing
the radius of the circle would improve the accuracy of the sine fit and hence the
accuracy of the algorithm. In this work, a radius of 1 cm is used allowing wedge
direction determination for small field sizes. The wedge direction was verified for a
10 cm x 10 cm field with collimator angles varying between 0 and 360° in steps of 40°
to investigate the accuracy of the wedge direction algorithm.

The field size defined by the four collimating jaws is determined by looking for the
largest field dimensions along the two orthogonal axes in the EPID image for both open
and wedged fields. The 50% dose value is determined by setting the dose at the center
of the treatment field equal to 100% and the dose outside the field equal to 0%. In
horizontal and vertical directions of the EPID image, the most outer pixels of the
treatment field with a dose value equal to or larger than the 50% dose value are
marked. If these four “outer” pixels have 4 or more marked neighboring pixels, the
distances between the pixel positions and the isocenter position in the EPID image are
defined as the largest field dimensions in the two orthogonal directions. By using the
collimator angle from the treatment planning system, the field sizes X and Y (defined
by the X pair and Y pair of collimating jaws, respectively) are calculated. Field sizes
were verified for all treatment fields.

2.3 RESULTS

2.3.1 Central field dose verification

For the square open and square wedged fields, the mean dose differences were very
small. Both the EPID dose measurements and the dose calculations agreed to within
0.7% (1 SD) with the ionization chamber measurements (Table 2.1). In case of the
rectangular open fields, the mean dose differences were slightly higher. The EPID dose
measurements showed a systematic underestimation of 0.8% compared to the dose
measured with the ionization chamber (Table 2.1). For asymmetric open and
asymmetric wedged fields, the accuracy in EPID dose measurement and dose
calculation is shown in Fig. 2.1 and Table 2.1. Analysis of these results showed that the
dose differences increase when the position of the central beam axis is shifted further
off-axis (Fig. 2.2). Deviations larger than 2.5% were found for half fields and fields with
a jaw traveled over-axis. No field size effect could be detected for the EPID dose
measurements. The agreement between the dose calculation and the dose
measurement with the ionization chamber is to within 0.9% (1 SD) deviation. A wedge
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Table 2.1: Mean relative dose differences for different verification treatment fields (D cran:
ionisation chamber dose; D, ay: calculated dose; D, gpip: EPID dose); n is the number of fields.

Mean relative dose difference and standard deviation (%)

Square Square  Rectangular Asym. Asym. All
open wedged open open wedged fields
fields fields fields fields fields
(n=9) (n=10) (n=10) (n=14) (n=13) (n=56)

D¢ criam VS Depran 0.0£0.2  -0.2+0.3 -0.240.4 -0.2+0.7  -0.541.0 -0.240.6
D¢ criam VS D gpip 0.130.270 10:3F1:1 0.8+0.3 1.5+1.2 0.8+1.8 0.8+1.2
D, pran Vs Deepip 0.1+0.2  0.5%1.0 1.0+0.4 1.8+1.6 1.3£2.5 1.0£1.6

in the treatment field reduced the accuracy of a measurement not significantly
compared to the asymmetric open fields. An overview of all dose verification results is
given in Fig. 2.3 and Table 2.1.

2.3.2 Geometric verification

The presence of a wedge was detected in all 24 wedged fields. The accuracy of the
wedge direction algorithm was investigated by determining the wedge direction for 10
different collimator angles. The best agreement between actual collimator angle and
measured collimator angle was found by sampling the dose profile along the entire
360° circle circumference in steps of 4 degrees. The mean difference in collimator
angle was 0£3° (1 SD). Verification of field size was done for all 56 fields which resulted
in mean field size differences [Xpan VS Xepin]l and [Ypian VS Yepp] of 0.1+0.1 cm and
0.010.1 cm (1 SD), respectively (Fig. 2.4).

2.4 DISCUSSION

2.4.1 Central field dose verification

In general, mean dose differences between EPID dose and ionization chamber dose
exceed the differences between calculated dose and ionization chamber dose (Table
2.1). This means that dose differences [D.pan VS D epip] are mainly caused by the
accuracy of the EPID dose measurement. Hence, dose differences between EPID dose
and ionization chamber dose can be explained by examining the dosimetric calibration
of the iView EPID.

The dosimetric calibration of the View EPID is based on square open fields, which
explains the absence of dose differences for square fields. Although a separate
conversion factor is used to transform the two-dimensional relative dose matrix into
an absolute distribution for wedged fields, dose differences for square wedged fields
are found up to 2% for other field sizes than 10 cm x 10 cm. This points out that the
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Figure 2.1: Relative dose differences between ionization chamber measurements, D cyam, EPID
dose measurements, D, gpp and dose calculations, D pan, for (a) 14 asymmetric open fields and
(b) 13 asymmetric wedged fields.

conversion factor is slightly dependent on field size. In case of rectangular open fields,
there is a systematic difference of 0.8% between EPID dose and ionization chamber
dose values. This difference is still small and supports the use of the optical crosstalk
correction for symmetric non-square fields. Heijmen et al.’ found a mean dose
difference of only 0.2% with a standard deviation of 0.3% for comparable treatment
fields measured with a SRI-100 EPID; the latter SD agrees perfectly with the SD we

found.
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Figure 2.2: Relative dose differences between ionization chamber measurements and dose
calculations (plotted on left y axis), and between ionization chamber and EPID measurements
(plotted on right y axis) as a function of the off-axis position of the central beam axis in case of all
27 asymmetric open and wedged fields.
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Figure 2.3: Relative dose differences for all 56 fields.
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Figure 2.4: Field size differences between actual and measured field sizes in X direction and Y
direction [X, Ypian VS X, Yepin] for all 56 fields.

Mean dose differences for both asymmetric open and wedged fields do no differ but
the accuracy of EPID dose measurements is decreased with respect to the rectangular
open fields. Furthermore, the magnitude of dose differences per field size is
comparable for both open and wedged asymmetric fields (p=0.1) and amounts up to
4.5% for a 16 cm x 4 cm field with a central beam axis offset of 7 cm. Differences
between EPID dose and ionization chamber dose in case of off-axis points are caused
by an incomplete crosstalk correction. In the optical crosstalk correction, invariance is
assumed in both directions of an EPID image but this is not completely correct. For
off-axis points close to the mirror in the low-elbow iView EPID, the EPID response
increases with respect to reference dose data.” Especially for off-axis points, the
non-uniformity correction does not only take into account differences in sensitivity,
but also the lack of invariance of the optical crosstalk correction. This means that for
asymmetric fields, the accuracy of the non-uniformity correction decreases for off-axis
dose measurements. The central beam axis shifts more off-axis when asymmetry
increases causing a lower accuracy in EPID dose in both X and Y directions of the EPID.
There might be two possible explanations for this observation. First, symmetric square
field sizes are used during measurements for the non-uniformity correction resulting in
symmetric square EPID sensitivity matrices. In case of the 16 cm x 4 c¢cm field with a
central beam axis offset of 7 cm, the sensitivity matrix of an 18 cm x 18 cm field is
used. Because EPID sensitivity matrices are field size dependent, the accuracy of EPID
dose measurements will probably increase when (smaller) asymmetric field sizes are
used for measuring the non-uniformity correction. Second, a Schuster diode array is
used to perform the relative dose measurements needed for the non-uniformity
correction. A Schuster diode array is not a full scatter instrument which implies that
the EPID dose at off-axis points is not the dose under full scatter conditions either
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(opposed to the EPID dose measurements on the collimator rotation axis). To improve
the accuracy of the off-axis EPID dose measurements, relative dose measurements
have to be done under full scatter conditions (e.g., in a water phantom). However,
with the existing non-uniformity correction used in this work, limiting the off-axis shift
of the central beam axis can increase the accuracy of the EPID dose measurements. In
case of the asymmetric open and wedged fields with an off-axis shift of the central
beam axis smaller than 4 cm, [D.cram VS D epip] is only 0.4+0.9% (1 SD) compared to
1.2+1.5% (1 SD) for all measured asymmetric fields.

In this work, a fixed wedge angle of 60° is used for all measurements. Applying the
pre-treatment procedure to a beam with a wedge angle smaller than 60° means that
two different dosimetric EPID images will be acquired and separately analyzed.

Differences between calculated dose and ionization chamber dose values are within
0.9% (1 SD) for most field sizes. Only for asymmetric wedged fields, larger dose
differences are found up to 2.6% for a 16 cm x 4 cm field with a central beam axis
offset of 7 cm.

2.4.2 Geometric verification

In this work, the presence of a wedge and the wedge direction are determined on the
central beam axis with excellent results. If the central beam axis is shielded by blocks
or leaves, determination of the two geometric field properties will fail but analysis can
still be performed in an unshielded part of the treatment field then. The accuracy of
the wedge direction algorithm can be further improved by changing the radius of the
circle in the EPID image and the number of sampling points of the dose profile along
the circle circumference. Both parameters are dependent of the finite pixel sizes.
Furthermore, analysis of more than one circle can also improve the accuracy because
the signal-to-noise ratio will decrease. The field sizes are verified using a threshold
intensity algorithm based on the 50% dose value marking the field edges. A gradient
segmentation technique (e.g., based on Laplace operators) will be a more robust
technique for detecting field edges or the exact field shaping by shielding blocks or a
multileaf collimator.

2.5 CONCLUSIONS

We have developed a pre-treatment verification procedure based on electronic portal
dosimetry, which can be used to verify treatment parameter transfer between TPS and
linear accelerator. Both geometric and dosimetric parameters can be verified with a
high accuracy using only one EPID image. After dosimetric calibration of an /View EPID,
central field dose values can be measured with a relative accuracy of 1.2% (1 SD) for
open and wedged fields. We showed that a 1D dose calculation algorithm can be used
to accurately predict portal dose values to verify monitor unit transfer from TPS to
linear accelerator.
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Routine patient dosimetry using EPIDs

ABSTRACT

To analyze the results of routine EPID measurements for individualized patient
dosimetry. Calibrated camera-based EPIDs were used to measure the central field
dose, which was compared with a dose prediction at the EPID level. For transit
dosimetry, dose data were calculated using patient transmission and scatter, and
compared with measured values. Furthermore, measured transit dose data were
back-projected to an in vivo dose value at 5 cm depth in water (D;) and directly
compared with Ds; from the treatment planning system. Dose differences per
treatment session were calculated by weighting dose values with the number of
monitor units per beam. Reported errors were categorized and analyzed for
approximately 37500 images from 2511 patients during a period of 24 months.
Pre-treatment measurements showed a mean dose difference per treatment session
of 0.0£1.7% (1 SD). Transfer errors were detected and corrected prior to the first
treatment session. An accelerator output variation of about 4% was found between
two weekly QC measurements. Patient dosimetry showed mean transit and Ds; dose
differences of -0.7£5.2% (1 SD) and -0.31+5.6% (1 SD) per treatment session,
respectively. Dose differences could be related to set-up errors, organ motion,
erroneous density corrections and changes in patient anatomy. EPIDs can be used
routinely to accurately verify treatment parameter transfer and machine output. By
applying transit and in vivo dosimetry, more insight can be obtained with respect to
the different error sources influencing dose delivery to a patient.
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3.1 INTRODUCTION

In high dose-high precision radiotherapy, treatment verification is necessary to assure
the correct dose delivery to a patient. Several authors have proposed accuracy
requirements. For instance, Mijnheer et alt proposed an accuracy requirement in
absorbed dose delivery at the dose specification point of 3.5% (1 SD) for external beam
treatments based on the steepness of dose-effect curves for local tumor control and
normal tissue damage. For specific high dose-high precision treatments this number
may be decreased, or for less demanding situations increased. There are many
potential error sources in a radiotherapy treatment, which can increase the
uncertainty in the dose delivery to a patient to unacceptable values. Potential error
sources can be subdivided into four categories®: (1) errors in the data transfer from
treatment planning system (TPS) to treatment equipment, (2) errors in the functioning
of the treatment equipment, and errors that are patient related due to (3) set-up
errors or organ motion and (4) inaccuracies during the treatment planning process.
Various solutions can be chosen to detect and correct errors in these four categories
but there are few solutions that can be utilized to detect errors in all four categories.
Electronic portal imaging devices (EPIDs) can be used for this task because they are not
only useful for imaging and position verification>™ but are also suited for dosimetry®”,
both pre-treatment and during treatment.

In case of the first category, the data transfer between TPS and treatment equipment
can be carried out electronically, avoiding an incorrect manual input of treatment
parameters into the accelerator console. Although commercial solutions are widely
available, even nowadays many radiotherapy departments are still using manual input
which demands a verification procedure to verify geometric and dosimetric radiation
parameters at the treatment machine. In case of electronic transfer, it could still be
necessary to verify the treatment parameters because sometimes a ‘“myriad” of
computers is used in the chain between treatment planning and treatment delivery.
Furthermore, manual input is sometimes necessary when not all treatment parameters
are available during treatment planning (e.g. treatment couch position). Validating
data transfer manually is perhaps most time-efficient but errors can be missed, as we
were able to conclude from our own treatment error registration system. A
pre-treatment verification method of geometric and dosimetric radiation parameters
using an EPID has been developed in our institution and has been described
elsewhere®. By using this method, the number of monitor units, as well as the
presence of a wedge, its direction, and the field size are verified based on portal dose
images, and hence the data transfer between TPS and treatment machine can be
verified.

To avoid the second category of errors, routine quality assurance (QA) of treatment
equipment is mandatory. Depending on the complexity of an irradiation technique,
additive quality control can be performed. Intensity-modulated radiation therapy
(IMRT) is a well-known example of an irradiation technique that demands a high
accuracy of linear accelerator and multileaf collimator. IMRT QA programmes
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therefore pay a lot of attention to geometric verification in addition to dosimetric
verification. Both can be performed using EPIDs” ™.

In case of the third and fourth category, errors in dose delivery are caused by set-up
errors or organ motion and by inaccuracies during the treatment planning process,
respectively. These patient related delivery errors can be found with semiconductor
detectors and radiothermoluminescent dosimeters™'> but also with portal imaging®”
or portal dosimetry13'14. For instance, due to gas pockets inside the rectum, a different
dose distribution can result inside a patient compared to the distribution predicted by
the TPS™. In case of inaccuracies in the dose calculation algorithm of the TPS, e.g. for
tissue heterogeneities, the predicted three-dimensional (3D) dose distribution differs
from the measured distribution'®. To detect these errors with EPIDs, a back-projection
into three dimensions™™ is needed, resulting in the 3D dose distribution delivered to
a patient or a phantom.

In this work, we show the clinical results of routine pre-treatment verification and
individual patient dosimetry. All procedures are based on electronic portal dosimetry
(EPD) and carried out by radiation therapy technicians (RTTs). Potential sources of dose
delivery errors in one point are obtained for all four error categories using one dose
verification solution only and are discussed in detail. The work described in the current
paper can be considered as the basis for a more elaborate 2D and 3D dose verification
of other advanced treatment techniques such as IMRT, without changing the clinical
procedure drastically.

3.2 MATERIALS AND METHODS

3.2.1 Patients

During 24 months, routine EPID-based pre-treatment verification, transit and in vivo
dosimetry has been performed in our department; in this period over 37500 images
were acquired and analyzed. An overview of the number of imaged patients and
treatment plans is shown in Table 3.1. In total, 2511 patients and 3146 treatment plans
were verified, mainly curative treatments of the pelvic region, breast, lung and head
and neck region. Multiple treatment plans could be used per patient corresponding to
different treatment phases and all plans were analyzed.

3.2.2 Equipment

All four SL15 linear accelerators (LINACs) in our department (Elekta, Crawley, United
Kingdom) were used for this study. They are equipped with 6 and 10 MV photon
beams, a motorized internal wedge and an intermediate-elbow videobased
Theraview-NT EPID (Cablon Medical, Leusden, The Netherlands) consisting of a
fluorescent screen, one mirror and a Peltier-cooled CCD camera (VDS Vosskiihler
GmbH, Osnabrick, Germany)ls. Grayscale EPID images were converted to portal dose
images at a fixed distance of 150 cm from the accelerator focus by correcting for (1)
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Table 3.1: Overview of the number of approved EPID dose measurements.

Pre-treatment Patient dosimetry
measurements measurements
Tumor site # of # of # of # of # of # of
patients plans sessions beams sessions beams
Pelvic region? 933 1,095 966 3,556 1,503 5,538
Breast 725 1,001 872 2,230 873 2,348
Lung 348 371 329 1,219 587 2,257
Head and neck 242 371 343 1,207 414 1,696
Other 192 236 202 583 263 811
Skull 70 71 64 186 59 218
Vertebras 1 it 2 10 2 11
Total 2,511 3,146 2,778 8,991 3,701 12,879

@ Pelvic region: bladder, cervix, endometrium, prostate, rectum including total
mesorectal excision (TME).

optical crosstalk in the EPID box, (2) non-linearity in the electronics, (3) differences in
photon energy response and (4) non-uniformity in sensitivity of the fluorescent screen
and CCD elements. This calibration has been extensively described for both a SRI-100
EPID and an iView EPID (Elekta, Crawley, United Kingdom), and is applied to all our
Theraview-NT EPIDs and for all photon beam energies with the same accuracy as
reported earlier”®"™. Previous experience with the SRI-100 EPID and the iView EPID
showed that portal dose values can be measured within 1-2% compared to ionization
chamber measurements7'8, under reference conditions. No electronic data transfer
was present in our department during this study, thus treatment parameters from the
TPS were manually entered into the accelerator console.

3.2.3 Routine pre-treatment and patient dosimetry

The dosimetric verification procedures were based on a single point dose value at the
geometrical centre of a radiation field within a region-of-interest (ROI) of 0.5 cm x 0.5
cm, taken from two-dimensional (2D) portal dose images.

For pre-treatment dosimetry, a measured central field dose was compared to a
predicted dose value at the focus-EPID distance. The pre-treatment portal dose images
were acquired during a dummy session with an open beam, before the actual
treatment of a patient started and with the gantry positioned at 0° to speed up the
measurement procedure. For individual patient dosimetry, point dose comparisons
were performed behind a patient at the position of the EPID (transit dosimetry) and at
a depth of 5 cm inside the patient (in vivo dosimetry) using a back-projection of the
measured central field dose. Both point dose comparisons have been described earlier
by Pasma et al.”> but were only applied to 115 prostate cancer patients. Portal dose
images were acquired during the first treatment sessions, with the patient on the
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treatment couch and with the gantry angles as prescribed by the treatment planning
system. Routine clinical procedures like patient set-up correction by using off-line and
on-line set-up protocols are not changed, and performed according to a treatment
protocol. In this work, pre-treatment dose, transit dose and in vivo dose values are
depicted by the symbols D¢, D; and Ds, respectively; the extensions “PLAN’’ and “EPID”
indicate predicted and measured doses. Dose differences found during pre-treatment
dosimetry had to be analyzed before the individual patient dosimetry could take place,
thus eliminating data transfer and machine errors during the actual treatment of a
patient.

RTTs performed both the measurements and the analysis of EPID images. An in-house
developed software package (EPIDos) was used to perform the point dose predictions
and back-projection, the conversion of EPID images into portal dose images and the
point dose comparisons. Treatment parameters were electronically transferred from
the TPS into EPIDos, but EPID images had to be read in manually. The throughput of
the machine decreased by 10 min per pre-treatment verification measurement while
no additional machine time was needed for individual patient dosimetry
measurements. The analysis of the EPID images took less than 20 s per image if dose
differences did not exceed prescribed action levels.

3.2.4 Action levels

For pre-treatment dosimetry, an action level of 5% was used for differences between
predicted dose and measured dose values per beam, based on earlier experience®. If
the action level was exceeded during pre-treatment verification, the treatment
parameters from the treatment chart were checked again by the RTTs to verify that no
errors were made during manual input, and the EPID measurements were repeated. If
no valid explanation was found for the observations, or the action level was exceeded
again after new measurements, a medical physicist was warned for further
investigation; the analysis time per measurement then increased to 15-20 min.

For individual patient dosimetry, larger action levels were used that differed between
tumor sites. These action levels were derived from initial clinical experience with the
dosimetric verification procedures during the first three months of this study and are a
trade-off between workload and ability to detect errors, aiming at a 90% rate of dose
differences within the action levels. If an action level was exceeded, possible error
sources of the dose differences were again identified and the impact of differences on
the 3D dose delivery inside the patient was assessed qualitatively. The action level for
the pelvic region was 7.5% for differences between predicted dose and measured dose
per beam for both transit and in vivo dosimetry. For breast, lung and head and neck
region, asymmetric action levels have been used which implies that systematic dose
differences were neglected. This can be justified because error sources were
recognized and the impact of the differences on the 3D dose delivery inside the patient
was assessed. For instance, for breast treatments, action levels of -17.5% and +7.5%
were used. The number of changes in treatment initiated by individual patient
dosimetry was not registered during this work.
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Furthermore, the verification procedures had to be approved by a RTT or medical
physicist before the treatment series continued.

3.2.5 Dose calculation algorithms

For pre-treatment verification, the central field dose value D pay Was predicted by
using an independent dose calculation algorithm which has been described earlier®®.
For transit dosimetry, the central field dose value was predicted behind a patient at
the focus-EPID distance. This transit dose D4y Was calculated by:

D, ,w =D s €7 -(1+ SPR)) (3.1)

T,PLAN c,PLAN

with t the radiological thickness of a patient or phantom along a ray line and u the
linear attenuation coefficient, which is a function of t to correct for beam hardening.
The scatter component originating in a patient was added to the central field dose as a
scatter-to-primary ratio (SPR;), as described by Swindell et al?.

Figure 3.1: An oblique plane generated in the TPS for a lung treatment field going through the
accelerator focus and the geometrical centre of the radiation field. A line through these two
points is always oriented horizontally in the TPS by default and can be used to determine the
beam entrance point (A), the beam exit point (B) and the point located at a radiological depth of
5.cm (C). The latter point is determined by using a measurement tool in the TPS that expresses a
distance between points both geometrically and radiologically. Note that the radiological depth
z5 of point C can differ significantly from the geometrical depth of 5 cm of point D. The distance
between points A and B is measured to determine the radiological thickness t; the distance
between the accelerator focus and point A is the focus-skin distance SSDs. The dose at point C is

D 5,PLAN-

For the point dose comparison inside a patient, a radiological depth of 5 cm was used
in this work. The in vivo dose Dspay Was determined in our TPS (XiO, Computerized
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Medical Systems, St. Louis, Missouri, USA) based on a convolution algorithmzz. The
measured in vivo dose at 5 cm radiological depth Dsgp was obtained by
back-projecting the measured transit dose Dr gpp:

D

_ Do guonnss, 150" (1+5PR,) (3.2)
1+SPR, (ssp, +z.) :

5,EPID

with SSD; the focus-skin distance along the ray line passing through accelerator focus
and geometrical centre of a radiation field, z; the geometrical depth at radiological
depth of 5 cm and SPR, the scatter-to-primary ratio due to patient scatter at this
depth; SPR, is a function of the field area at 5 cm depth in water that is defined as
(c-(SSDs+25)/100)° with ¢ the equivalent square field size. Pasma et al."* described an
algorithm for Dsgpp in prostate cancer patients where SPR, depends on ¢ and SSDs
only; zs does not vary for this patient group (z;=5 cm).

The parameters u, SPR; and SPR, of Egs. (3.1) and (3.2) were determined for
homogeneous polystyrene slab phantoms with four thicknesses varying from 10 to
37.5 cm and six field sizes varying from 3 cm x 3 cm to 24 cm x 24 cm. First, u and SPR;
were calculated by minimising the difference in Drpy Obtained by Eq. (3.1) and by
measurements. Second, SPR, was determined by using predicted values of Dsp4y from
our TPS and calculated values of Ds gpp from Eq. (3.2) with Drgpp from measurements.
Dose differences between measured and predicted transit dose values Drpay and in
vivo dose values Ds gp)p were smaller than 0.5% (1 SD) for all measurements above. The
parameters t, SSDs, zs and Ds piay Were determined using the TPS by RTTs using oblique
planes going through the accelerator focus and the geometrical centre of a radiation
field (Fig. 3.1).

3.2.6 Analysis of dose differences

Mean relative dose differences between predicted and measured central field doses
were calculated as (1-Dgpip/Dpian)-100 with corresponding standard deviations. A
two-tailed paired Student’s t-test was used to determine if dose differences were
significantly different (p<0.05), unless stated otherwise. Only those measurements
approved by a RTT, i.e. 86-89% of all imaged treatment beams, were analyzed.
Because measurements were mainly performed for treatments of the pelvic region,
breast, lung and head and neck region, these were the only tumor sites which were
analyzed separately. Dose differences larger than 50% were excluded because these
were not caused by actual dose delivery errors but by acquisition errors or errors made
by the RTTs (e.g. erroneous determination of individual patient parameters t, SSDs, zs
and Dspiay). In total, only 1 pre-treatment image and 59 treatment images were
excluded.

Dose differences were determined per field segment, open and wedged segments
separately, per treatment beam by summing dose values for the two segment types
and per treatment session by adding the dose values for all beams of a treatment
session. A summed in vivo dose value per treatment session does not actually describe
the dose value in one specific point in the patient at 5 cm depth because different
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Table 3.2: Overview of categories of error sources resulting in differences in pre-treatment
dose D, transit dose Dy and in vivo dose D-.

Error category Dose Error sources
parameter

Acquisitionerrors  D¢/D;/Ds  Errors during acquisition of EPID images (e.g.
malfunctioning of LINAC/EPID, wrong acquisition
parameters)

User errors D-/D;/Ds Errors made by RTTs performing and analysing
measurements (e.g. erroneous determination of
individual patient parameters in TPS, images not
acquired or not saved)

Implementation Dc/D;/Ds Errors made during implementation of clinical

errors procedures (e.g. inaccuracies in measurements for
fitting dose calculation algorithms and dosimetric
calibration model of EPIDs, bugs in analysis software)

Procedure D-/D;/Ds Limitations in clinical procedures (e.g. limitations in

limitations accuracy of dose calculation algorithms, limited EPID
FOV, geometrical centre of treatment field located
behind transmission block or close to field edges)

Transfer and D¢/ D;/ Ds Errors during data transfer from TPS to treatment

machineerrors equipment and due to malfunctioning of treatment
machine (e.g. erroneous field sizes, number of monitor
units or collimatorangles are entered into the treatment
machine, gradual break-down of the monitor chamber
of the treatment machine)

Patientrelated D;/Ds Errors caused by set-up errors or organ motion and due

deliveryerrors to inaccuracies during the individualised treatment
planning process (e.g. occurrence of gas pockets in the
rectum, erroneous density correction in TPS)

gantry angles and dose point locations at the EPID are used. However, summed dose
differences are more relevant, clinically, because a large dose difference for a segment
with a small contribution to the total in vivo dose may be less important than a
moderate dose difference in case of a very large contribution.

3.2.7 Analysis of error sources

An inventory was made of the error sources per treatment session if the dose
difference for a minimum of one treatment beam exceeded the action level which
means that the percentage of error sources for all treatment sessions is larger than the
percentage of dose differences per beam exceeding the action level. Both approved
and unapproved measurements were taken into account. All documented error
sources were analyzed and subdivided into six categories: (1) acquisition errors, (2)
user errors, (3) implementation errors, (4) procedure limitations, (5) transfer and
machine errors and (6) patient related delivery errors (Table 3.2). The first four error
categories can be seen as false positive dose delivery errors and should be absent if
hardware and software are working flawlessly and no user errors are made. The latter
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Figure 3.2: Relative dose differences between EPID dose measurements and dose calculations
shown for 8991 treatment fields. The vertical lines indicate the 5% action level used clinically. The
mean dose difference is 0.1+2.4% (1 SD).

two error categories represent real dose delivery errors which directly influence the
accuracy of a radiotherapy treatment.

3.3 RESULTS

3.3.1 Pre-treatment verification

In Fig. 3.2, the relative pre-treatment dose differences per beam are shown with the
clinically used action level of 5%. About 97% of all data points lie within this action
level. In Table 3.3, mean relative dose differences D are shown for the different tumor
sites, which vary per beam between -1.2% for head and neck patients and +1.2% for
lung patients.

Errors were observed in 5% of all treatment sessions. These were errors causing dose
differences at the EPID larger than the action level of 5% per beam. Limitations of the
verification procedure caused false positive errors in 2% of all treatment sessions. One
limitation was the verification of portal dose if the geometrical centre of a radiation
field was shielded by transmission blocks or was positioned close to field edges.
Transfer and machine errors were found for 12 patients (1%) and these true positive
errors were corrected before a patient was irradiated for the first time. For 4 patients,
wrong field sizes were manually entered into the accelerator console and for 6
patients incorrect collimator angles were applied which led to an incorrect central field
dose location. In one case, a shielding block was left out of the treatment description.
Another error was a variation in machine output of about 4% for one linear
accelerator. This change was due to the gradual break-down of the monitor chamber
of the linear accelerator; the chamber was replaced immediately.
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Table 3.3: Overview of pre-treatment and patient dosimetry results based on the
approved measurements.

Mean relative dose difference and standard deviation

(%)
Pelvic Breast Lung Head and
region neck
Treatment beams D¢ (oL7fnLr -0.812.3 12225 -1.2+2.7
Dy 1=2:53 5 -4.0£9.5 -0.1£6.0 -1.7+8.1
Ds 1.5:4.1 -0.619.5 -5.0£8.6 2.418.0
Treatment sessions D¢ 0.7+1.4 -0.9+1.6 12813 -0.8+1.7
Dr 1.1+2.4 -4.4+7.1 -0.2£4.2 =2 S EG T
Ds 1.4+3.0 -1.1+6.6 -5,4+59 1.215.9

Differences in pre-treatment dose D¢, transit dose D and in vivo dose Ds are shown
per treatment beam and per treatment session.

3.3.2 Patient dosimetry of the pelvic region

For the pelvic region, relative differences in transit dose D; and in vivo dose D; are
shown in Fig. 3.3(a) and Table 3.3. Both dose comparisons give very similar results;
about 97% and 95% of all transit and in vivo dose differences per beam are within the
clinically used action levels, respectively. The action levels are also depicted in Fig. 3.3
for the two types of dose differences. Standard deviations are within 3% in case of
summed dose differences per treatment session.

Errors were found and categorized in 24% of all treatment sessions, and are shown in
Fig. 3.4. Most errors were user errors and patient related delivery errors. In case of the
first category, many false positive errors were made during the determination of the
individual patient parameters t, SSDs, zs and Ds p 4y (4%). Also, images were not always
analyzed and saved (1%). In case of the second category, dose delivery errors were
found due to differences in rectum filling (10%) and patient set-up (3%) between
treatment planning and treatment delivery. For 35 patients, gas pockets were seen in
the rectum resulting in transit dose and in vivo dose differences if the ray line through
accelerator focus and geometrical centre of the radiation field passed through these
pockets. For 9 patients, a set-up error was observed in combination with a hip
prosthesis which sometimes led to dose differences of more than 10%. For one
patient, dose differences were caused by omission of a femoral head density
correction during treatment planning.

3.3.3 Patient dosimetry of the breast

Large dose differences were observed when EPID patient dosimetry was applied during
breast treatments (Fig. 3.3(b), Table 3.3). The mean transit dose difference for
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Fig. 3.3. Relative dose differences for (a) 5538 pelvic fields, (b) 2348 breast fields, (c) 2257 lung
fields and (d) 1696 head and neck fields. Both differences in transit dose, D;, and in vivo dose, Ds,
are shown in combination with the corresponding action levels (solid and dotted vertical lines,
respectively). The action levels for transit dosimetry and in vivo dosimetry are chosen
independently based on initial clinical experience and can therefore be different, e.g. for the lung
and head and neck patients.

individual beam verification is -4.0% while the mean in vivo dose difference is -0.6%
(p<0.001); the corresponding standard deviations are equal (both 9.5%). In Fig. 3.3, the
two Gaussian-shaped dose difference distributions are very similar but shifted with
respect to each other. For the breast treatments, 90% and 85% of the transit dose and
in vivo dose differences are within the clinically applied action levels of -17.5% and
+7.5%.

Error sources were identified for 49% of the treatment sessions, and are shown in Fig.
3.4. Most user errors were again made during determination of individual patient
parameters and due to incomplete analysis of EPID images by RTTs. In case of
procedure limitations, a part of the treatment couch construction blocked the dose
point location in EPID images (4%). Procedure limitations also concerned the use of
simulator slices instead of CT slices during treatment planning causing incomplete
structure sets (5%). Also, for breast irradiations, the position of the treatment couch
did not always allow EPID acquisition at 150 cm (3%) making EPID dose verification at
this distance impossible. Patient related delivery errors per beam were mostly caused
by an irreproducible set-up of the patient (19%). Comparison of EPID images with
digitally reconstructed radiographs (DRRs) from the treatment planning system
showed systematic set-up errors in the medial direction, sometimes up to 1.5 cm.
Finally, patient related delivery errors were also caused by the location of the
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Acquisition errors ] 23% PELVIC REGION :| 29% BREAST
User errors 3 58% :I 43%
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Transfer and machine errors | 0.0% 0.0%
Patient related delivery errors ﬁ 13.1% (3.7%) _:\ 25.9% (19.4%)
Acquisition errors -jogaa LUNG J 1.8% HEAD AND NECK

User errors 12.3% 49%
Implementation errors 13.8% :I 67%
Procedure limitations 10.1% 19 6%

Transfer and machine errors | 0.0% 0.0%

Patient related delivery errors 206% (11.3%)

Percentage emrors of all treatment sessions Percentage errors of all treatment sessions

35.0% (25.7T%)

Figure 3.4: Distribution of error sources found for the pelvic region, breast, lung and head and
neck patients using patient dosimetry measurements. Error sources are reported per treatment
session and are expressed as a percentage of the total number of treatment sessions. A
treatment session was considered erroneous if one or more beams exceeded the action level. In
parentheses, the percentage of treatment sessions is shown where patient related delivery errors
(true positive errors) resulted in a summed dose difference per treatment session larger than 5%.
The dotted horizontal line indicates a distinction between error sources leading to false positive
and true positive dose delivery errors (above and below the line, respectively).

geometrical centre of the radiation field with respect to density interfaces in a patient
(like the thorax hull or the patient’s skin) in 7% of all treatment sessions.

3.3.4 Patient dosimetry of the lung

In case of patient dosimetry measurements for the lung, a significant difference was
found between the results of transit dose and in vivo dose verification (p<0.001). The
measured dose inside the patient was systematically larger than the predicted in vivo
dose (p<0.001) while the mean transit dose difference was negligible (p=0.13). Also,
the corresponding standard deviations were smaller for the transit dose verification
than for the in vivo dose verification (Fig. 3.3(c), Table 3.3). The same observation can
be made by looking at the percentage of dose differences within the clinically used
action levels: 94% for the transit dose and 83% for the in vivo dose.

In Fig. 3.4 the distribution of error sources for lung patient dosimetry with EPIDs is
shown. Besides some of the user errors and procedure limitations already described
earlier, the category with implementation errors was large (14%). The most common
error in this category was an error in the in-house developed analysis program, which
affected the accuracy of the back-projection of Drep to obtain Dseop (see
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Implementation errors). Real patient related delivery errors (21%) were related to
set-up errors of the patient and internal lung motion (15%) and were also caused by
the location of the geometrical centre of the radiation field with respect to density
interfaces in and close to the lungs (6%).

3.3.5 Patient dosimetry of the head and neck region

Patient dosimetry results for the head and neck region are shown in Fig. 3.3(d) and
Table 3.3. As is the case for lung treatments, transit dose and in vivo dose verification
gave different results but in head and neck, the mean in vivo dose difference was
larger than the mean transit dose difference, 2.4% versus -1.7%, respectively
(p<0.001). Both standard deviations were almost equal. Of all transit and in vivo dose
differences, 86% and 78% of the differences were smaller than the clinical action
levels, respectively.

In Fig. 3.4, the error categorization is shown for head and neck treatment sessions. The
implementation error that affected the accuracy of patient dose verification in case of
lung treatment was also seen in head and neck treatments (5%). Procedure limitations
were found in case of 20% of all treatment sessions and were mainly caused by the
treatment couch construction (9%) or transmission blocks (6%) shielding the dose
point location in EPID images. Most user errors were made during determination of
the individual patient parameters t, SSDs, zs and Dspay (3%). Besides these false
positive errors, the occurrence of real patient related delivery errors per beam was
also large for the head and neck region (35% of all treatment sessions). For 21% of all
treatment sessions, the point of measurement was located behind the trachea or
behind tooth fillings, which made the dose verification very sensitive to set-up errors
of a patient and organ motion. In case of irradiation of laryngeal cancer, the dose point
was located close to the skin and sometimes even outside the patient (12%). For 4
patients, a decrease in neck diameter was observed causing a dose difference larger
than the action level.

3.4 DISCUSSION

All verification procedures described in this work are clinically applied on a routine
basis by RTTs. Action levels and decision trees have been used to determine if dose
differences had to be further investigated or could be accepted. These action levels
have been determined at the start of our routine EPID dosimetry programme by
looking at the results for small groups of patients. As a consequence, the number of
dose differences within the clinically applied action levels and the percentage of
positive errors differ for the different tumor sites as shown in Figs. 3.3 and 3.4. For
68% of all treatment sessions applied in the head and neck region, the dose difference
for a minimum of one treatment beam exceeded the action level which was due to
false positive errors (33%) and true positive errors (35%). This example shows that the
false positive rate cannot be decreased independently from the true positive rate by
simply using larger action levels. Therefore, the action levels have not been changed
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during this work. Using the measured dose differences and categorized errors per
treatment sessions, action levels can be adapted to influence workload and error
detection but, more importantly, verification procedures can also be optimized and all
errors besides real dose delivery errors minimized. This means that smaller action
levels can be used and smaller dose delivery errors can be detected and eliminated,
improving the accuracy of absorbed dose delivery.

3.4.1 Acquisition errors

The percentage of acquisition errors that occurred for all 7450 treatment sessions that
were analyzed for error categorization was 2%. These errors were not only due to
malfunctioning of the linear accelerator or EPID during the time of measurement but
also due to wrong acquisition parameters. Although most acquisition parameters are
defined by specific field characteristics which had to be transferred from the treatment
planning system, the dosimetric acquisition protocol had to be chosen manually. If this
step was forgotten, the standard acquisition protocol for set-up verification was
applied using a variable integration time and number of frames. Using one acquisition
protocol for both set-up verification and EPID dosimetry would decrease the number
of acquisition errors.

3.4.2 User errors

The percentage of user errors for all analyzed treatment sessions was 4%.
Determination of individual patient parameters using oblique planes in the treatment
planning system is a manual and less intuitive process explaining the large number of
errors. These user errors can be eliminated by making this process automated. The
parameters t, SSD; and z; can then be determined by segmentation of the 3D CT scan
of a patient using the field properties from the treatment planning system, yielding the
in vivo dose at 5 cm depth, D5 p 4y, directly from the 3D dose distribution.

3.4.3 Implementation errors

The percentage of implementation errors for all analyzed treatment sessions was 3%.
For in vivo dosimetry of the lung and head and neck region, an implementation error in
EPIDos was found. Instead of using z; determined in the treatment planning system,
this depth was fixed to 5 cm in the EPIDos program code. Due to the lower density of
lung, the average value of z; should be larger for lung verification (Fig. 3.1) which
would decrease the reconstructed EPID patient dose (Eq. (3.2)). Assuming that transit
dose differences and in vivo dose differences are equal, i.e. both -0.1%, the mean zs
value was 7.2 £ 3.4 cm (1 SD). For the head and neck patient group, this value would
then be 3.0 + 3.6 cm (1 SD), which is smaller than 5 cm and can be explained by the
higher density of bone in this region.

3.4.4 Procedure limitations

The percentage of errors due to procedure limitations for all analyzed treatment
sessions was 6%. Using EPIDs at a fixed distance of 150 cm from the accelerator focus
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limits the effective field-of-view (FOV) to 27 cm x 27 cm isocentrically. The accuracy of
the dose calibration model of the EPID decreases for treatment fields larger than the
effective FOV because the optical crosstalk correction is fitted to a maximum field size
of 24 cm x 24 cm. The effective FOV can be increased if the distance to the accelerator
focus is decreased which is possible with the Theraview-NT EPIDs. However, a smaller
focus-EPID distance decreases the number of treatment fields that can be imaged due
to possible treatment couch collisions with the EPID. This will especially be the case for
breast, lung and head and neck region. Also, the patient scatter contribution to the
EPID increases significantly for a smaller patient-to-EPID distance, thus decreasing the
accuracy of predicted and measured dose values for individual patient dosimetry®.

In case of breast treatments, not all treatment plans are CT-based. Using conventional
simulator slices for treatment planning, only the body contour and lung contours are
present. Missing structures like the clavicula in supraclavicular treatment fields can
cause large transit and in vivo dose differences if the geometrical centre of a treatment
field is positioned behind these structures. In this case, radiological thickness and
radiological depths cannot be determined correctly. Also, contours derived at the
simulator are less accurate than using CT scanning.

The dose prediction model and the back-projection model (Egs. (3.1) and (3.2)) used in
this work have a high accuracy if used at the geometrical centre of a treatment field
but have also several limitations®. First, the prediction of D.pay and Drpay is less
accurate if treatment fields are heavily shielded because the equivalent square field
size ¢ is calculated only using the position of the collimating jaws. The decrease in
collimator scatter due to shielding blocks is not taken into account, while the
collimator exchange effect is neglected. The collimator exchange effect describes the
difference in head scatter depending on the orientation of the collimator for
asymmetric beams. Also, if the geometrical centre of a treatment field is located
behind a transmission block, the predicted dose values D, p4y and hence Dy piay Will be
too high because the presence of the block is not taken into account. Using the
transmission of the primary beam through a transmission block will increase the
accuracy of dose verification for these cases. Another option is to perform the dose
verification at a point close to the geometrical centre of a treatment field but not
behind a transmission block. Furthermore, the prediction model of Drpay and the
back-projection model for Dsgp assumed a symmetrical distribution of
inhomogeneities around the isocenter plane. In case of lung and head and neck region,
this assumption is not always valid which causes a different patient scatter
contribution to the EPID detector. However, the error in scatter-to-primary ratio SPR;
(Egs. (3.1) and (3.2)) will be very small®. Also, off-axis beam softening is neglected
which results in less accurate results off-axis. Pasma et al.** described a portal dose
image prediction algorithm for open beams that incorporates off-axis beam softening
but the input measurement set for this model is much more extensive. Because all
point dose comparisons are performed at the geometrical centre of a radiation field in
this work, the off-axis position and thus the inaccuracy of our dose calculation
algorithms is limited. Finally, missing tissue is not taken into account which is
particularly important for breast and laryngeal cancer which is treated with two
opposing tangential fields. The scatter-to-primary ratios SPR; and SPR, will be both
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smaller than predicted in case of missing tissue and thus the model will overestimate
the predicted transit Drpan; the back-projected in vivo dose Dsgpp Will also change
depending on the change in ratio of SPR, and SPR;.

3.4.5 Transfer and machine errors

The percentage of transfer and machine errors for all analyzed pre-treatment sessions
was 1%. Most transfer errors can be avoided if an electronic transfer would be present
between TPS and treatment equipment. However, this means that all changes in
treatment parameters should be updated in the TPS which was not always the case in
our department, although this is the recommended procedure. Using the
pre-treatment verification procedure, errors will be found and can trigger RTTs to look
again at the actual treatment parameter values. For all in vivo dosimetry
measurements, no transfer error was detected proving the effectiveness of the
pre-treatment verification procedure.

3.4.6 Patient related delivery errors

For the pelvic region, dose differences were often found due to the presence of gas
pockets in the rectum during treatment and not in the CT scan used for treatment
planning. The actual in vivo dose will therefore vary but not daily in the same way
because the presence of gas pockets is a random deviation. If the gas pockets are
already present in the CT scan but not during treatment, differences can be systematic
and replanning using a new CT scan or forcing densities is necessary. Due to changes in
set-up, large dose differences were found in the case of a dose measurement behind a
hip prosthesis. Correction of set-up errors by portal imaging set-up protocols
decreased the dose differences and showed that the density correction in the
treatment planning system is correct and hence the radiological thickness that was
used for the hip prosthesis. In case of 4% of all treatment sessions (Fig. 3.4), patient
related delivery errors per beam resulted in summed dose differences per treatment
session larger than 5%. These summed dose differences are more relevant clinically
although summed dose differences do not describe the differences in prescribed
fraction dose. However, they do indicate that the 3D in vivo dose distribution during
treatment will differ locally from the distribution generated with the treatment
planning system.

For breast treatments, systematic set-up errors are found in the medial direction
decreasing the radiological thickness t. Both measured transit dose Drgpp and
back-projected in vivo dose Ds gpp Will therefore increase equally (Egs. (3.1) and (3.2)).
Small set-up errors can cause large changes in diameter and dose differences due to
the shape of a breast. Based on the systematic dose difference of 3.4% between the
mean transit dose difference (-4.0%) and the mean in vivo dose difference (-0.6%) for
breast treatments, the increase in back-projected in vivo dose Ds¢pp due to set-up is
partially compensated by the decrease in D5 gpp due to neglecting missing tissue in the
dose back-projection. This means that the ratio of SPR, and SPR; is larger in case of
missing tissue than under full-scatter conditions. In order to eliminate the large and
systematic set-up errors in our department, treatment protocols are reviewed. Hector
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etal” reported a weighted average standard deviation in set-up of only 2.5 mm which
is much smaller than the variations we found. Also, a set-up correction protocol for the
breast will be implemented in our department, which should be applied before dose
values are verified.

For breast, lung and head and neck region, patient dosimetry measurements could be
made less sensitive to set-up errors and organ motion if the dose point is shifted away
from the thorax hull, the patient’s skin, density interfaces in and close to the lung and
from trachea and tooth fillings. These positioning problems have also been observed
during in vivo dosimetry using diodes®, e.g. for breast and head and neck region.

3.4.7 Verification procedures

The patient related delivery errors found in this work are very often related to set-up
errors and organ motion. Also, changes in patient anatomy have been found, and
incorrect density corrections during treatment planning have been detected. Both the
transit dose and in vivo dose comparisons detect these errors while the pre-treatment
dose comparison cannot. However, the pre-treatment verification is particularly useful
in detecting dose delivery errors caused by treatment equipment and incorrect beam
properties without uncertainties in portal dose due to the patient. Also, the
pre-treatment procedure can be extended to verify other beam properties like
presence of wedge, wedge direction, field size® and field shape. Care must be taken by
interpreting the in vivo dose Dsepp. This dose is calculated by using the individual
patient parameters from the TPS in combination with the actual measured transit dose
with all its uncertainties in patient anatomy due to set-up errors and organ motion.
Still, the in vivo dose comparison might be very useful for detecting errors in the
treatment planning software in absence of these patient uncertainties.

Measurements for individualized patient dosimetry were performed during the first
treatment sessions of a treatment. At this time, set-up corrections are not yet applied
in case of off-line set-up protocols and the patient’s position and organ anatomy can
still change during the rest of the treatment course. Hence, the outcome of the
dosimetric verification procedures can change. To improve the clinical usefulness of
our procedures, more measurements are needed spread over the entire treatment
course, e.g. three times in the first week and then weekly, to be able to make a
distinction between systematic and random dose delivery errors.

3.4.8 Future developments

In this work, the central field dose is checked pre-treatment which is useful for
verification of the number of monitor units in case of conventional multi-segment
treatment techniques and to detect machine output variations. We are currently in the
process of adapting our method of pre-treatment verification for a more elaborate
IMRT dose verification procedure by extending the central field point dose prediction
to a 2D portal dose prediction. Besides the implementation of 2D pre-treatment
verification with EPIDs for IMRT purposes, we are also in the process of changing the
verification procedure and analysis software in order to perform 2D patient dosimetry.
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Therefore, we started to use the 2D portal dose prediction developed in our
department23 profiting from the clinical experience obtained during the routine use of
EPIDs for individualized patient dosimetry as described in this work. The 2D portal dose
predictions will be compared to portal dose images obtained from amorphous silicon
EPIDs that are very well suited for portal dosimetry applicationss’n. Application of this
type of EPID for point dose measurements will not change the conclusions of this work
due to the high accuracy of the portal dose images from the video-based EPIDs.
However, with 2D patient dosimetry, dose difference distributions can provide more
insight into the type of error sources and location with respect to tumor and critical
structures. Translation of transit dose differences to in vivo target dose differences will
be done by using a 2D transit dose to 3D in vivo dose back-projection procedure”.

3.5 CONCLUSIONS

Pre-treatment verification and patient dosimetry procedures based on the use of EPIDs
have been used clinically in our department for more than 24 months in which time
about 2500 patient treatments were checked. Procedures could be fully applied by
RTTs including acquisition, analysis and evaluation of about 37500 portal dose images.
Treatment parameter transfer, machine output and dose delivery to a patient can be
verified using EPIDs. Analysis of the data demonstrated false positive dose delivery
errors due to the presence of user errors, implementation errors in the analysis
software, procedure limitations but also true positive dose delivery errors. Using the
measured dose differences and recognized error sources, verification procedures can
be optimized and errors besides real dose delivery errors minimized. Transfer and
machine errors possibly leading to dose delivery errors were found for 1% of all
pre-treatment measurements. For 12% of all treatment sessions imaged during
treatment, patient related error sources could be determined that probably affected
the 3D in vivo dose distribution locally. Treatment imaging and set-up correction
protocols are required to decrease dose differences particularly in case of breast
treatments but also for lung, and head and neck irradiations.
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ABSTRACT

Electronic portal imaging devices (EPIDs) can be used to measure a two-dimensional
(2D) dose distribution behind a patient, thus allowing dosimetric treatment
verification. For this purpose we experimentally assessed the accuracy of a 2D portal
dose prediction model based on pencil beam scatter kernels. A straightforward
derivation of these pencil beam scatter kernels for portal dose prediction models is
presented based on phantom measurements. The model is able to predict the 2D
portal dose image (PDI) behind a patient, based on a PDI without the patient in the
beam in combination with the radiological thickness of the patient. To assess the
accuracy of portal dose and radiological thickness values obtained with our model,
various types of homogeneous as well as inhomogeneous phantoms were irradiated
with a 6 MV photon beam. With our model we are able to predict a PDI with an
accuracy better than 2% (mean difference) if the radiological thickness of the object in
the beam is symmetrically situated around the isocenter. For other situations
deviations up to 3% are observed for a homogeneous phantom with a radiological
thickness of 17 cm and a 9 cm shift of the midplane-to-detector distance. The model
can extract the radiological thickness within 7 mm (maximum difference) of the actual
radiological thickness if the object is symmetrically distributed around the isocenter
plane. This difference in radiological thickness is related to a primary portal dose
difference of 3%. It can be concluded that our model can be used as an easy and
accurate tool for the 2D verification of patient treatments by comparing predicted and
measured PDIs. The model is also able to extract the primary portal dose with a high
accuracy, which can be used as the input for a 3D dose reconstruction method based
on back-projection.
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4.1 INTRODUCTION

Electronic Portal Imaging Devices (EPIDs) acquire a two-dimensional (2D) photon
transmission distribution behind a patient during external beam radiotherapy.' EPIDs
can be used for two main purposes. First, as imaging devices: e.g., a portal image can
be compared with a digitally reconstructed radiograph derived from a planning CT scan
to detect errors in patient set-up. Furthermore portal images can be used for verifying
leaf position for instance as applied during intensity-modulated radiotherapy
treatments. In addition EPIDs can be used as dosimetry devices. After being calibrated
EPIDs are used for portal dosimetry purposes.”™ This last application is currently not
used at its full potential but offers a lot of extra possibilities for the quality control of a
treatment with external photon beams.

Quality control procedures of a patient treatment can be divided into two main parts;
first quality control of the technical aspects of the linear accelerator itself, and second
verification of the actual patient treatment. A technical quality control program
concerns, amongst others, verification of: The output of the linear accelerator, the
parameter transfer between treatment planning system and linac, the collimator
settings and the direction of wedges.” Quality control of a patient treatment includes
verification of both the patient set-up and of the delivery of the correct dose. With in
vivo dosimetry, the actual dose delivered to the patient during treatment is checked.
Several detector types such as diodes, thermoluminescence dosimeters (TLDs) or
metal oxide field effect transistors (MOSFETs) can be used for this purpose.®® Portal
dosimetry can also be used for in vivo dosimetry purposes because the portal dose can
be related to the patient dose. This has lead to various possibilities for in vivo
dosimetry applying EPIDs.

Several portal dose prediction models have been developed.”™ These models
calculate the dose at the position of the EPID, which can then be compared with the
measured portal dose during treatment. If the predicted and measured portal dose
distributions are equal, then the actual dose delivered to the patient is assumed to be
the same as the planned dose. However, if there are deviations between the two dose
distributions it may be difficult to interpret the differences in terms of patient dose.
Therefore exit-plane reconstructions™>"* and midplane reconstruction™™’ methods
have been developed for the verification of the planned dose inside a patient. The
reconstructed dose can be compared with the planned dose obtained from the
treatment planning system in these planes.

However, portal dose images (PDIs) are not only useful to verify whether the planned
portal dose is the same as the measured portal dose, but can also be used to perform a
full three-dimensional (3D) reconstruction of the actual dose delivered to the patient.
For such a 3D dose reconstruction so-called back-projection methods have been
developed.'®" These back-projection methods relate the primary portal dose to the
dose actually delivered to the patient. For these methods it is necessary to separate
the primary dose from the patient scattered dose at the position of the EPID.?>? The
scattered dose comes from all irradiated parts of the patient, while the primary portal
dose is only related to the radiological thickness of the path traversed by the photons
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in the patient. This primary portal dose can then be back-projected through a model of
the patient during treatment. The total dose inside the patient can be calculated from
the primary dose by adding the scattered patient dose component. To make this dose
reconstruction completely independent of the planning CT data, a CT scan of the
patient in treatment position has to be made. Recent developments with
megavoltage26 or kiIovoItage27 cone-beam CT scans show this is a feasible method for
acquiring such a CT scan either during or just before the actual treatment.

Currently in our department a portal dose prediction model is used clinically that
calculates the portal dose at the center of the field. This calculated point dose is
compared with a single point dose obtained from a measured two-dimensional, 2D,
PDI. The ultimate goal of our in vivo dosimetry program is, however, not to verify the
dose at a point or plane behind the patient, but to check the dose actually delivered to
the patient.

The aim of this study was to extend the point dose prediction model currently used in
our department to a 2D portal dose prediction model. Portal dose prediction methods,
based on pencil beam scatter kernels can predict the portal dose with high
accuracy.w’12 The model presented is based solely on the radiological thickness of the
patient along a ray line and a portal dose image taken prior to treatment without the
patient in the beam. To use this model in the future for 3D dose reconstruction, the
model has to be able to extract the primary portal dose from a measured PDI during
treatment. The accuracy of the 2D portal dose prediction and the extraction of the
primary portal dose of the model were tested in an experimental study including
homogeneous as well as inhomogeneous phantoms. In order to illustrate the
application of our 2D portal dose prediction model, a clinical example is also given.

4.2 THEORETICAL MODEL

A model is used that describes the relation between three sets of data: Two PDlIs, one
with and a second without an object in the beam, and the radiological thickness of the
path traversed by photons in the object. With object in this paper either a patient or a
phantom is meant. If two of these quantities are known, the third one can be
calculated. In this study we analyzed the accuracy of two options of the model. First,
we studied the prediction of the portal dose with an object in the beam based on the
radiological thickness of the object and a PDI taken without the object in the beam.
Second, the extraction of the radiological thickness from a PDI with and without object
in the beam was evaluated.

We adapted the original portal dose prediction model developed by Pasma et al.' at
three points. First, the portal dose prediction model has been extended to be able to
extract also the radiological thickness of the patient from the two PDIs. Radiological
thickness is related to the primary portal dose by the effective attenuation coefficient
along the ray-lines. Pasma et al.”® used their model in a similar way to verify the
radiological thickness of compensators.
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Second, the pencil beam scatter kernels were fitted to a pre-defined kernel function.
The derivation of these pencil beam scatter kernels is not straightforward. The original
model used an iterative calculation of the pencil beam scatter kernels from phantom
measurements, but these kernels showed a non-physical behavior near the beam axis
which averaged out in the calculation of the scattered portal dose. Monte Carlo
simulations of the scatter kernels’**® are also presented in the literature but this
approach requires complex calculations, while in addition such a Monte Carlo method
is not available in our department. Analytically derived scatter kernels* have also
been presented but these kernels are only an estimate of the photon fluence or do not
represent the detector response. We developed a simple method that describes the
pencil beam scatter kernel with a pre-defined kernel function. The coefficients of this
function are fitted to the measured phantom scattered component of the
transmission, discussed in Sec. 4.2.2. We analyzed three of these predefined functions
based on either physical properties or empirical assumptions. Our method does not
need complex Monte Carlo calculations and requires only a limited set of transmission
measurements. Predictions are made for a fixed focus-detector distance of 150 cm,
being the focus-detector distance of our EPID. Scatter kernels were calculated at this
distance for a set of homogeneous phantoms placed symmetrically around the
isocenter located at 100 cm to the focus, resulting in a phantom midplane-to-detector
distance of 50 cm.

Third, the prediction of a portal dose image is based on the assumption that the
radiological midplane coincides with the isocenter plane. This is a simplified version of
the equivalent homogeneous phantom (EHP) concept described by Pasma et al.™® This
concept replaces an inhomogeneous object by a homogeneous object having the same
radiological thickness along an incident ray line from focus to detector. Its thickness is
repositioned in such a way that it is distributed symmetrically around the
center-of-mass of the particular ray line. The EHP consists of two arrays: An array of
radiological thicknesses and an array of distances from the center-of-mass to the
portal dose plane. Their approach was modified in such a way that the model is only
depending on one parameter: The radiological thickness of the object in the beam.
This simplified version was chosen to make the extraction of the radiological thickness
totally independent of the object in the beam.

The extended model can operate in two ways, yielding different types of information.
First, it can predict a PDI with an object in the beam, based on a PDI without the object
and its radiological thickness. Second, it allows the extraction of the radiological
thickness based on a PDI with and without the object in the beam.

4.2.1 Prediction of 2D portal dose images

Briefly, the model predicts the primary portal dose P(x,y) and the phantom scattered
portal dose S(x,y) at a location (x,y) at the EPID of an object with radiological thickness
txy) based on a PDI without the object in the beam O(x,y):

P(x,y)= O(x,y)exp(— ,u(r(m ,t(xyy)) . tw)) (4.1)
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S(x,y) = j jO(x', YIK(T oty d)-dX'dly! (4.2)

x',y'eField

in which p(ry,),tx,) is the effective attenuation coefficient for a phantom with
thickness t,) at position r(xly)=\/(x2+y2) and K(rt,d) a scatter kernel for phantom
thickness t and midplane-to-detector distance d. The phantom scattered dose
component is obtained by a superposition of the total energy released per mass
(TERMA) in the EPID with the scatter kernel K. TERMA is equal to the product of the
energy fluence and mass-attenuation coefficient at the position of the EPID, and is
proportional to O(x,y). The effective depth of the points (x,y) in the EPID is 2.5 cm in
water equivalent material, which is also the depth in the large water phantom where
the verification measurements were performed. P, O, and S are, therefore, defined at
this depth. Note that the prediction of the primary dose is independent of the
midplane-to-detector distance of the phantom and is only related to the off-axis
location and phantom thickness.

Only two model parameters are required. First, a set of radial symmetric scatter
kernels for various phantom thicknesses t placed with a midplane-to-detector distance
d. Thicknesses not included in the set of scatter kernels are derived using a linear
interpolation. Second, the model includes an effective attenuation coefficient, which
depends on both off-axis distance (to include beam-softening) and phantom thickness
(to include beam-hardening). The summation of the primary and scattered portal dose
distribution yields the total portal dose distribution /(x,y).

4.2.2 Derivation of the model parameters

4.2.2.1 Effective attenuation coefficient

The total transmission T(x,y) of a photon beam behind a homogeneous phantom is
defined as the sum of the primary dose P(x,y) and the phantom scattered dose S(x,y)
divided by the dose O(x,y) without the phantom in place. The transmission consists of
a primary component T (x,y)=P(x,y)/O(x,y) and a component T°(x,y)=S(x,y)/O(x.y)
arising from phantom scatter:

_P(x,y)+S(xy)
Txy)= ="
O(x,y)
The primary component of the transmission is only related to the radiological thickness
t of the phantom and the energy spectrum of the beam, both effects are described by

the effective attenuation coefficient. This primary component can be estimated by
extrapolating the total transmission to a field size A of 0 cm x 0 cm,*°

T (x,y)=limT(x,y) = exp(- plr, . t)-t) (4.4)

:Tp(x,y)+TS(x,y) (4.3)
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4.2.2.2 Pencil beam scatter kernels

The phantom scattered component of the transmission depends on a number of
physical parameters such as phantom thickness, field size and midplane-to-detector
distance. This phantom scattered component can be estimated by subtracting the
primary component from the total transmission. The on-axis phantom scattered part
behind a homogeneous object with thickness t can be calculated by a superposition of
the incident field with pencil beam scatter kernels:'%***°

T°(x=0,y=0)= ” ) K(qlx2+y2,t,d)dxdy (4.5)

(x,y)eField

We investigated three radial symmetric functions K(r,t,d) to describe the pencil beam
scatter kernel. (1) A Gaussian shape Kgauss [EQ. (4.6)] described by two parameters
¢;"(t) and ¢;”(t); (2) a function based on an isotropic point source Kisotropic [Eq (4 Nl
described by two parameters indicating the strength c[ef(t) and the distance ¢’ (t) of
the (virtual) point source above the detector plane; (3) a function based on single
Compton scattered photons described by the Klein-Nishina cross-section Kyy [Eq. (4.8)]
with variable strength ¢,"(t).

ref 2
K e (r,1,d) = = S(t) exp[— [#Ef(t)J } (4.6)

s*-c,”(t)-¢,"(t)

(+sc7 ) )

K (r,t,d)=cl(t)( 1 2 1+cos’ @+ a’(1-cosO) \cosaﬁ (4.8)
“ 2 (1+a(1-cosb) 1+a(l-cosd)) o

xOyO

(r,t,d)=

(4.7)

/sutmp/r

with 5=(d/d'ef)2 a scaling factor taking into account the midplane-to-detector distance
d, cosf=d/N(r’+d’) describing the angle 0 of the scattered photons, a=E/moc’ is the
average photon energy E expressed in units m,c’=0.511 MeV and ¢;“(t), ¢,’¥(t) are
fitting coefficients of the scatter kernel for phantom thickness t placed at
midplane-to-detector distance d¥. Pencil beam scatter kernels for other
midplane-to-detector distances d than the fitting geometry d are taken into account
by the scaling factor s which is based on divergence of the scattered photons created
in the midplane of the phantom.

4.2.3 Extraction of radiological thickness

The model can also be used to extract the radiological thickness of an object from two
PDIs, with and without an object in the beam. An iterative technique can be used”**®
to extract the radiological thickness of the object. Only a limited number of iteration
steps are needed for the solution to converge.31’32 All iterations in this study were
performed with three iteration steps. The iterative loop for the extraction of the
radiological thickness is shown in Fig. 4.1.
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- Estimate primary dose P(x,y )=1(x,y).

- Calculate radiological thickness t, by inverting:
P(x,y)=0(x,yJexp(-4(r,t)-t,,,,).

- Start iteration.

Y

Y

1. Calculate scattered dose for this radiological thickness:

S(x,y)= IIO(X',y'k(r,.,-_,.r-.:f.,-,,-.,d”’ Jix'dy' .

x'y'eField

No 2. Calculate primary dose:

X P(x,y)=1(x,y)-S(x,y).

3. Calculate radiological thickness t,,) by inverting:
P(x,y)=0(x,y Jexp(- u(r,t)-t,,,).

Yes

L 4

Iteration finished?

Figure 4.1: Flow chart showing the iterative process for the extraction of the radiological
thickness from EPID measurements. All iterations in this study were performed with three steps.

4.3 MATERIALS AND METHODS

4.3.1 Detectors and measurement set-up

All measurements were performed with a 6 MV photon beam from a SL15 linear
accelerator (Elekta, Crawley, United Kingdom) under full scatter conditions in a water
phantom (Blue Phantom, Scanditronix Wellhofer, Schwarzenbruck, Germany) with two
types of detectors. First, an ionization chamber (CC13, Scanditronix Wellhofer,
Schwarzenbruck, Germany), read out by a UNIDOS E electrometer (PTW, Freiburg,
Germany), was used for absolute dosimetry. Second, a linear detector array (CA24,
Scanditronix Wellhofer, Schwarzenbruck, Germany) with 23 ionization chambers
spaced at an equal distance of 2 cm and read out by a multichannel electrometer
(MD240, Scanditronix Wellhofer, Schwarzenbruck, Germany) was used in the dose rate
mode with an additional ionization chamber (CC13) positioned inside the field to
correct for a possible drop in dose rate of the linac. The water surface was positioned
at 147.5 cm from the source and the effective centers of the detectors are positioned
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2.5 cm below the water surface, resulting in a source-to-detector distance (SDD) of 150
cm. These conditions are equal to the calibration conditions of the EPID.

With the linear detector array it is possible to scan a 2D dose profile, whereas an
additional absolute point dose measurement is used to convert this relative dose
distribution to an absolute dose distribution. This 2D measured portal dose
distribution has measurement points every 2 cm both in x and y direction which is then
linearly interpolated to a grid size equal to the dose grid size of the EPID.

For the measurement of a PDI in clinical situations we used a CCD-based electronic
portal imaging device EPID (Theraview NT, Cablon Medical, Leusden, The Netherlands),
which was calibrated to measure dose under full scatter conditions.”” The grid size of
the EPID after dosimetric calibration is 128 x 128 pixels with an effective detector area
of 40 cm x 40 cm, resulting in an effective grid spacing of 0.3 cm. The SDD of the EPID
was 150.0 cm.

4.3.2 Derivation of the model parameters

4.3.2.1 Derivation of the effective attenuation coefficient

Absolute point dose measurements on the central beam axis and at off-axis points r=3,
6, and 9 cm, with distances expressed at the isocenter plane, were performed using
symmetric fields having widths of 3-5 cm, situated symmetrically around the
measurement point. The primary component of the transmission and the effective
attenuation coefficient were determined by a linear extrapolation of the measured
transmission for field sizes of 5cm x5 cm, 4 cm x 4 cm, and 3 cm x 3 cm to a field area
of 0cmx0cm.™

4.3.2.2 Derivation of the pencil beam scatter kernels

Absolute point dose measurements on the central beam axis were performed using
symmetric field widths of 3, 6, 10, 15, 21, and 24 cm. For each measurement 200
monitor units were given. Also a PDI O(x,y) of the largest field was measured.

Phantoms were made of stacked layers of polystyrene (PS) with a density of 1.01 g/t:m3
having dimensions of 29 cm x 29 ¢cm and thicknesses of 4.3, 8.6, 12.9, 17.1, and 21.4
cm. For the fitting of the kernel functions the phantoms were placed symmetrically
around the isocenter plane located at 100 cm from the source, i.e., a fixed
midplane-to-detector distance d=d"/=50 cm. The phantom scattered component of the
transmission was calculated by subtracting the primary component from the total
transmission.

The parameters ¢;“(t) and ¢,(t) of the kernel functions in Egs. (4.6)-(4.8) were fitted
in MATLAB (The Mathworks Inc., Natick, MA, USA) using an unconstrained non-linear
minimization to yield the smallest absolute difference between measurements and
fitted function. The measurements used for the fitting of a function for a phantom
thickness t placed at a d=d"=50 cm were performed for square fields with sizes 3 cm x
3cmto24 cmx 24 cm.
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Figure 4.2: Characteristics of the phantoms used in the inhomogeneous phantom study. These
phantoms are constructed of stacked layers of polystyrene and cork with an area of 29 cm x 29
cm having various thicknesses.

To verify the kernel functions for other distances than d'?, the 8.6 cm PS phantom was
placed at d=45.7 and 54.3 cm, and the 17.1 cm PS phantom at d=41.4 and 58.6 cm.

4.3.3 Homogeneous phantoms

In order to test the accuracy of the portal dose prediction model for homogeneous
phantoms ionization chamber measurements were performed at on- and off-axis
locations 0, 3, 6, and 9 cm along the longest side of a 5 cm x 24 cm and a 15 cm x 24
cm field (field sizes are expressed at the isocenter plane). The phantoms were placed
with their midplane coinciding with the isocenter, resulting in a midplane-to-detector
distance of d=50 cm.

The accuracy of a PDI predicted for an asymmetric field was investigated for two
phantoms with thicknesses of 8.6 and 17.1 cm PS. A field size of 7.5 cm x 24 cm (X1=0
cm, X2=7.5 cm, Y1=12 cm, and Y2=12 cm) was used for these measurements applying
the linear detector array.

The limitations of the model imposed by assuming that the center of the phantom is
located at the isocenter was investigated by placing the phantom with its top or
bottom side at the isocenter plane, resulting in a smaller and larger
midplane-to-detector distance. 2D dose measurements were done with the detector
array for two phantom thicknesses: 8.6 cm and 17.1 cm PS. The resulting
midplane-to-detector distances d were 45.7, 50.0, and 54.3 cm and 41.5, 50.0, and
58.6 cm for the 8.6 and 17.1 cm thick phantoms, respectively. For the predictions of
the PDIs we assumed that the phantom was positioned symmetrically around the
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isocenter at d=50.0 cm, and only the radiological thickness was used without further
information about the location of the phantom.

4.3.4 Inhomogeneous phantoms

Inhomogeneous phantoms are placed with their geometrical midplane coinciding with
the isocenter plane. The inhomogeneous phantoms can be divided into midplane
symmetric and midplane asymmetric phantoms. For the midplane symmetric
phantoms the radiological midplane coincides with the isocenter plane, for the
midplane asymmetric phantoms the radiological midplane is shifted relative to the
geometrical midplane. The inhomogeneous phantoms, constructed from PS and cork
(Peorc=0.20 g/cm?’) are schematically shown in Fig. 4.2. The field size used to irradiate
the phantoms was 15 cm x 24 cm.

Phantoms A, B1, and B2 all have the same geometrical and radiological thickness and
consist of a slab of cork embedded in two layers of PS. For phantom A the radiological
midplane is the same as the geometrical midplane, while for phantom B1/B2 the
radiological midplane is 2.3 cm shifted towards/away from the detector, respectively.

Phantom C is a midplane symmetric phantom consisting of a slab of cork, air and PS
positioned between two layers of PS. In the center, the air gap has an
8 cm width while on the left and right side there is a slab of PS and cork, respectively.

Phantom D consists of 2 slabs of cork of 6.2 cm having on top and below a layer of 2.1
cm PS, and between the two slabs of cork a 4.3 cm layer of PS has been positioned.

4.3.5 Clinical case study

The prediction of a PDI for a clinical treatment situation has been made to
demonstrate the feasibility of the model. The radiological thickness has been
calculated by ray-tracing through the patient’s CT-scan. A tangential breast field was
used for treatment of this patient with a field size of 11.1 cm x 16.2 cm. The PDI has
been predicted based on the radiological thickness map of the patient and the PDI
without the patient in the beam.

4.3.6 Data presentation

Transmission measurements are expressed as a scatter-to-primary ratio (SPR), while
differences between measured and calculated SPR are expressed as a residual
scatter-to-primary ratio (rSPR).

To verify the model, PDIs were measured with and without the objects in the beam.
The PDI without object was normalized to 1000 a.u. at the center of the field. The PDI
with object was taken relative to this normalized open beam dose value by performing
a point measurement on the central axis of the field with and without the object.

We compared predicted dose distributions, IP, with measured dose distributions, ™.
Results are expressed relative to the central field I dose as a mean (/°-1)/1/+ one
standard deviation (SD). Differences between extracted radiological thicknesses, t',
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Figure 4.3: Effective attenuation coefficient u as a function of off-axis distance r and phantom
thickness t.

and actual radiological thicknesses, t*, are expressed as an absolute difference (tE-tA)il
SD. Absolute differences in radiological thickness are related to differences in primary
portal dose by the attenuation coefficient. Distances in the Figs. 4.5 and 4.7-4.9 are
expressed at the EPID plane and the distances in the Figs. 4.3, 4.4, and 4.6 are
expressed at the isocenter.

For the clinical case, the differences between predicted and measured PDIs have been
epe . . 33 .

guantified using the gamma evaluation approach.”™ Gamma is smaller than 1 for dose

differences <3%, relative to the maximum dose of the PDI measured, or spatial

differences <5 mm.

4.4 RESULTS

4.4.1 Derivation of the model parameters

4.4.1.1 Effective attenuation coefficient

The effective attenuation coefficient u(r,),tx,) as a function of the off-axis distance r
and phantom thickness t is shown in Fig. 4.3. The effective attenuation coefficient
increases with off-axis distance (beam softening) and decreases with phantom
thickness (beam hardening).

4.4.1.2 Pencil beam scatter kernels

In Fig. 4.4 the measured and fitted on-axis scatter-to-primary ratios (SPR) are shown
along with the residual scatter-to-primary ratios (rSPR) between measurement and fit.
The fitted coefficients of all kernel functions are shown in Table 4.1. The fitted
Gaussian pencil beam scatter kernel values for various phantom thicknesses and
different midplane-to-detector distances are graphically shown in Fig. 4.5. The SPR
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Figure 4.4: Fitted and measured SPR values for various field sizes and phantom thicknesses for
the three kernel functions with a midplane-to-detector distance of 50.0 cm. Symbols indicate
measured SPR data and the lines represent calculated SPR values. The bottom plots show the

residual SPR.

Table 4.1: Fitted parameters for the three pencil beam scatter kernel functions. The
reference distance d'®f for the calculation of these parameters is 50 cm.

Polystyrene
thickness Gaussian kernel

t c,(t) c(t)
{cm) (105 cm?) (cm)
4.3 2.24 147.15
8.6 5.04 36.57
12.8 6.41 32.45
17.1 7.56 32.32
21.4 8.29 30.56

Klein-Nishina

Isotropic kernel kernel?
c,(t) c,"®(t) c,™(t)
(102 (cm) (10
25.08 104.93 7.81
9.13 42.42 15.53
9.05 37.47 19.11
10.40 36.93 22.50
10.04 34.60 24.25

a The average photon energy E for the Klein-Nishina kernel function [Eq. (8)] is

kept fixed at 2 MeV representing a 6 MV photon beam.
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Figure 4.5: Gaussian pencil beam scatter kernels. The left figure shows scatter kernels for five
phantom thicknesses with one midplane-to-detector distance of 50.0 cm. The right figure shows
scatter kernels for four midplane-to-detector distances and a phantom thickness of 17.1 cm.
Kernels are fitted for the situation with d=d"#=50.0 cm.

could be fitted with high accuracy in case of the Gaussian and the isotropic kernel. The
deviations (rSPR) from the actual SPR were small: 8:10 (1 SD) for these two kernels.
The Klein-Nishina kernel showed somewhat larger systematic deviations: 3-10° (1 SD)
between fitted and measured SPR values.

The measured SPR values for the symmetric field widths of 4 and 5 cm were not used
in the calculation of the scatter kernel, to avoid any bias in fitting non-equidistant
spaced field sizes. The deviations between measured and calculated SPR values for
these field sizes were, however, comparable to those for the other field sizes.

The width of the Gaussian and isotropic kernel shows a decrease for larger phantom
thicknesses, while the Klein-Nishina kernel function has only one fit parameter and a
constant width determined by the average incident photon energy. A decrease in
width due to beam hardening for larger phantom thicknesses could be incorporated in
the Klein-Nishina kernel function to correct for this increase in average energy.

Figure 4.6 shows the SPR for the 17.1 cm phantom for midplane-to-detector distances
other than the fitting geometry with d=d"=50 cm. Differences in SPR for both the 8.6
cm (not shown) and the 17.1 cm phantom for the Gaussian and the isotropic kernel did
not exceed 4-10 (excluding the measurement point for the 24 cm x 24 cm field).
Values calculated using the Klein-Nishina kernel showed deviations up to 1-:10” from
the measurements. The Gaussian kernel showed a slightly better modeling for larger
fields than the isotropic kernel. This may be explained by the faster fall-off of the
Gaussian function compared to the isotropic kernel function. The Gaussian kernel
showed the best agreement between measured and fitted scattered transmission.

4.4.2 Homogeneous phantoms

Based on the accuracy assessment of the pencil beam scatter kernels as described in
the previous section, all PDI predictions were made using the Gaussian set of pencil
beam scatter kernels.
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Figure 4.6: Measured and calculated SPR values for a 17.1 cm polystyrene phantom for different
midplane-to-detector distances. Symbols indicate measured SPR data and lines represent
calculated SPR values. The bottom plots show the residual SPR.

Table 4.2: Mean relative dose difference and mean relative thickness difference for the
homogeneous phantoms for three midplane-to-detector distances. Data are taken over
the entire beam area, excluding the penumbra region, and are expressed as mean #1
standard deviation (SD). Mean dose differences can be related to mean thickness
differences: 4.0% dose difference corresponds to 10 mm thickness difference.

Phantom d Mean Maximum Mean Maximum
dose dose thickness thickness
difference difference difference difference
+1SD +1SD
(cm) (%) min...max (%) (mm) min...max (mm)
Homogeneous 45.7  +0.3+0.3 -0.6..+1.3 +0.7+0.8 -1.5..43.1
8.6cm PS 50.0 +0.9+0.3 +0.0...+1.8 +2.0+£0.7 =0.1...+44.3
54.3 +2.0+0.3 +0.9..+2.6 +4.8£0.7 +2.4... +6.4
Homogeneous 41.5 -1.2+0.8 =3.1..+0.9 -3.7+2.0 -8.5...+2.1
17.1cm PS 50.0 +1.510.5 -0.1..42.7 +4.0+1.2 0.0..+7.3
58.6 +2.710.6 +1.4...+4.7 +7.3£1.5 +3.8 ..+12.5

The differences between predicted and measured dose values for the homogeneous
phantoms, both for the on- and off-axis points, were small: 0.2+0.3% (1 SD). The
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extraction of the radiological thickness for these measurements was not pursued
because only point measurements were made, while for the calculation of the
radiological thickness a full 2D portal dose has to be measured.

The accuracy was also assessed for an asymmetric field. The predicted dose
distribution was within 0.9+0.3% and 1.1#0.5% (1 SD) of the measured dose
distribution for the 8.6 and 17.1 thick cm PS phantom, respectively. For these two
phantoms the radiological thickness was in addition extracted and was within 2.1+0.8
mm and 2.9+1.2 mm (1 SD) of the actual radiological thickness.

The model was further tested in configurations that deviated from the reference
geometry; i.e., at midplane-to-detector distances other than d=d"#=50 cm. The results
of these measurements are shown in Table 4.2. The differences between predicted
and measured dose values for the reference geometry are comparable to the results
for the asymmetric field: 0.9+0.3% and 1.5+0.5% (1 SD) for the 8.6 and 17.1 cm thick
phantom, respectively. The influence of the midplane-to-detector distance on the
accuracy of the model can be best demonstrated for the 17.1 cm PS phantom and is
shown in Fig. 4.7. If the phantom is placed towards the detector (d=41.5 cm), there is
an under-prediction of the dose of -1.220.8% (1 SD). Displacement of the phantom
away from the detector (d=58.6 cm) results in an over-prediction of 2.7+0.6% (1 SD).
These differences are also reflected in the extraction of the radiological thickness.
Displacement of the phantom towards/away from the detector results in a
lower/higher extracted radiological thickness of -3.7£2.0 mm and 7.3x1.5 mm (1 SD),
respectively.

This effect of midplane-to-detector distance on portal dose prediction can be taken
into account in the parameter d of the scatter kernels. If scatter kernels calculated for

midplane-to-detector distances of 41.5 and 58.6 cm were used for the prediction of
the PDlIs at these distances, the differences between predicted and measured dose
values were much reduced: 1.0+0.5% (d=58.6 cm) and 0.3+0.6% (d=41.5 cm) (1 SD), for
the 17.1 cm PS phantom, compared to 2.7+0.6% and -1.2+0.8% (1 SD) for the original
kernels at d=d“=50 cm.

4.4.3 Inhomogeneous phantoms

The results of the inhomogeneous phantom study are shown in Table 4.3. The
differences between predicted and measured dose values for phantoms A and D were
small 0.1+0.4% and 0.0+0.4% (1 SD), respectively. Differences between extracted and
measured radiological thickness were also small: 0.2+1.0 mm and 0.0+1.0 mm (1 SD)
for phantoms A and D, respectively, with a maximum difference between extracted
and actual radiological thickness of 3.2 mm.

Phantoms B1 and B2 have the same radiological thickness as phantom A but the
geometrical midplane differs from the radiological midplane. This distance between
the two midplanes is 2.3 cm. This is reflected in the differences
between predicted and measured dose for phantoms B1 and B2. For phantom B1 the
radiological midplane is shifted towards the portal plane relative to the geometrical
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Figure 4.7: Portal dose profiles behind a homogeneous phantom of 17.1 cm polystyrene thickness
with different midplane-to-detector distances. Differences are expressed relative to the dose on
the central beam axis. Left and right plots show the horizontal and vertical cross section through
the central beam axis, respectively. The symbols indicate the dose points measured with the
linear detector array and the solid lines represent the predicted dose. Predictions are based on a

midplane-to-detector distance of 50.0 cm.

Table 4.3: Mean relative dose difference and mean relative thickness difference for the
inhomogeneous phantoms. Data are taken over the entire beam area, excluding the
penumbra region, and are expressed as mean *1 standard deviation (SD).

Inhomogeneous Mean Maximum Mean Maximum
phantom dose dose thickness thickness
difference difference difference difference
+1SD +1SD

(%) min...max (%) (mm) min...max (mm)
Phantom A +0.1+0.4 -1.1..+1.2 +0.2+1.0 =2.7..3.2
Phantom B1 -0.4+0.4 -1.7...+0.9 =1.1¥1.1 —4.5..2.2
Phantom B2 +0.9+0.5 -0.4..+2.2 +2.3+1.2 -0.8..5.6
Cork +0.7+0.4 -0.3..+1.3 +3.1+1.9 =1.4..5.9
Phantom C Air  -0.4403 -1.1..+0.7 -0.9+0.8 =27-416
PS  -0.9+05 =2.2.40.1 —2.4+12 =6.1..0.2
Phantom D 0.0+0.4 -1.4.+1.1 0.0+£1.0 =3.2..2.6



Experimental verification of a portal dose prediction model | 81

HORIZONTAL VERTICAL
O eabeemt | [ osembemt | PREDICTED DOSE

_ ot o | L e &
3 g || Wrwwx | | &
3 600 . | | f —=\ ~4 g
g 500} I i { -I| pe | 1 ¥
400 e ! H P e | 14 200
f @t B/ &
s00) \ | H [/« Primary dose 11 o
(] -
200 1 1 W x fom)
100 = | } Scattered dose + &
L | ; : —_— PHANTOM C
& - - - r— 1 r T 1]
(@] *
o ()|
£ Jearly
: y
® TR G "
g A"BYXHAEBO i x x
£ - !
H o @
| 110
45 40 & 0 & 10 15 -20 10 0 10 0 20 A0 0 9 &

y lem)

x {em) ¥ lem}

Figure 4.8: Portal dose profiles behind inhomogeneous phantom C. Measured and predicted
portal dose profiles are plotted along with the difference between measurement and prediction
in the left and middle figure. The symbols indicate the measured dose profile and the solid lines
are the predicted dose profiles. In the top middle figure the open beam dose profile as well as the
predicted primary and scattered dose profiles are given. The phantom is schematically shown in
the bottom right figure, in which the superimposed white lines indicate the beam edges. The top
right figure shows the predicted PDI.

midplane. There was a small underprediction of -0.4+0.4% (1 SD). For phantom B2 the
opposite effect occurred: An overprediction of 0.9+0.5% (1 SD). This result was also
visible in the extraction of the radiological thickness. An underestimation of the
radiological thickness of -1.1+1.1 mm (1 SD) for phantom B1 and an overestimation of
2.3+1.2 mm (1 SD) for phantom B2 was observed.

The results for phantom C have been divided into the three sections: Behind the cork,
the air or the polystyrene slab. Differences between prediction and measurement
were again smaller than 1.0% (mean) and the thickness extraction was within 3 mm
(mean) of the actual thickness. In Fig. 4.8 the predicted PDI is shown with three
horizontal and one vertical cross section.

4.4.4 Clinical case study

The predicted PDI was compared with the PDI measured during the actual treatment.
The results of the gamma evaluation are presented in Fig. 4.9, showing that 87% of the
gamma values in the breast are below 1, indicating a dose difference smaller than 3%.
However, there are some regions with a higher gamma value. For instance, there is a
rather large deviation at the coordinate (x,y)=(-2,-8). This difference might be due to a
different arm position during treatment relative to planning CT. Also some differences
are seen at the border of the lung, which might be a breathing artifact. The larger error
outside the patient area in the portal dose image might be due to the EPID calibration
procedure.
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Figure 4.9: Comparison of a predicted and measured portal dose image during a breast cancer
treatment. The top left figure shows the predicted dose distribution. The top right figure shows
the gamma evaluation for a 3% dose difference and a 5 mm spatial difference criterion. The
bottom left and right figure show a horizontal and a vertical cross section of the measured and
predicted dose, as well as the dose without the patient in the beam (open beam dose).

4.5 DISCUSSION

4.5.1 Input parameters of the model

The derivation of an (off-axis) effective attenuation coefficient has shown to be an
adequate way to describe the primary dose behind a phantom. Differences up to 8% in
the effective attenuation coefficient due to beam hardening or off-axis beam softening
have to be taken into account. For accurate primary dose prediction these differences
are incorporated into the model.

Kernels are required to predict the phantom scattered dose in a portal dose image that
consists of a primary and phantom scattered dose component. An advantage of fitting
the pencil beam scatter kernels to the pre-defined functions is that the fitting
procedure only has to be done for one midplane-to-detector distance. Other distances
can be taken into account by the scaling factor s in Egs. (4.6)-(4.8), which limits the set
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of measurements needed to calculate scatter kernels. This is an advantage compared
to the numerical calculation of the scatter kernels as described by Pasma et al.*°

A comparison with Monte Carlo generated kernels was not made because in order to
do this properly, the Monte Carlo kernels have to be calculated under the same
conditions as the fitted kernels. Comparison with published data of Monte Carlo
simulations of scatter kernels®*?° is, therefore, not meaningful, while in our institution
such a code is not available.

A detailed analytical derivation of the pencil beam scatter kernels has been given by
Spies et al.”* Their model is rather elaborate and describes the scatter from first
principles. For the Klein-Nishina kernel we presented a simplified model that describes
the first-order Compton scattering from the midplane of the phantom based on a
single mean energy. This simplified model did not show accurate predictions for the
set-up we investigated. A contribution from higher-order scattering maybe needs to be
incorporated for this model to be more accurate. The replacement of a kernel based
on a single mean energy with a kernel that is weighted over the energy spectrum of
the linac could maybe also improve the accuracy. Another possibility is to take an
effective scatter source point into account that is not located in the midplane of the
phantom. We did, however, not compare our method with the analytical model of
Spies et al”®*° in a quantitative way. The ultimate comparison for portal dose
predictions models is with measured portal dose values, which was the purpose of this
study.

4.5.2 Portal dose prediction model

Our portal dose prediction model is based on the portal dose distribution without an
object in the beam and the radiological thickness of the object. The radiological
thickness is assumed to be centered symmetrically around the isocenter plane. The
phantom study indicates that the differences are generally smaller than 2% (mean) if
this criterion is met. However, if the radiological midplane does not coincide with the
isocenter plane a slightly larger deviation between the predicted and the actual
measured portal dose is observed. The difference is the result of a variation in scatter
contribution in the portal plane. In our model we assume that scatter is produced at
the center-of-mass of a column of material along a ray line with the center-of-mass at
the isocenter. If this center-of-mass is displaced, then the scatter contribution from a
pencil beam can be scaled with divergence (inverse square law).* For the prediction of
the portal dose this distance of detector to the center-of-mass of a column of phantom
material can be taken into account using the EHP concept as introduced by Pasma and
colleagues.™ The derivation of these pencil beam scatter kernels is only necessary for
one midplane-to-detector distance, because phantom scatter at other
midplane-to-detector distances can be derived by taking into account the scaling factor
s in Eqgs. (4.6)-(4.8). Both the radiological thickness and the distance of the
center-of-mass to the detector can be calculated from the CT scan of the patient.

Inhomogeneities can also be taken into account by using the EHP concept.
Inhomogeneous phantoms are replaced by homogeneous phantoms with their
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radiological thickness distributed symmetrically around the radiological midplane. Our
phantom study indicates that the assumptions of the prediction and extraction model
are correct: highly inhomogeneous phantoms can be replaced by their corresponding
radiological thickness distributed around the radiological midplane.

In clinical treatment situations differences between predicted and measured PDIs may
be difficult to interpret. Kroonwijk et al.®* showed that inter-fraction organ motion in
prostate cancer treatment could be responsible for such a difference. However, how
this difference at the position of the EPID will affect the dose distribution inside the
patient was difficult to estimate. Therefore, a relation between portal dose and patient
dose has to be made. 2D exit- and midplane reconstructions were developed but these
techniques do not take into account a possible different patient anatomy between
planning CT and treatment. With the use of a CT scan that is made prior to the
treatment or a cone-beam CT acquired while the patient is on the treatment table, the
actual patient anatomy is known and a 3D dose reconstruction can be performed
completely independent of the planning data. Such a dose reconstruction technique
will gain more insight in the actual dose delivered to a patient during a treatment,
which is the ultimate aim of our EPID dosimetry project.

If we compare our model to other models presented in the literature, some remarks
can be made. Our model is able to predict the portal dose values with differences
between predicted and measured values below 2% (mean difference, SD below 1%) if
the object is midplane symmetric. A slightly higher accuracy was achieved by Pasma et
al.,”® who found differences of 1% (1 SD). These findings are both in agreement by a
phantom study of McCurdy et al.,"> who validated the use of the pencil beam
algorithm and the EHP concept against full Monte Carlo simulations. The differences
between their Monte Carlo simulations and the pencil beam prediction model, for an
air gap between detector and patient larger than 10 cm, were smaller than 3%
(maximum difference).

A difference of our model compared to other models is that our predictions and
measurements are done under full scatter conditions in a water tank. We also
calibrated our EPID under these conditions. The input for the model is a PDI measured
without the object in the beam where lateral scatter in the portal plane also
contributes to the measurement point. The possible different amount of lateral scatter
behind objects is inherently taken into account during the derivation of the pencil
beam scatter kernels; these kernels describe both the amount of patient or phantom
scatter and the reduced amount of lateral scatter.

4.5.3 Radiological thickness extraction

The first step of a 3D dose reconstruction method is an extraction of the primary portal
dose from a measured PDI, which is related to the radiological thickness. The
radiological thickness can be extracted solely on the basis of a PDI with and without an
object while no a priori information of the object in the beam is needed. This was done
to make the primary portal dose extraction completely independent of the object in
the beam. The extraction model assumes that the thickness of the object is distributed
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symmetrically around the isocenter plane. Deviations from this criterion lead to an
approximation of the extracted radiological thickness. If this criterion is met then the
thickness extraction is within 7 mm (maximum) from the actual thickness, which
corresponds to a primary portal dose difference of 3%. The primary portal dose is
needed for a 3D dose reconstruction method based on back-projection. The primary
portal dose, as defined in Eqg. (4.1), also contains some lateral scatter from inside the
EPID because the input parameter of the model is O(x,y), a PDI without the object in
place, obtained under full scatter conditions. For the back-projection it is necessary to
remove this EPID scatter contribution from the primary portal dose if this quantity is
used for back-projection.

The assumption that the radiological midplane coincides with the isocenter plane is for
clinical treatment situations generally not valid. However, normally the isocenter is
placed at the center of the tumor so large deviations from the fitting geometry are not
expected for deep-seated tumors. In addition a different midplane-to-detector
distance only affects the calculation of the patient scattered dose at the position of the
EPID. This dose distribution is only a small part of the total dose distribution, because
scatter-to-primary portal dose ratios for clinical treatments with the EPID at 150 cm
from the focus are of the order of 5%-20%.

Pasma et al.’® used this application of the model to estimate the radiological thickness
of compensators and showed that for these large distances the model could be
simplified by using the inverse square law to extend to the distance of a small subset of
the kernels with the largest airgap to the distance of the compensator for scatter
predictions. The scatter signal for this geometry is much reduced, only 4% of the total
signal, due to the large air gap between compensator and portal imager. This is not the
case for actual treatments, so the proposed iterative technique should be used for
calculating the radiological thickness at these smaller air gaps.

4.5.4 Other considerations

Another application of our portal dose prediction model is also possible: The
reconstruction of the open beam portal dose based on the radiological thickness and
the portal dose measured with an object in the beam.>" With this application the dose
distribution of the incident beam can be checked, which can be a valuable tool for
checking beam fluence in IMRT treatments. This application of the model is not
explored in this study, but its implementation is similar to the thickness extraction
procedure.

Furthermore, application of the extraction of the primary dose from portal images can
be used in the reconstruction of a megavoltage cone-beam CT scan. If these scatter
corrected portal images are used, a better estimation of the reconstructed electron
densities is possible and cupping artifacts are reduced, as described by Spies et al.*?

However, the most important application that needs to be developed is the 3D dose
reconstruction based on the back-projection of the primary portal dose to an actual
model of the patient during treatment.” This will be the focus of our future work.
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4.6 CONCLUSIONS

The portal dose prediction model described in this study shows good agreement
between predicted and measured portal dose values. It can, therefore, be concluded
that fitting the phantom scattered component of transmission measurements to a
pre-defined Gaussian kernel function with a two parameter fit, is an easy and accurate
way of deriving pencil beam scatter kernels that can be used for accurate portal dose
prediction. The accuracy of the model for the phantom study is better than 2% (mean
difference) if the radiological midplane of the irradiated object coincides with the
isocenter plane. If this assumption is no longer valid, larger deviations will occur, which
can, however, be corrected. With our model it is also possible to extract the
radiological thickness with an accuracy better than 7 mm (maximum difference) from
the actual thickness, which is related to primary portal dose differences smaller than
3%. In conclusion, a valuable and versatile tool for the analysis of portal dose images
has been presented and can be used for many applications for quality control of
patient treatments. This work is an important step towards the ultimate aim of this
project: checking the actual 3D dose distribution inside the patient during treatments
with advanced irradiation techniques.
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ABSTRACT

Electronic portal imaging devices (EPIDs) are not only applied for patient set-up
verification and detection of organ motion but are also increasingly used for dosimetric
verification. The aim of our work is to obtain accurate dose distributions from a
commercially available amorphous silicon (a-Si) EPID for transit dosimetry applications.
For that purpose, a global calibration model was developed, which includes a
correction procedure for ghosting effects, field size dependence and energy
dependence of the a-Si EPID response. In addition, the long-term stability and
additional buildup material for this type of EPID were determined. Differences in EPID
response due to photon energy spectrum changes have been measured for different
absorber thicknesses and field sizes, yielding off-axis spectrum correction factors based
on transmission measurements. Dose measurements performed with an ionization
chamber in a water tank were used as reference data, and the accuracy of the
dosimetric calibration model was determined for a large range of treatment
conditions. Gamma values using 3% as dose-difference criterion and 3 mm as
distance-to-agreement criterion were used for evaluation. The field size dependence
of the response could be corrected by a single kernel, fulfilling the gamma evaluation
criteria in case of virtual wedges and intensity-modulated radiation therapy fields.
Differences in energy spectrum response amounted up to 30%-40%, but could be
reduced to less than 3% using our correction model. For different treatment fields and
(in)homogeneous phantoms, transit dose distributions satisfied in almost all situations
the gamma criteria. We have shown that a-Si EPIDs can be accurately calibrated for
transit dosimetry purposes.
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5.1 INTRODUCTION

Several types of electronic portal imaging devices (EPIDs) have been developed but
only video-based, scanning liquid-filled ionization chamber and indirect amorphous
silicon (a-Si) type EPIDs have evolved into commercially available systems. These EPIDs
were originally designed for geometric verification of patient set-up during treatment
but have also been used for monitoring organ motion and multileaf collimator (MLC)
accuracy.l’3 It was soon realized, however, that EPIDs could also be used for dosimetric
verification, both pre-treatment and during treatment.*” A prerequisite for dose
verification with EPIDs is an accurate knowledge of the EPID response for different
treatment conditions to implement a dosimetric calibration model to convert a
grayscale EPID image into a portal dose image (PDI).

The behavior of a-Si EPIDs is currently investigated by a number of groups but mainly
for two commercially available EPIDs: The a5500/1000 EPID (Varian Medical Systems,
Palo Alto, CA)*' and the iView GT EPID (Elekta, Crawley, United Kingdom).'**
Dosimetric characteristics like linearity of detector response, reproducibility, ghosting,
and field size dependence have been reported frequently, but the variation in
response due to energy spectrum changes is often not taken into account.

To use a-Si EPIDs for transit dosimetry, differences in energy spectrum response
between EPID and ionization chamber are very important. Amorphous silicon EPIDs are
oversensitive for low energy photons™ and will, therefore, measure incorrect portal
dose distributions if no correction is applied. Greer' showed off-axis differences in
response up to 20% for the Varian aS500 EPID using 6 MV photon beams but only
in-field and without an object in the beam. Several authors described the use of Monte
Carlo (MC) simulations to investigate the energy dependence of the same EPID behind
(in)homogeneous phantoms™*® and for MLC-blocked fields.”” McCurdy et al.”® and Li
et al.” investigated the accuracy of MC-based algorithms to predict portal dose
images, accounting for energy dependence. Kirkby et al."® examined the specific case
of beam hardening along the central beam axis by using compensator material, and
showed that the discrepancy between open and attenuated beam calibration can be as
high as 8% for 6 MV photon beams. Hence, an energy dependence correction is
needed in case of a changing photon beam energy spectrum.

Most publications describe dosimetric characteristics of a-Si EPIDs without an object in
the beam or for one specific absorber thickness only,>**® by taking EPID energy
dependencies into account using a single flood field correction. In case of transit
dosimetry, this is not sufficient because energies on-axis and off-axis are changing
dependent on the size and composition of the object in the beam. For a larger object
thickness, this means that the mean photon energy increases due to beam hardening
and the EPID signal is overcorrected by the single flood field correction. Because the
energy of the beam is lower off-axis, energies will relatively increase more, and the
under-response of the EPID will be even larger off-axis. On the other hand, for
increasing object thickness more low energy scattered photons will be generated in
the object, which will increase the EPID response and will limit the overcorrection by
the flood field correction.® Chen et al.”® have already described an energy spectrum
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correction model for the same a-Si flat panel as used in our work (Perkin-Elmer XRD
1640 AL7). This model was in the form of lookup tables for a small number of on-axis
and off-axis detector positions. In addition, the EPID signal had to be scaled with the
number of monitor units (MUs) before a correction factor could be determined.
Furthermore, only single frame acquisitions were used limiting the maximum number
of monitor units to 3-4 to prevent detector saturation. The accuracy of the calibration
was 3% (2 SD) for the in-field region using homogeneous and inhomogeneous
phantoms. In the out-of-field regions, local differences ranged from -10% to as much
as 65%.

The aim of this work was to develop a global calibration model for a-Si EPIDs taking
into account all relevant EPID response corrections to obtain full-scatter PDIs suitable
for transit dosimetry applications. The model should be based on measurements only
and include an energy spectrum correction model independent of beam parameters
such as the number of MUs. Furthermore, the calibration model had to be accurate
out-of-field. The calibration model has been applied to three new commercially
available a-Si EPIDs.

5.2 MATERIALS AND METHODS

5.2.1 Equipment

The three EPIDs used in our work are OptiVue 500/1000/1000 ST amorphous silicon
flat panel portal imagers (Siemens Medical Solutions, Concord, CA) that are attached
to Oncor medical linear accelerators (Siemens Medical Solutions, Concord, CA). For all
linear accelerators (LINACs), photon beam energies of 6 and 10 MV have been used
which are dosimetrically matched within 1% (1 SD) looking at depth dose curves, beam
profiles, and output factors. Each LINAC is equipped with a multileaf collimator existing
of 82 leaves and a virtual wedge option. The virtual wedge can be applied by moving
one of two collimating jaws during irradiation and changing dose rate values to build a
wedge profile. The accelerators have two dose rate modes: A low dose rate mode (50
MU/min for both photon energies) and a high dose rate mode (300 MU/min for 6 MV
and 500 MU/min for 10 MV); the dose rate is changed by varying the pulse repetition
frequency.

All imagers have an active imaging area of 41 cm x 41 cm consisting of
512 x 512 pixels (OptiVue 500) or 1024 x 1024 pixels (OptiVue 1000) yielding a pixel
resolution of 0.8 and 0.4 mm, respectively. The distance to the imager can vary
between 115.0 and 160.0 cm, while lateral and longitudinal movements of the panels
are not possible. We investigated the dosimetric characteristics of one OptiVue 500
EPID and two OptiVue 1000 EPIDs. One of the two OptiVue 1000 EPIDs has an
increased signal-to-noise ratio due to a larger a-Si layer thickness and can be used for
megavoltage cone-beam CT acquisition (OptiVue 1000 ST). The OptiVue EPIDs are used
in the free running acquisition mode for all measurements, which means that imaging
starts with beam-on and stops when the beam turns off. Acquisition software is the
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Siemens Coherence Therapist Workspace software, version 1.0.657 (OptiVue 500 and
OptiVue 1000) and version 2.0.125 (OptiVue 1000 ST). An OptiVue EPID image is stored
as a two-dimensional (2D) accumulated grayscale value distribution averaged over all
subframes; the individual subframes are not stored by the acquisition software. The
accumulated image is automatically corrected for individual pixel sensitivity, beam
profile, dead pixels, and dark current by the acquisition software. The correction for
individual pixel sensitivity and beam profile is done in one single step using flood field
images, which have to be acquired periodically for each beam energy, dose rate, and
source-to-detector distance (gain correction). Dead pixel maps are generated by the
system interactively, correcting bad pixel values by setting them to the mean value of
neighboring pixels. A dark current correction is done dynamically every 30 s for
different integration times (offset correction). For the View GT EPID, similar
corrections are done and have been described by Louwe et al.'? in more detail. For the
Coherence Therapist Workspace version 1.0.657, the residual offset was 256 grayscale
values per subframe, and this had to be corrected during dosimetric calibration. The
integration time per subframe is fixed to 285 ms (OptiVue 500 and 1000) and 145 ms
(OptiVue 1000 ST) resulting in constant frame acquisition rates of =3.5 and =6.9 frames
per second, respectively. During all the measurements described in our work, the
source-to-detector distance was 150 cm, and all automatic corrections by the
acquisition software were maintained. The accumulated grayscale value distributions
were multiplied by the number of subframes to obtain the grayscale value distribution
Graw-

Reference point dose measurements were performed with a calibrated ionization
chamber (Thimble chamber CC13, Scanditronix Wellhoéfer, Schwarzenbruck, Germany)
in combination with an electrometer (35040 Keithley, Cleveland, OH). A CA24
multidetector ionization chamber array and a MD240 multichannel electrometer
(Scanditronix Wellhofer, Bartlett, TN) were used for 2D relative dose measurements.
The array consists of 23 waterproof vented thimble ionization chambers; a single
chamber’s design is identical to the CC13 chamber. All dose measurements were done
in water using the Blue Phantom water phantom system (Scanditronix Wellhéfer,
Bartlett, TN), which has scanning dimensions of 48 cm x 48 cm x 41 cm. The distance
between accelerator focus and water surface was set to 145 cm with the point of
measurement at a depth of 5 cm; this depth was chosen to ensure electron
equilibrium and to reduce electron contamination effects.

Analysis of the measurements and the implementation of the dosimetric calibration
model is done in the programming language MATLAB 7.1 (The MathWorks Inc., Natick,
MA).

5.2.2 Openfield calibration

The dosimetric calibration model consists of two steps. First, dosimetric EPID
characteristics like long-term stability, buildup, ghosting effects, and field size
dependence have been investigated in order to implement a dosimetric calibration for
open fields. The energy dependency of the EPID without an object in the beam is taken
into account using a single flood field correction.'* Second, the model is extended for
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transit dosimetry applications including an energy spectrum correction model that
corrects differences in EPID response between measurements with and without an
object in the beam (Sec. 5.2.3). For all measurements, the relative EPID response is
defined as the grayscale value G,,,, in a region of interest (ROI) of 0.5 cm x 0.5 cm
divided by the portal dose D, measured with the thimble ionization chamber at 5 cm
depth in water on the central beam axis unless mentioned otherwise. In-field
corresponds to the region in a portal dose distribution within the treatment field
including the penumbra region (dose values 220% of the maximum dose); out-of-field
is outside the penumbra region (dose values <20% of the maximum dose).

5.2.2.1 Long-term stability

To determine the long-term stability of the EPID response, portal images have been
acquired every morning during a period of about 6 months for all EPIDs. The two
photon beam energies and a field size of 10 cm x 10 cm were used delivering 100 MUs.
The mean grayscale value has been measured within a ROl of 0.5 cm x 0.5 cm and was
corrected for machine monitor output variations with time. The long-term
reproducibility is expressed as the standard deviation of the grayscale values with
respect to the mean grayscale value over the measurement period.

5.2.2.2 Buildup

The OptiVue EPIDs have an intrinsic 1 mm aluminum plate covering the phosphor
layer. This plate provides some buildup for the photons and absorbs low energy,
scattered radiation that reduces image quality. For (portal) dosimetry, it is important
to measure beyond dose maximum and to attenuate the low energy photons scattered
from a patient to maximum extent because a-Si EPIDs are oversensitive for these low
energy photons.13 Therefore, an additional copper (Cu) plate of 3 mm has been placed
directly on the EPID as proposed by McDermott et al.™ and the decrease in EPID
over-response for one of the OptiVue EPIDs has been compared to the findings of
these authors. Residual differences in energy dependence of the EPID response will be
eliminated by separate corrections.

The airgap between a 20 cm polystyrene slab phantom and the EPID was varied to
generate different photon scatter distributions at the EPID plane. Airgaps of 25, 30, 40,
50, 60, and 70 cm were used by changing the position of the phantom because the
SDD was fixed to 150 cm. Relative EPID response values were measured for the
OptiVue 500 for both photon energies, with and without the copper plate of 3 mm. A
field size of 10 cm x 10 cm, 100 MUs and the high dose rate mode were used. The dose
in water was measured with the CC13 ionization chamber on the central beam axis. To
verify that image quality does not decrease dramatically due to additional buildup
material, the critical frequency fs, has been measured with the QC-3V phantom
(Standard Imaging, Middleton, W1)** for the 6 MV photon energy. The additional 3 mm
Cu buildup plate has been used for all EPIDs during all subsequent measurements in
our work.
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5.2.2.3 Image lag and ghosting

Amorphous silicon EPIDs suffer from image lag and ghosting artifacts as described by
several authors."**** Ghosting effects for the Siemens OptiVue EPIDs used in our work
have been quantified and recently published.22 Based on these measurements, image
lag and ghosting are accounted for by using a ghosting correction factor G as a function
of irradiation time:""

G(trad)zl_iAi 'eXp(—I’, 'trud) (51)

where A and r are amplitudes and decay rates, respectively. The irradiation time t,,q is
calculated by multiplying the number of subframes with the fixed integration time. The
ghosting correction factor is calculated for the high dose rate mode only but also used
for correcting EPID response at the low dose rate mode. Furthermore, portal images
were acquired for a 20 cm x 20 cm treatment field delivering 3 MUs after exposing the
OptiVue 1000 ST EPID to a dose of 60 MUs using a 6 cm x 6 cm field of a 10 MV photon
beam. Winkler et al.”> showed that the relative response could increase about 5% for
the View GT EPID under these treatment conditions.

All subsequent measurements described in our work are corrected for image lag and
ghosting effects, using the ghosting correction factor, unless mentioned otherwise. No
minimum time was defined between two measurements to decrease ghosting effects
because this was also not done during the quantification of image lag and ghosting.

5.2.2.4 Field size dependence and beam profile correction

For the three EPIDs used in our work, a field size dependence kernel Kr and a beam
profile correction BP are derived for both photon energies to obtain the dose in water
from a portal image:

D,(x,y)=c, ~<G(t,ad )G, (x,y)-BP(x,y)- F(T,AF,x,y))®’1 K. (ﬂx2 +y’ ) (5.2)

where c¢ is the conversion factor from absolute dose in water to EPID grayscale values
(Sec. 5.2.2.5), F is the energy spectrum correction (Sec. 5.2.3), as a function of the
transmission T and field area Af and ®™ denotes a deconvolution. A schematical
overview of the dosimetric calibration model in Eq. (5.2) is shown in Fig. 5.1. The
radially symmetric kernel incorporates energy deposition in the phosphor screen,
optical photon spreading, and energy deposition in water. The beam profile correction
recovers the beam profile in an EPID image that was removed by the gain correction;
the latter correction inherently corrects on-axis and off-axis dose differences due to
energy dependence of the EPID response without an object in the beam. Therefore,
the energy spectrum correction F is equal to 1 for open fields. Both K and BP are fully
based on open field measurements, which means for F=1.

For the field size dependence kernel calculation, EPID and ionization chamber
measurements are performed for square field sizes of 3 cm x 3 cm, 6 cm x 6 cm, 10 cm
x 10 cm, 15 cm x 15 cm, 20 cm x 20 cm, and 24.2 cm x 24.2 cm; the latter field size is
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the maximum field size that can be measured at 150 cm with the EPIDs. The
measurements in water are performed with the CC13 ionization chamber on the
central beam axis. Furthermore, a 10 cm x 10 cm field shifted 5 cm off-axis in cross-line
and in-line directions is acquired with the EPID. A corresponding in-line dose profile is
measured in water through the center of this treatment field using a scanning
ionization chamber; the pixel resolution of the beam profile is about 0.3 mm. For the
beam profile correction, 2D images are acquired with the EPID and the fast CA24
multidetector ionization chamber array using a field size of 24.2 cm x 24.2 cm. The
pixel resolution for the 2D scans with the multidetector array is 5 mm and 4 mm in
cross-line and in-line directions, respectively. The high dose rate mode is used.

Because the beam profile correction BP should be known before the field size
dependence kernel K: can be derived, and vice versa, an iterative calculation
procedure is applied which consists out of four steps.

First, the relative EPID response for the square field sizes is normalized to the response
for a 10 cm x 10 cm field. Equation (5.2) can be simplified by assuming a flat beam
profile (BP=1) and for F=1. An approximation of kernel Kr can then be obtained by
solving

G
Zraw (¢, x=0,y=0
( Dp (C g ’ )jnorm

~ J.J.KF(W)ixdy: i ZN:mi-eXp {EJ dxdy

O

(5.3)

V|x|<e,v|y|<e V|x|<e,V|y|<c i=1

where x and y are the off-axis positions in a portal image, and c is the square field size.
The coefficients m; and o; are the parameters of N Gaussians used to describe the field
size dependence kernel K.

Second, an approximation of BP can be found by using K from Eq. (5.3):

BP(x,y)z (Dp (x,y)® K, (\/xz +y? ))/Gmw (x,y) (5.4)

and dividing by the value on the central beam axis. In Eq. (5.4), D, is the 2D relative
portal dose distribution measured with the CA24 multidetector ionization chamber
array.

Third, the final field size dependence kernel K is calculated using Eqg. (5.2) and the
approximated beam profile correction BP. In this case, the Gaussians describing kernel
Kr are fitted by using an iterative deconvolution scheme applied to the set of square
fields and the asymmetric 10 cm x 10 cm field. Dose differences on the central beam
axis for the square fields are utilized to optimize the parameters of the small peaked
Gaussians. The parameters of the broader Gaussians of the kernel can be calculated by
using the dose profile differences out-of-field for the asymmetric field. The latter
parameters can be determined more accurately now due to the approximated non-flat
beam profile correction BP.
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Figure 5.1: Schematical overview of the dosimetric calibration procedure for a transit EPID
image. The calibration starts with a grayscale EPID image G,,, that is corrected for possible
image lag and ends with a transit dose image D,. In case of an open field image, the same
procedure applies but the energy spectrum correction F will be equal to 1 for the entire image.

Fourth, Eq. (5.4) is applied again to determine the beam profile correction BP using the
final kernel K¢.

5.2.2.5 Absolute dose calibration

The conversion factor c¢; is determined for a 10 cm x 10 cm open field,
100 MUs, and the high dose rate mode for each EPID and photon beam energy
separately. On the central beam axis, Eq. (5.2) simplifies to cF=G'1-G,aw(0,0)/Dp(0,0) | 10x20
because for the 10 cm x 10 cm open field the relative EPID response on this location is
unchanged by the kernel K¢, the beam profile correction BP and the energy spectrum
correction F. The grayscale value G,,,, is determined from an EPID image and corrected
for image lag and ghosting, using the ghosting correction factor G. The absolute portal
dose D, is measured with the ionization chamber at a source-to-detector distance of
150 cm and is corrected for machine output variations.

5.2.3 Energy spectrum correction

Photon beam energies at the a-Si EPIDs are different in the case of transit dosimetry
compared to the situation for an open field (Sec. 5.2.2). Dependent on the entrance
photon beam spectrum and the size and composition of the object in the beam,
photon beam energies have a different distribution on- and off-axis. Hence, a
correction model for differences in energy spectrum should be dependent on off-axis
position and phantom/patient thickness. Because the actual change in energy
spectrum is difficult to measure directly, the correction model in our work is based on
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Figure 5.2: Schematical overview of the energy spectrum correction F, which is a multiplication of
the two individual corrections F; and F,. F; is modeled by a N-1 degree polynomial as a function
of the transmission T of a beam through a phantom/patient and corrects differences in primary
portal dose between measurements with and without an object in the beam. Transmission is
defined as the ratio of corresponding pixel values in a transit image and an open field image.
Because F; is derived for a field size of 24.2 cm x 24.2 cm, it also corrects for differences in patient
scattered dose for this specific field size but is insufficient for smaller field sizes. F, is used to
correct for these differences in patient scattered dose and is a function of the mean value of the
F;-corrected transmission within a treatment field and the field area Ag a scatter kernel Ks is
applied to derive the patient scatter correction function F, outside the treatment field. F; is
applied only within the treatment field.

the transmission of a beam through a phantom/patient including lateral scatter in the
EPID and phantom/patient scatter. The transmission T is calculated as the ratio of
grayscale value images G,,,, with and without an object in the beam.

Both EPID and dose in water measurements are done using a polystyrene slab
phantom with thicknesses of 0, 5.2, 9.9, 20.6, 31.0, 39.0, and 44.9 cm, and square field
sizesof 3cmx3cm,6cmx 6 cm, 10 cm x 10 cm, 15 cm x 15 cm, 20 cm x 20 cm, and
24.2 cm x 24.2 cm. The polystyrene slab phantoms are positioned symmetrically
around the isocenter plane. Doses in water measurements are performed with the
CC13 ionization chamber. Diagonal profiles for a field size of 24.2 cm x 24.2 cm are
scanned at a depth of 5 cm with a pixel resolution of about 0.3 mm for all thicknesses.
An additional in-line profile is scanned at the same depth for a phantom thickness of
39.0 cm and a field size of 10 cm x 10 cm. Absolute doses in water measurements are
performed at the center of the square treatment fields for all thickness-field size
combinations. The measurements are used to derive two individual correction
functions F; and F,, which have to be multiplied to obtain the overall energy spectrum
correction F.
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First, the correction F; is derived from the diagonal profiles mainly to correct primary
portal dose differences due to differences in energy beam spectrum. Diagonal dose
profiles are copied radial symmetrically to obtain 2D portal dose distributions D,
clipping the dose at the field edges of the 24.2 cm x 24.2 cm treatment field. Outside
the field borders, dose values are set to zero, and no effort is made to simulate a
penumbra region. A reference grayscale value distribution G, is then calculated based
on D,:

G, (6y)=c.D,(6,y)®K,x + )= 6(t,,)* -G, (x,y)-BP(x,y)-F.(x,y) (5.5)

where F,=1. Corresponding diagonal profiles from the 2D distributions
G'l-G,aW-BP, Grs, and T are used to fit the coefficients of a position dependent N-1
degree polynomial F; in a least-squares sense [Fig. 5.2(a)]:

E () =—— 8 =30 () Tr) (5.6)

Glt,,)" -G, (r)-8P(r) 5

where r=v(x*+y’). F; mainly corrects for the differences in energy spectrum and is only
applied within the treatment field, unless mentioned otherwise. However, F; does also
take into account the patient scattered dose differences for the maximum field size of
24.2 cm x 24.2 cm. For other field sizes, a separate correction F, needs to be
determined on top of F;, which should correct patient scattered dose differences due
to differences in irradiated patient volume. For the maximum field size of 24.2 cm x
24.2 cm, F, equals 1 by definition; in case of smaller field sizes, F, will be larger than 1
because less low energy patient scattered photons will be generated and the EPID
signal will be underestimated by F;.

Second, correction F; is derived from the absolute dose measurements on the central
beam axis of the square treatment fields and should satisfy

= {OS(W'CZL,EMM}(@KS(") (5.7)

D ter
F2 (T(I’), ¢ rXCAX = DpL

p,EPID

1
CAX

where D, gpyp is calculated using Eq. (5.2), and F=F;. Correction F; is a 2D function that is
split up in a scatter offset Os and a scatter kernel Ks [Fig. 5.2(b)]. Because patient
scatter is primarily generated inside the irradiated patient volume, the scatter offset Os
is equal to 1 outside a treatment field. Inside the field, Os is dependent on the
irradiated patient volume and is therefore a function of the transmission, which is
related to the patient thickness and the irradiated field area Ar. Because patient
scatter distributions are relatively flat at the source-to-detector distance of 150 cm,™>**
the mean value of the F;-corrected transmission within a treatment field is used to
derive the scatter offset Os. The field area A¢ is defined as ¢ for the square treatment
fields. The scatter kernel K; is introduced to calculate F, in the out-of-field regions
based on the scatter offset Os within a treatment field, because patient scatter also
reaches the out-of-field regions.
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First, the kernel Ks is calculated by an iterative deconvolution scheme using Eq. (5.7)
for a phantom thickness of 39.0 cm and a field size of 10 cm x 10 cm. Similar to the
field size dependence kernel Kr in Eq. (5.3), N Gaussians are used to describe the
scatter kernel Ks. In this optimization, Os is set equal to Dy yater/Dpepip Within the
treatment field, and the dose differences between corresponding dose profiles
measured in water and with the EPID are minimized in-field only. Second, the values of
the scatter offset Os are determined for all absolute dose measurements using Ks with
the same iterative deconvolution scheme. The values of the scatter offset Os are
stored in a lookup table.

For the three EPIDs and two photon energies per LINAC, the parameters in the
correction models F; and F, have been calculated. The high dose rate mode was used.

5.2.4 Verification measurements

To determine the accuracy of the calibration model, verification measurements have
been performed for different treatment conditions using an EPID and the ionization
chamber (array). EPID grayscale value images are converted to PDIs and absolute dose
profiles from these images have been compared to absolute dose profiles measured
with the ionization chamber in water. The field area A is calculated by using a gradient
segmentation technique to determine the field edges in an EPID image. In case of
IMRT, portal dose images are calculated per segment using Eq. (5.2) and then summed.
Gamma values”>?® are calculated using 3% as dose-difference criterion and 3 mm (4.5
mm at 150 cm) as distance-to-agreement criterion. We used the 3% dose-difference
criterion not only for the local dose differences (local gamma value), but also for the
local dose differences normalized to the maximum value of the dose profiles (global
gamma value). For all measurements, the high dose rate mode and the OptiVue 500
are used unless stated otherwise.

First, the accuracy of the dosimetric calibration model has been investigated for open
fields using the EPID and the multidetector ionization chamber array. Wedge profiles in
the wedge direction have been measured using a 6 MV virtual wedge with a wedge
angle of 60° and a field size of 20 cm x 20 cm. Furthermore, a 10 MV IMRT beam
consisting of nine segments is delivered, and the dose is accumulated during all
segments with the EPID and ionization chamber array. Dose comparisons are
performed along a line through the central beam axis in cross-line and in-line
directions. For both photon energies, on-axis and off-axis dose profiles obtained with
the EPID and a scanning ionization chamber have been compared for a 10 cm x 10 cm
field shifted 5 cm off-axis and an irregular MLC field.

Second, the accuracy of the correction model for differences in energy spectrum has
been determined. The thicknesses of a polystyrene slab phantom positioned with its
midplane at the isocenter plane were 20.2 and 39.0 cm. Dose profiles determined with
the EPID and scanning ionization chamber have been compared for 6 MV photon
beams. The asymmetric 10 cm x 10 cm field and the irregular MLC field have been used
again for these verification measurements. Dose comparisons have also been
performed behind an inhomogeneous phantom with a maximum thickness of 10.5 cm
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and an air cavity of 2.1 cm thickness, using a symmetric 20 cm x 20 cm and the
irregular MLC field.

5.3 RESULTS

5.3.1 Long-term stability

The long-term reproducibility of the response for 6 MV photons was 0.7%, 0.5%, and
0.5% (1 SD) for the OptiVue 500, OptiVue 1000, and OptiVue 1000 ST EPID,
respectively. For 10 MV photons the reproducibility was 0.4% (1 SD) for the three
EPIDs. Maximum differences were about 1.5%. A gradual increase of EPID response
from -1.6% up to +1.3% was observed for the OptiVue 500 EPID using 6 MV photons
over a period of six months.

5.3.2 Buildup

Differences in relative EPID response of 2.5%, with Cu, and 6.2%, without Cu, were
found for 6 MV photons at an airgap of 25 cm compared to the relative response at the
maximum airgap of 70 cm. For an airgap of 50 cm, the differences reduced to 0.6% and
1.7%, respectively. For 10 MV photons, differences of 1.4% with Cu, and 10.6% without
Cu, were measured for an airgap of 25 cm, while differences were again smaller for an
airgap of 50 cm: 0.3% and 2.8%, respectively.

The values of the critical frequency fs5, for 6 MV photons with and without the Cu plate
were both 0.38 Ip/mm, and no deterioration of clinical image quality was observed.

5.3.3 Image lag and ghosting

For each EPID, ghosting correction factors G have been calculated for the high dose
rate mode and for each photon beam energy. The mean values of the amplitudes A
and decay rates r were A1=(216.54‘_r0.22)-10‘3, A,=0.490+0.027, A3=0.0245+0.0095,
r=13.5840.35 s, r,=1.8740.23 s*, r;=0.077+0.045 s (1 SD) for the 6 MV photon
beam. For the 10 MV photon beam these values were A;=(196.42+4.45)-10°,
A,=0.019+0.027, A3=0.022+0.012, r,=15.90%+4.18 s_l, r,=2.3910.81 s_l, r;=0.070+0.014 s*
(1 SD). Applying the calculated ghosting correction factors to the OptiVue 1000
measurements, the measured data could be matched within 0.2% accuracy for the
high dose rate mode. For the low dose rate mode, the mean differences in response
were -0.6£0.4% and -0.8+0.8% (1 SD) for the 6 and 10 MV photon beams after
correction, respectively. For 5 MUs, the decrease in response was 0.7% and 2.7%,
respectively, after application of the ghosting correction factors, which were
determined for the high dose rate modes.

A 20 cm x 20 cm treatment field was acquired immediately after exposing the OptiVue
1000 ST EPID using a 6 cm x 6 cm field. Within the central 6 cm x 6 cm region of the 20
cm x 20 cm treatment field, grayscale values were increased compared to values of a
portal image that was acquired after a long time interval without image acquisitions.
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Figure 5.3: (a) Measured relative EPID response (the ratio of the grayscale value G, divided by
the portal dose D,) as a function of field width for 6 and 10 MV photons with corresponding
uncertainties (1 SD) normalized for a 10 cm x 10 cm field. (b) Lateral extension of the field size
dependence kernel K¢ for the OptiVue 500, OptiVue 1000, and OptiVue 1000 ST EPIDs for both
photon energies. The kernels are normalized to 1 on the central axis.

The mean difference in grayscale values was 1.6£0.7% (1 SD) while the mean
difference outside the 6 cm x 6 cm region was -0.1+0.6% (1 SD).

5.3.4 Field size dependence

Figure 5.3(a) shows the mean relative response (the ratio of the grayscale value G,,,,
divided by the portal dose D,) of the three EPIDs for 6 and 10 MV photon beams,
normalized to the response for a 10 cm x 10 cm field. If the field width decreases, the
relative EPID response also decreases. The maximum under-response was 7.7+0.8%
and 4.910.6% (1 SD) for the smallest field size of 3 cm x 3 cm for the two photon
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energies, respectively. The maximum over-response was 2.1+0.4% and 2.6+0.4% (1 SD)
for the largest field size of 24.2 cm x 24.2 cm. The field size dependence kernels K;
were calculated for each EPID and for each photon beam, and are shown in Fig. 5.3(b).
The best kernel fits were obtained if three Gaussian distributions were used to
describe the field size dependence kernels: N=3 in Eq. (5.3). The mean values of the
kernel coefficients m and ¢ were m;=0.497+0.061 cm”, m,=0.0988+0.0056 cm?,
m;=0.00219+0.00030 cm”, 0,=(5.36+0.23)-10° cm, 0,=3.99+0.25 cm, 0;=11.41+1.33
cm (1 SD) for the 6 MV photon beam. For the 10 MV photon beam these values were
m;=0.51020.034 cm?, m,=0.0906+0.0085 cm?’, m;=0.00208+0.00074 cm?,
0,=(5.2040.56)-10” cm, 6,=3.5040.59 cm, 05=13.35+1.47 cm (1 SD).

The mean corrected EPID response differences for the square field sizes were 0.0+0.2%
and -0.1£0.5% (1 SD) for 6 and 10 MV photons, respectively. For the out-of-field region
of the asymmetric field, the mean differences were 0.0£0.2% and 0.1+0.4% (1 SD),
respectively.

5.3.5 Absolute dose calibration

The absolute portal dose value for 100 MUs at the source-to-detector distance of 150
cm was 42.5 and 43.1 cGy for the 6 and 10 MV photon beams, respectively. For 6 MV
photons, the conversion factor c; was 5.47-10% cGy™, 4.67-10* cGy™, and 3.76-10* cGy™
for the OptiVue 500/1000/1000 ST, respectively; for 10 MV photons, values of 4.79-10*
cGy™", 4.34-10% cGy ™, and 3.49-10* cGy ' were derived, respectively.

5.3.6 Energy spectrum correction

For all EPIDs, an under-response of the EPID was observed for increased off-axis
positions and larger phantom thicknesses using the open field calibration (Sec. 5.2.2).

In Figs. 5.4(a) and 5.4(b), relative differences between the dose in water and EPID dose
using Eq. (5.2) with F=1 are shown for a phantom thickness of 20.6 and 39.0 cm,
respectively, using a 6 MV photon beam and a field size of 24.2 cm x 24.2 cm. Mean
differences for the three EPIDs are on-axis 8.2+2.1% and 9.6+2.5% (1 SD) for the two
phantom thicknesses, respectively. For a 10 cm off-axis position, these differences
were larger: 14.0£2.4% and 16.2+3.6% (1 SD), respectively. Energy spectrum
corrections F; were calculated for each EPID and for each photon beam energy to
correct the differences between G'I-G,GW~BP, and G, The best fits were obtained by
using a fourth degree polynomial: N=5 in Eq. (5.6). In Figs. 5.4(c) and 5.4(d), the energy
spectrum correction factor F; is shown for the OptiVue 1000 ST EPID as a function of
the off-axis position and the transmission T for 6 and 10 MV photon beams,
respectively. The correction factor F; is much smaller for the 10 MV than for the 6 MV
photon beam. By definition F;=1 if no object is in the beam (T=1). Systematic
differences were observed in F; values between the OptiVue 1000 ST EPID and the
other two EPIDs.

Relative differences between the dose in water and EPID dose using Eq. (5.2) with F=F;
are shown in Figs. 5.5(a) and 5.5(b) for the same phantom thicknesses as applied for
the data shown in Figs. 5.4(a) and 5.4(b), but now as a function of field area and on the
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Figure 5.4: Dose determined with the three Siemens OptiVue EPIDs using Eq. (5.2) with F=1
relative to the dose in water as a function of off-axis position behind a polystyrene slab phantom
of (a) 20.6 cm and (b) 39.0 cm thickness positioned at the isocenter plane for 6 MV photons. The
energy spectrum correction F; for the OptiVue 1000 ST as a function of off-axis position is shown
for different transmission values T for (c) 6 MV photons and (d) 10 MV photons.

central beam axis only. For smaller field areas, the under-response of the EPIDs
increases up to a mean difference of 6.9+0.7% (1 SD) and 10.2+1.4% (1 SD) for the two
phantom thicknesses, respectively. At small field areas, e.g., a field size of 3 cm x 3 cm,
the under-response of the EPIDs reduces again. The kernel K5 was fit with three
Gaussian distributions and all fitted kernels were very similar. The mean values of the
kernel coefficients m and o were m;=0.111+0.026 cm'z, m,=0.12+0.19 cm’z,
m;=0.26+0.20 cm'z, c51=(5.3010.31)-10'3 cm, 0,=4.10+1.05 cm, 03=6.35+1.75 cm (1 SD),
averaged for the three EPIDs and both photon beam energies. In Figs. 5.5(c) and 5.5(d),
the scatter offsets Os are shown for the OptiVue 1000 ST EPID for 6 and 10 MV photon
beams, respectively. For smaller field areas, the scatter offset increases while the dose
differences shown in Figs. 5.5(a) and 5.5(b) decrease. No systematic differences could
be observed in F, values when comparing the three EPIDs.
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Figure 5.5: Dose determined with the three Siemens OptiVue EPIDs using Eq. (5.2) with F=F,;
relative to the dose in water as a function of field area and on the central beam axis behind a
polystyrene slab phantom of (a) 20.6 cm and (b) 39.0 cm thickness positioned at the isocenter
plane for 6 MV photons. The scatter offset Os for the OptiVue 1000 ST as a function of field area
is shown for different transmission values T for (c) 6 MV photons and (d) 10 MV photons; the
transmission values are corrected by the energy spectrum correction F;.

5.3.7 Verification measurements

In Fig. 5.6(a), 6 MV virtual wedge profiles along a line through the central beam axis
are shown for the absolute dose in water and EPID measurements (left y axis). Local
gamma values have been calculated (right y axis) and were on average 0.6+0.3 (1 SD)
while about 10.3% of all local gamma values were larger than 1. For wedge profiles at
an off-axis position of 10 cm in the EPID plane (not shown), the mean local gamma
value was 0.620.4 (1 SD) with 17.3% of the local gamma values larger than 1. In Fig.
5.6(b), in-line dose profiles are shown through the central beam axis of a 10 MV IMRT
beam. Only 2.2% of the local gamma values were larger than 1, and the mean local
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Figure 5.6: Absolute dose profiles (left y axis) measured in water and by the OptiVue 500 EPID for
(a) a 6 MV photon beam with a virtual wedge of 60°, (b) a 9 segment IMRT field using 10 MV
photons, (c) a 6 MV 10 cm x 10 cm field shifted 5 cm off-axis in two directions, and (d) an
irregular 6 MV MLC field. A small representation of the latter two treatment fields and dose
profile locations can be seen in the corner of (c) and (d). Only treatment fields without a phantom
in the beam are used, and in-line profiles are shown. Local gamma values are calculated for each
pair of dose profiles and indicated on the right y axis.

gamma value was 0.4+0.2 (1 SD). For the cross-line profile (not shown), 5.1% of the
local gamma values were larger than 1 with a mean value of 0.4+0.3 (1 SD). In Figs.
5.6(c) and 5.6(d), dose profiles for an asymmetric 10 cm x 10 cm field and an irregular
MLC field are shown. All in-field local gamma values were smaller than 1 with a mean
local gamma value of 0.3+0.1 (1 SD) for the two open fields, respectively. Out-of-field,
44.3% and 31.0% of all local gamma values were larger than 1; mean local gamma
values were 1.4+1.4 and 1.0+1.0 (1 SD), respectively and corresponding mean relative
dose differences were -8.2+17.9% and 10.0£7.6% (1 SD), respectively. In case of a
global gamma evaluation, all out-of-field global gamma values were smaller than 1 and
the mean global gamma values were 0.1+0.1 and 0.220.1 (1 SD) for the two open
fields, respectively.

In Figs. 5.7(a) and 5.7(b), absolute dose profiles are shown for the irregular MLC field
and the polystyrene slab phantom of 39.0 cm with and without the energy spectrum
correction F; applied to the out-of-field regions, respectively. In-field, local gamma
evaluations gave the same result in both cases. Less than 0.7% of all gamma values was
larger than 1, and the mean gamma value was 0.4+0.2 (1 SD). Out-of-field, agreement
between the dose profiles in water and at the EPID was much better if F; was only
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Figure 5.7: Absolute dose profiles measured in water and by the OptiVue 500 EPID for the
irregular 6 MV MLC field depicted in Fig. 5.6(d). A 39.0 cm thick polystyrene slab phantom was
positioned at the isocenter plane, and the energy spectrum correction F; was used (a) for the
entire image excluding the out-of-field regions and (b) for the entire image. Dose profiles are
indicated on the left y axis and corresponding local y values on the right y axis.
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Figure 5.8: Absolute dose profiles measured behind an inhomogeneous phantom in water and by
the OptiVue 500 EPID (left y axis) and y values (right y axis). The phantom consisted of a stack of
polystyrene slabs with a maximum thickness of 10.5 cm and an air cavity of 2.1 cm thickness at a
position marked by the shaded region. The dose profiles in (a) and (b) are measured for a 20 cm x
20 cm field and for the irreqgular MLC depicted in Fig. 5.6(d), using 6 MV photons.

applied in-field. Comparing Figs. 5.7(a) and 5.7(b), 25.0% and 66.3% of all local gamma
values were larger than 1, respectively. In case of a global gamma evaluation, these
percentages were 4.9% and 14.7%, respectively. Mean local gamma values were
1.34#1.9 and 2.942.6 (1 SD) and mean global gamma values were 0.4+0.3 and 0.7+0.4
(1 SD), respectively. Corresponding mean relative dose differences were 1.1+15.4%
and -15.2+13.7%. For the asymmetric 10 cm x 10 cm field and the same phantom
thickness, the mean relative dose difference was 0.4+12.9% when F; was only applied
in-field.

For other polystyrene slab phantom thicknesses in combination with the asymmetric
10 cm x 10 cm field and the irregular MLC field, dose profile comparisons were similar
to the latter results. In-field, all measurements fulfilled the local and global gamma
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criteria of 3% and 3 mm. In the out-of-field regions, a large variation in relative dose
differences could be found and for phantom thicknesses smaller than 39.0 cm, an
under-response of the EPID was observed.

In case of an inhomogeneous phantom with air cavities, local gamma values larger
than 1 were only observed in out-of-field regions close to density interfaces.
Out-of-field, mean local and global gamma values were 0.9+0.8 and 0.5+0.2 (1 SD),
respectively, for a 20 cm x 20 cm field; for the irregular MLC field, these values were
2.2+1.7 and 0.4+0.2 (1 SD), respectively. Mean relative dose differences were
17.8+8.0% and 14.0+11.8% (1 SD). In Figs. 5.8(a) and 5.8(b), the absolute dose profiles
are shown for both treatment fields.

5.4 DISCUSSION

5.4.1 Long-term stability

On average, the variation in long-term response was small and amounts to about 0.5%
(1 SD) for all three EPIDs and both photon energies. Louwe et al."> described the
long-term stability of four Elekta iView GT EPIDs and found a similar variation after
applying a dark current correction. The dark current correction removes temperature
fluctuations and the influence of a small, irreversible increase of the dark-field current
probably caused by mild radiation damage to the a-Si array. Menon and Sloboda®*
reported a drift in response for the Varian aS500 EPID of up to 4%, depending on the
beam quality, over a period of 5 months, which has also been observed in our work for
the OptiVue 500 EPID. This drift in response and, hence, EPID dose can be corrected by
measuring the conversion factor ¢y more frequently, e.g., once a month.

5.4.2 Image lag and ghosting

McDermott et al.” compared the signal-to-monitor unit ratio for three different
brands of EPID systems including the Siemens OptiVue 500 and OptiVue 1000 applied
in this study. It was found that all EPIDs exhibited a relative under-response for beams
delivering few monitor units, up to 10%, which can be explained by ghosting effects
due to charge trapping. Furthermore, a dose rate dependence of the EPID response
was reported that can be attributed to changes in dose per subframe.”® In our work,
ghosting correction factors are calculated for high dose rate measurements only and
applied to measurements with both dose rate modes. The values of the ghosting
correction factors can be compared to values in McDermott et al."" and have the same
magnitude. In case of virtual wedge treatments, the dose rate changes over the wedge
profile, which could result in less accurate EPID response corrections for image lag. The
differences in wedge profile measured with the EPID and the multidetector ionization
chamber array are located at the high dose part of the wedge profile. An incomplete
image lag correction could not cause these differences, because the maximum
under-response is only 0.7% for 6 MV photons. For the virtual wedge and IMRT fields,
the amount of radiation at the EPID changes continuously during treatment delivery,
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which means that a ghosting correction factor should be position dependent. The
verification measurements did not show dose differences that were caused by the fact
that only one specific value for the ghosting correction factor was used.

Winkler et al.”> found a maximum increase in relative response of about 5% for the
Elekta iView GT EPID due to ghosting. In our work only 1.620.7% (1 SD) increase was
found under the same measurement conditions. These differences in ghosting effect
may be caused by slightly different acquisition characteristics of the Siemens EPIDs
compared to the Elekta EPIDs.

5.4.3 Field size dependence and beam profile correction

Warkentin et al."® modeled the field size dependence of the aS500 EPID response by
three separate kernels per beam energy using measurements and MC simulations. The
first kernel accounts for energy deposition in the phosphor screen, and the second
kernel describes the optical photon spread from the screen to the photodiode layer.
Both kernels can be deconvolved with a portal image to obtain a primary fluence
image. Convolution with the third kernel, an energy deposition kernel in water, results
in a full-scatter PDI. A similar convolution approach was chosen by Chen et al.” but
now empirical kernels were utilized. In our work, one field size dependence kernel K is
calculated per beam energy based on a limited set of measurements only and by using
three Gaussians. Special attention was paid to the out-of-field region to fit the broader
Gaussian of the kernel. Because the EPIDs have a larger field size dependence
compared to the dose in water at a depth of 5 cm, a deconvolution of K with the
grayscale value distribution G,,, is needed. EPID response differences were smaller
than 0.5% (1 SD) in-field and out-of-field using our kernel optimization procedure.

Based on the verification measurements without an object in the beam, it can be
concluded that the field size dependence kernel is invariant with off-axis position
because infield gamma values are almost never larger than 1, even not for an IMRT
field with very asymmetric segment field shapes and for the irregular MLC field. The
few gamma values larger than 1 occurred mainly in steep dose gradient regions and
could be explained by the use of the 0.6 cm diameter ionization chamber for the
measurements in water.

5.4.4 Buildup and energy spectrum correction

McDermott et al."* found that copper is a better buildup material than polystyrene
because the over-response was smaller for equal density thickness, and less volume
was occupied on top of the EPID. For photon energies varying between 6 and 18 MV,
they found that an additional Cu buildup layer of 2.5 mm decreased the EPID
over-response to within 4% for a minimum airgap of 20 cm between a polystyrene slab
phantom and EPID compared to the response at an airgap of 60 cm. Our findings are in
agreement with these results. The fs, values for 6 MV photons did not decrease by the
3 mm additional Cu plate on the EPID, which corresponds to the findings of Partridge
et al.”’ These authors showed that there is no significant effect on the spatial
resolution of indirect-detection panels by adding 3 to 4 mm Cu. McDermott et al
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reported that additional Cu caused a slight reduction in image quality by qualitative
checks of clinical images which can be neglected for patient treatment set-up
verification.

Although the 3 mm Cu layer reduces the over-response of the EPID by filtering low
energy scattered photons from a phantom or patient, still a large residual variation in
EPID response as a function of photon energy remains. Kirkby et al.'® investigated the
use of copper as buildup and described better results for an elevated configuration of
15 cm above the a-Si array than for a contact configuration. For a copper thickness of
about 7 mm, the maximum EPID response difference simulated by MC calculations was
smaller than 4% for the elevated configuration while the difference was much larger
with the copper plate in the contact configuration. Because more space is occupied by
the elevated configuration, this would decrease the clearance between patient and
EPID, and hence the number of treatment fields that can be imaged in clinical practice.
Also, a Cu thickness larger than 3 mm increases the weight of the EPID to a technically
undesirable situation. Therefore, an energy spectrum correction is a better approach
to correct the residual differences in EPID response, which could be as large as
17.240.7% (1 SD) as observed in this study for a phantom thickness of 39.0 cm at an
off-axis position of 10 cm isocentrically using 6 MV photons.

The energy spectrum correction described in our work is based on measured
transmission distributions and field area, and hence no input of beam characteristics is
needed. Chen et al.”® proposed a model based on the EPID signal itself, which implies
that the number of monitor units is an input parameter of the model to determine
energy spectrum correction factors. Especially in the case of transit dosimetry for
wedged or IMRT fields, this approach may introduce errors in the conversion
procedure from grayscale EPID images to full-scatter PDIs because the corresponding
energy fluence should be exactly the same as delivered by the treatment machine. For
the application of our energy spectrum correction model, it is necessary that EPID
images be acquired during a dummy session without a patient in the beam before the
actual treatment starts. Although this takes some extra time, these images can be
converted to PDIs and used as a pre-treatment verification of the delivery by the
treatment machine.

Verification measurements show that the energy spectrum correction factor F gives
very good results for the in-field region of different treatment fields fulfilling gamma
criteria of 3% and 3 mm for more than 99% of all gamma values in this region. In the
out-of-field regions, mean relative dose differences were rather small for a
homogeneous phantom thickness of 39.0 cm (within 1.1%) indicating that the energy
spectrum correction model F works very well. Out-of-field, changes in energy spectrum
are predominantly due to patient scatter and are corrected by using the scatter kernel
Ks applied to a constant scatter offset Os within the treatment field. The energy
response correction F; is equal to 1 at these out-of-field regions. This means that the
photon energies behind the collimating jaws and the MLC are outside the range where
the EPID response of a-Si EPIDs will be overestimated due to beam hardening. For
other homogeneous phantom thicknesses, the EPID response was underestimated
out-of-field, which can be explained by the fact that the scatter kernel Ks is derived at
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the phantom thickness of 39.0 cm only. For a smaller phantom thickness, the
contribution of in-field patient scatter to the out-of-field regions should be smaller,
which means that the contribution of kernel Ks to F, out-of-field should be larger. This
can be modeled by determining the parameters of Ks as a function of the mean value
of F;:T again. The variation in relative dose differences could be up to 20% (1 SD),
which can be explained by the noisy signals for the dose in water and EPID
measurements.

Our correction method is based on transmission values measured at the in-field region
where the major part of patient scatter originates. The energy spectrum correction F,
uses a constant scatter offset, which is a function of the mean transmission within a
treatment field. In case of an inhomogeneous phantom/patient, the transmission value
measured just inside the field edges could differ from the mean transmission value and
hence dose differences could be introduced in the out-of-field regions. For the
inhomogeneous phantom used in this work, changes in transmission were not very
large, and the mean relative dose differences could again be explained by the energy
independent kernel Ks that was used. Furthermore, mean transmission and irradiated
field area were determined by segmentation of field edges in an EPID image. In clinical
practice, it is more accurate to use segmentation of the patient contours using a
transmission distribution (e.g., for tangential breast fields), because patient scatter and
hence F, are related to the irradiated patient volume and not the radiation volume.

5.4.5 EPID variability

The EPID response as a function of field size and the ghosting correction factors were
very similar for the OptiVue 500/1000/1000 ST a-Si EPIDs. Good agreement was found
between the measured energy spectrum corrections for the OptiVue 500 and 1000
EPIDs with differences smaller than 1% (1 SD) for each position in the EPID plane. The
energy spectrum response correction for the OptiVue 1000 ST EPID was different,
which can be explained by the larger a-Si layer thickness and hence slightly different
radiation interaction characteristics. These findings allow the use of one data set per
photon beam energy for the OptiVue 500 and OptiVue 1000 to describe image lag,
field size dependence, and energy spectrum correction in clinical practice. Because all
linear accelerators in this work were dosimetrically matched, the beam profile
correction BP is only dependent on photon beam energy and not on EPID type.

5.4.6 SDD dependency of the model

In our study, only one source-to-detector distance of 150 cm was used; for other
distances, additional measurements have to be performed to assess the field size
dependence kernel K as a function of SDD as described by Van Esch et al.’® The beam
profile correction BP and the parameters in our energy spectrum correction F can
approximately be rescaled to other source-to-detector distances using the inverse
square law, avoiding new measurements. However, the patient scatter contribution to
the EPID will increase significantly for smaller source-to-detector distances,"® probably
decreasing the accuracy of our energy spectrum correction model.
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5.4.7 Global applicability of the model

The dosimetric calibration model described in our work can be applied to other
indirect a-Si EPIDs than the Siemens OptiVue EPIDs relatively easily because only a
limited set of measurements is necessary to determine the model parameters. No MC
simulations, which require machine and EPID geometry or energy spectrum, have to be
done. Furthermore, the dose characteristics of the Siemens OptiVue EPIDs are similar
to the dose characteristics of the Varian aS500 and Elekta /View GT EPID considering
reported ghosting effects, field size dependence, and energy spectrum dependence.

5.5 CONCLUSIONS

We have developed a global dosimetric calibration procedure for indirect a-Si EPIDs to
convert grayscale EPID images into full-scatter portal dose images to be used for
transit dosimetry applications. For this purpose, a model has been investigated that
corrects for the photon energy dependence of the EPID response based on measured
transmission distributions, without the need of input of beam characteristics.
Long-term stability, buildup, ghosting effects, field size dependence, and sensitivity of
the EPID were determined for three new commercially available a-Si EPIDs in order to
take into account during the dosimetric calibration process. PDIs were derived for
different treatment fields such as virtual wedge and IMRT fields, with various
(in)homogeneous phantoms in the field, to determine the accuracy and applicability of
the energy spectrum correction model. Gamma evaluation criteria of 3% and 3 mm
were satisfied for all measurements across the entire EPID plane in-field. Larger dose
differences were found out-of-field but could be minimized by deriving an energy
dependent scatter kernel based on transmission values. Using our energy spectrum
correction model, highly accurate portal dose images can be obtained which are
required for 2D transit dosimetry applications”® and 3D dose reconstruction.”
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Ghosting effects for three EPIDs

ABSTRACT

Many studies have reported dosimetric characteristics of amorphous silicon electronic
portal imaging devices (EPIDs). Some studies ascribed a non-linear signal to gain
ghosting and image lag. Other reports, however, state the effect is negligible. This
study compares the signal-to-monitor unit (MU) ratio for three different brands of
EPID systems. The signal was measured for a wide range of monitor units (5-1000),
dose-rates, and beam energies. All EPIDs exhibited a relative under-response for
beams of few MUs; giving 4 to 10% lower signal-to-MU ratios relative to that of 1000
MUs. This under-response is consistent with ghosting effects due to charge trapping.
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6.1 INTRODUCTION

Dosimetry with portal imagers is becoming increasingly popular, offering the potential
for multi-dimensional dose verification. There are currently three brands of
amorphous silicon electronic portal imaging devices (a-Si EPIDs) commercially
available: Elekta iView GT (Elekta, Crawley, United Kingdom), Varian aS500/1000
(Varian Medical Systems, Palo Alto, California), and Siemens OptiVue 500/1000
(Siemens Medical Solution, Concord, California).

Before using such a device for dose verification, it is necessary to first determine its
dosimetric characteristics. Signal-to-dose ratios have been measured for these types of
detectors, and found to be non-constant.”” A lower signal-to-MU ratio was reported
for relatively short irradiation times, up to 10% lower than that of longer irradiation
times for the Elekta EPID. The source of the deviation was attributed to image lag and
gain ghosting effects. “Image lag” is due to charge trapped in the photodiode bulk
modulus or at the surface. Trapped charge read out in subsequent frames results in an
offset of the EPID signal. “Gain ghosting” refers to the change in gain, or pixel
sensitivity, due to the trapped charge, which alters the electric field strength in the
bulk or surface of the photodiode layer. The extent of both effects (image lag and gain
ghosting) will depend on both the panel design and the exposure time. Trapping in the
bulk layers effectively involves the “direct capture of charge at defect energy levels in
the gap and is followed by the slow release over a broad range of time constants.”® In
particular, the design and manufacture of the diode layer will influence the density of
trapping states, and hence influence the way charge is trapped at the diode level.
Various reports have investigated image lag and gain ghosting properties of indirect
flat panel detectors in further detail.*®

When using the EPID as a dosimeter, both image lag and gain ghosting effects combine
to influence the dose per frame read out by the detector.” According to our previous
study, frames within the first few seconds of irradiation “missed dose.” The longer the
irradiation time, the smaller the relative deficit (proportional to the integrated dose
over all frames). The EPID signal per frame persisted in the seconds following beam off,
gradually decreasing, indicating image lag. When this “lag” (dark signal) was added to
the integrated dose, there was still a deficit. This was attributed to gain ghosting
effects. For the purposes of MU dependence, and for the remainder of this paper, we
refer to the combination of gain ghosting and image lag as “ghosting.” Ghosting effects
can cause problems for EPID dosimetry if the imager signal is assumed to be linear with
accumulated dose. Discrepancies will arise when the treatment exposure time differs
from calibration exposure times.

Other studies, however, have reported a linear dose-signal relationship within 2%.”"

All of these studies used the Varian EPID, which has a different scintillator from the
Elekta and Siemens detectors. The EPID signal for these studies was measured over
different dose ranges, energies, and dose-rate settings compared to measurements
with the Elekta EPIDs. Dosimetric characteristics for the Siemens EPIDs have not yet
been reported. Non-linearity due to energy spectrum and dose/frame changes, or
differences in acquisition software, can also influence the dosimetric
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characteristics.">>"* The purpose of this study was to compare the signal-to-monitor

unit (MU) ratio for a comparable (wide) dose range, for all three a-Si EPID brands.

6.2 MATERIALS AND METHODS

Six a-Si EPIDs were investigated in this study: two Elekta panels (iView GT) from the
Netherlands Cancer Institute, Amsterdam, The Netherlands, one Varian panel (aS500)
at the Rigshospitalet, Copenhagen, Denmark, another Varian panel (aS500) at The
Royal Marsden Hospital, London, United Kingdom, and two Siemens panels (OptiVue
500 and 1000) at the Maastricht University Hospital, Maastricht, The Netherlands.
Commercial acquisition software was used to acquire images for the Varian and
Siemens EPIDs. In-house software, on the other hand, was used to acquire images with
the Elekta EPIDs. This software is very similar to the commercially available acquisition
software provided by Elekta for the iView GT detector.”” The active detection areas
and image resolutions of each panel are given in Table 6.1. The Varian a51000 was not
tested in this study, the difference between this panel and the aS500 is a higher
resolution (1024x768 pixels), with the same active area and acquisition software.

Ghosting effects are known to depend on exposure time,” which is linked to the
dose-rate for a given dose. The Elekta and Siemens frame acquisition rates are
constant, both =3.5 frames per second (fps). The Varian acquisition rate depends on
the linac pulse rate, which was =4.5 to 7.5 fps for the dose-rates measured in this
study. One of the differences between the two Varian panels tested in this study was
that different versions of Varian’s PortalVision software were used to acquire images.
The earlier version (v6.1.03, “Varian A”) employs a reset every 64 frames to move the
frame buffer content to the CPU, creating a dead time of 0.28 s, or loss of one to two
image frames (depending on the frame rate).’> More recent versions of the software
do not have this dead time.

For each panel, images were acquired for a series of open square fields, irradiated with
5, 10, 20, 50, 100, 200, 500, and 1000 MUs, integrated over all frames. Various
dose-rate and photon beam energies settings were tested, according to the available
settings for each linac on which the panels were mounted. For the Elekta and Varian
detectors, eight series were measured (A and B EPIDs, each with two dose-rate/beam
energy combinations, each series measured twice). For the Siemens detectors, six
series were included. “Siemens A” was measured with two dose-rate/beam energy
combinations, and “Siemens B” with four dose-rate/beam energy combinations.
Details regarding panel properties, beam parameters, and image acquisition
parameters are summarized in Table 6.1. Measurements with the Elekta panel were
performed first, with field size 20x20 cm” and source-detector distance (SDD)=160 cm.
Measurements with subsequent detectors could not be made with the same
parameters because the dimensions of the panels and the SDDs (and hence effective
field size at the detector) varied at other clinics. All fields were much larger than the
central region of interest (ROI) selected for analysis (by more than a factor of 8), to
avoid any field edge effects. The results were expressed as the EPID signal divided by
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Table 6.1: Details of the imagers and acquisition parameters for each set of a-Si EPID measurements. A signal-to-MU
curve was acquired for each EPID on the central axis of square fields, 5 to 1000 MUs, at the dose-rate settings and beam
energies indicated. The value of the signal for each measurement was the average pixel value of the central region of

interest (ROI) of each detector.

EPID

Institute

Acquisition
software

Active area
Image resolution
Fieldsize
(atisocenter)
SDD

Central ROI
Series measured:
Beam energy and

dose-rate (MU/min)

combinations

Elekta A

Elekta
ViewGT
Netherlands
Cancer
Institute
Amsterdam
in house®

41x41 cm?
1024x1024
20%20 cm?

160 cm
0.8x0.8 cm?
4 MV (250)
6 MV (500)

Elekta B

Elekta
ViewGT
Netherlands
Cancer
Institute
Amsterdam
in house?

41x41 cm?
1024x1024
20x20 cm?

160 cm
0.8x0.8 cm?
8 MV (200)
8 MV (400)

Varian A

Varian
as500
Rigshospitalet

Copenhagen
PortalVision
v6.1.03

40x30 cm?
512x384
10x10 cm?

145cm
1.6x1.6 cm?
6 MV (300)
6 MV (500)

Varian B

Varian
asS500
Royal

Marsden

London
PortalVision
v6.1.11

40x30 cm?
512x384
10x10 cm?

145 cm
1.6x1.6 cm?
6 MV (100)
6 MV (400)

Siemens A

Siemens
OptiVue 500
Maastricht
University
Hospital
Maastricht
Coherence
Therapist
workspace
1.0.657
41x41 cm?
512x512
10x10 cm?

150 cm
0.5x0.5 cm?
6 MV (300)
10 MV (500)

Siemens B

Siemens
OptiVue 1000
Maastricht
University
Hospital
Maastricht
Coherence
Therapist
workspace
1.0.657
41x41 cm?
1024x1024
10x10 cm?

150 cm
0.5x0.5 cm?
6 MV (50)
6 MV (300)
10 MV (50)
10 MV (500)

?The in-house software used with the Elekta EPIDs is very similar to the commercially available acquisition
software provided by Elekta for the iView-GT detector.
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the number of MUs and then normalized to the ratio at 1000 MUs. It should be noted
that only individual, non-segmented square fields were investigated to be able to
compare the EPIDs without introducing too many variables. The implications of
ghosting effects for IMRT fields (segmented or dynamic) fall outside the objectives of
this study.

6.3 RESULTS

Figure 6.1 shows an average of the series measured for each of the three a-Si EPID
brands. For the Varian EPID, only four series using “Varian B” were included in the
average (two dose-rate/beam energy combinations, each series measured twice). The
measurements with “Varian A” were not included here because it uses a different
acquisition software, however it is presented separately. All series exhibited a lower
signal-to-MU ratio for shorter irradiation times. This is consistent with previous reports
suggesting that ghosting effects depend on exposure and/or acquisition time.” For
irradiations of more than 200 MUs, the ratio for each detector was constant to within
+1.5%, i.e., the response is effectively linear with dose. Below 200 MUs, the average
signal-to-MU ratio decreases 4% for the Elekta panels, and 5% for the Varian and
Siemens panels.

Error bars represent +1 standard deviation (SD). The relative average SD was 0.3% and
the maximum was +1.4%. As expected, the results averaged over the largest range of
dose-rate/beam energy combinations had the largest SD, i.e., the Siemens dose-rate
settings, ranging from 50 to 500 MU/min, with beam energies of 6 and 10 MV. A
variation in the signal-to-MU ratio could be due to variation in the design and
manufacture of the a-Si layer, (as used by different brands), or read-out of the
electronics, leading to a different number of charge particles trapped and/or read out
in the bulk modulus or interface of the photodiode layer. In addition to physical
differences, different image acquisition parameters (e.g., trigger levels) will also
influence the EPID signal differently at various exposure times.

Signal-to-MU ratios measured at different beam energies and dose-rate settings for
each detector are also shown in Fig. 6.2. For each detector type, the MU dependence
was similar (within £1.4%) for all energies and dose-rate settings, except below 10 MUs
for the Varian A and B EPIDs.

For the EPID using the earlier version of PortalVision (Varian A), the signal-to-MU curve
dropped by 1% between 50 MUs (43 frames) and 100 MUs (95 frames), for both
dose-rates. The discontinuity in the curve was due to the reset occurring every 64
frames and so resulted in a dead time during acquisition if more than 64 frames were
acquired (Fig. 6.2). The data for both Varian A series were subsequently corrected for
the missing signal due to dead time and are also given in Fig. 6.2. The difference in
signal ratio between 5 and 1000 MUs is clearly much greater for the corrected Varian A
than Varian B. The reason was not investigated further for this study, however it can
be assumed that differences in image acquisition, panel design, and variation in
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Figure 6.1: Signal-to-MU ratios for Elekta, Varian, and Siemens a-Si EPIDs, averaged over two to
three dose-rate settings for different energies, with one or two detectors for each brand. All
points are normalized at 1000 MUs. One outlying series, Varian A, used a different acquisition
mode and was therefore excluded for this figure. The standard deviations at each point were less
than 1.4%, and are shown as error bars (+1 SD). Different scintillators employed by different
brands will exhibit slight variation in ghosting effects, however there is a consistent
under-response for fields of fewer MUs for all three brands.

read-out electronics are possible reasons for the differences between the two sets of
measurements in Fig. 6.2.

Due to non-linearity of linac monitor signal, the Siemens EPID signals measured with 5
MUs, 6 MV, and 300 MU/min were corrected based on relative dose values measured
with an ionization chamber. The linac output used for all other series was also checked
and found to be linear, so no corrections were necessary. Two series were also
measured with the “Siemens B” EPID at very low dose-rate settings of 50 MU/min. The
relative signal-to-MU ratio at smaller number of MUs (0.96 at 5 MUs) was not as low as
for the higher dose-rate settings (0.93 at 5 MUs, same EPID, same beam energies). This
dose-rate dependence is consistent with ghosting behavior. Since ghosting depends on
the exposure time and not on dose, slower dose-rates will result in an EPID signal with
a much weaker MU dependence. This is because a lower nominal dose-rate setting at
the linac will result in a lower dose per frame rate. At lower dose per frame rates, an
equilibrium can be achieved much faster between the amount of charge that is
trapped, and the amount that is read out. So at very low dose-rates, there would be no
ghosting effect. The range of dose-rate settings for the Elekta and Varian panels was
not large enough to see this effect. It should be noted that although all measurements
were normalized to the respective EPID signals at 1000 MUs, there was variation in the
EPID signal at this normalization point for different dose-rates of the order of a few
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Figure 6.2: EPID signal-to-MU ratios, separated for Elekta, Varian, and Siemens detectors. Two
panels (A and B) for each brand were tested and normalized at 1000 MUs. The curves are similar
for all but one series. For the EPID using the earlier version of PortalVision (Varian A, “x”), there is
a 1% “drop” in the curve, between 50 and 100 MUs, for both dose-rates. This discontinuity is due
to a dead time introduced while frames are being stored, occurring every 64 frames. The data for

both Varian A series are also presented, correcting for the missing signal (“*”).

percent (for the same detector brand, linac, and energy). This difference could be best
illustrated with additional data at multiple dose-rate settings for each detector, linac,
and energy combination, however this is beyond the scope of this technical note.

6.4 CONCLUSIONS

Signal-to-MU ratios for all EPIDs tested showed a dependence on the number of MUs
delivered, independent of the manufacturer. This dependence indicated that charge
trapping, resulting in ghosting effects, influences the a-Si EPID response to dose.
Therefore it is important to be aware of the resulting relative under-response at
shorter irradiation times. The similarity of the results for all detectors tested suggested
that the acquisition time dependence, or ghosting effect, is a fundamental property of
indirect-detection ag-Si-based EPIDs. The small differences between the signal-to-MU
ratio for the three manufactures was likely to be due to differences in panel design and
acquisition software. Variation between curves of the same manufacturer may be due
to a combination of dose-rate and energy dependence, both influencing the dose
delivered per frame. Errors of 4-10% at the center of the field are likely to influence
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EPID dosimetry measurements if the imager is applied over a wide range of irradiation
times, by varying dose or dose-rate, to single fields without corrections.

ACKNOWLEDGEMENTS

The authors would like to thank Hakan Nystrém and Marika Bjork of The Finsen Centre,
Rigshospitalet, Copenhagen, Denmark for permission to use their equipment and
assistance with measurements. This work was financially supported by the Dutch
Cancer Society (Grant No. NKI 2000-2255).



Ghosting effects for three EPIDs | 127

REFERENCES

1 L.N. McDermott, R.J. Louwe, J.J. Sonke, M.B. van Herk, and B.J. Mijnheer, “Dose-response
and ghosting effects of an amorphous silicon electronic portal imaging device,” Med. Phys.
31, 285-295 (2004).

2 P. Winkler, A. Hefner, and D. Georg, “Dose-response characteristics of an amorphous
silicon EPID,” Med. Phys. 32, 3095-3105 (2005).

3 J.H. Siewerdsen and D.A. Jaffray, “A ghost story: Spatio-temporal response characteristics
of an indirect-detection flat-panel imager,” Med. Phys. 26, 1624-1641 (1999).

4 M. Overdick, T. Solf, and H. Wischmann, “Temporal artefacts in flat dynamic x-ray
detectors,” Proc. SPIE 4320, 47-54 (2001).

5 M. Partridge, B.M. Hesse, and L. Miiller, “A performance comparison of direct- and
indirect-detection flat-panel imagers,” Nucl. Instrum. Methods Phys. Res. A 484, 351-363
(2002).

6 H. Wischmann, H. Luijendijk, H. Meulenbrugge, M. Overdick, R. Schmidt, and K. Kiani,
“Correction of amplifier non-linearity, offset, gain, temporal artifacts, and defects for
flat-panel digital imaging devices,” Proc. SPIE 4682, 427-437 (2002).

7 B.M. McCurdy, K. Luchka, and S. Pistorius, “Dosimetric investigation and portal dose image
prediction using an amorphous silicon electronic portal imaging device,” Med. Phys. 28,
911-924 (2001).

8 E.E. Grein, R. Lee, and K. Luchka, “An investigation of a new amorphous silicon electronic
portal imaging device for transit dosimetry,” Med. Phys. 29, 2262-2268 (2002).

9 B. Warkentin, S. Steciw, S. Rathee, and B.G. Fallone, “Dosimetric IMRT verification with a
flat-panel EPID,” Med. Phys. 30, 3143-3155 (2003).

10 P.B. Greer and C.C. Popescu, “Dosimetric properties of an amorphous silicon electronic
portal imaging device for verification of dynamic intensity modulated radiation therapy,”
Med. Phys. 30, 1618-1627 (2003).

11 G.V. Menon and R.S. Sloboda, “Compensator quality control with an amorphous silicon
EPID,” Med. Phys. 30, 1816-1824 (2003).

12 A. Van Esch, T. Depuydt, and D.P. Huyskens, “The use of an aSi-based EPID for routine
absolute dosimetric pre-treatment verification of dynamic IMRT fields,” Radiother. Oncol.
71, 223-234 (2004).

13 Y. El Mohri et al., “Relative dosimetry using active matrix flat-panel imager (AMFPI)
technology,” Med. Phys. 26, 1530-1541 (1999).

14. B. Brand, JJ. Sonke, and M.B. van Herk, “Synchronising portal images and A/D
measurements,” Radiother. Oncol. 68, s95-s96 (2003).






CHAPTER

Prediction of DVH parameter changes due
to set-up errors for breast cancer
treatment based on 2D portal dosimetry

Med. Phys. 36(1), 83-94 (2009)

S.M.J.J.G. Nijsten
W.J.C. van Elmpt
B.J. Mijnheer
A.W.H. Minken
L.C.G.G. Persoon
P. Lambin
A.L.A.J. Dekker






Prediction of DVH parameter changes for breast cancer treatment

ABSTRACT

Electronic portal imaging devices (EPIDs) are increasingly used for portal dosimetry
applications. In our department, EPIDs are clinically used for two-dimensional (2D)
transit dosimetry. Predicted and measured portal dose images are compared to detect
dose delivery errors caused for instance by set-up errors or organ motion. The aim of
this work is to develop a model to predict dose-volume histogram (DVH) changes due
to set-up errors during breast cancer treatment using 2D transit dosimetry. First,
correlations between DVH parameter changes and 2D gamma parameters are
investigated for different simulated set-up errors, which are described by a binomial
logistic regression model. The model calculates the probability that a DVH parameter
changes more than a specific tolerance level and uses several gamma evaluation
parameters for the planning target volume (PTV) projection in the EPID plane as input.
Second, the predictive model is applied to clinically measured portal images. Predicted
DVH parameter changes are compared to calculated DVH parameter changes using the
measured set-up error resulting from a dosimetric registration procedure. Statistical
accuracy is investigated by using receiver operating characteristic (ROC) curves and
values for the area under the curve (AUC), sensitivity, specificity, positive and negative
predictive values. Changes in the mean PTV dose larger than 5%, and changes in Vg,
and Vg larger than 10% are accurately predicted based on a set of 2D gamma
parameters. Most pronounced changes in the three DVH parameters are found for
set-up errors in the lateral-medial direction. AUC, sensitivity, specificity, and negative
predictive values were between 85% and 100% while the positive predictive values
were lower but still higher than 54%. Clinical predictive value is decreased due to the
occurrence of patient rotations or breast deformations during treatment, but the
overall reliability of the predictive model remains high. Based on our predictive model,
2D transit dosimetry measurements can now directly be translated in clinically more
relevant DVH parameter changes for the PTV during conventional breast treatment. In
this way, the possibility to design decision protocols based on extracted DVH changes
is created instead of undertaking elaborate actions such as repeated treatment
planning or 3D dose reconstruction for a large group of patients.
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7.1 INTRODUCTION

In radiotherapy, electronic portal imaging devices (EPIDs) have been used for patient
position verification for many years now. A more recent application of EPIDs is to use
them for portal dosimetry by measuring non-transmission or transmission portal dose
distributions. Non-transmission images can be measured pre-treatment and are used
to verify treatment parameter transfer between treatment planning system (TPS) and
treatment machine,’ but also to detect malfunctioning of the treatment machine.
Especially in the case of intensity-modulated radiation therapy (IMRT) treatments,””
this verification procedure is important because a high accuracy of the linear
accelerator and multileaf collimator is required. Transmission images are measured in
the presence of a patient and allow for detection of dose differences caused for
instance by set-up errors and organ motion. For both types of images, the portal dose
can be measured in the EPID plane™™®’ but also reconstructed inside a patient in two
or three dimensions.*>*°

In our department, we are clinically performing two-dimensional (2D) transit
dosimetry for all patients treated with curative intent. This procedure compares
predicted and measured portal dose images (PDIs) in the EPID plane by using the
gamma evaluation method'>™ and accepts or rejects images applying criteria based on
gamma (evaluation) parameters. Because PDIs only contain projection information,
dose differences cannot be related directly to differences in the 3D dose distribution
inside a patient. By using a 3D dose reconstruction procedure,” changes in the patient
dose distribution and the corresponding dose-volume histograms (DVHs) can be
calculated but this procedure is more complex and time-consuming. Preferably, a
faster method like 2D transit dosimetry is used as a triage for the full 3D dose
reconstruction.

Therefore, the aim of this work was to develop a model to predict quantitatively DVH
parameter changes based on 2D transit dosimetry. The model has been implemented
for conventional breast treatments where large dose differences may occur due to the
presence of set-up errors. The accuracy of the model has been determined by applying
it to clinically obtained gamma images.

7.2 MATERIALS AND METHODS

7.2.1 Equipment

In our department, six Siemens Oncor medical linear accelerators (Siemens Medical
Solutions, Concord, CA) are applied for patient treatment in combination with Siemens
OptiVue 500/1000/1000 ST amorphous silicon (a-Si) flat panel portal imagers (Siemens
Medical Solutions, Concord, CA). All accelerators are equipped with 6 and 10 MV
photon beam energies, a virtual wedge option, and are dosimetrically matched within
1% (1 SD) when depth-dose curves, beam profiles, and output factors are compared.
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7.2.2 Extraction of 2D gamma parameters

In this work, dose-volume histogram changes due to set-up errors during breast cancer
irradiations are predicted based on differences in portal dose images behind a patient
(transit PDIs). Both predicted and clinically obtained PDIs for multiple values of set-up
errors are used for this purpose (Sec. 7.2.2.1-2), which are compared to a predicted
reference PDI without any set-up error; the comparison is based on the gamma
evaluation method.'>™ Gamma images are analyzed to obtain a set of 2D gamma
parameters which can be used to predict DVH changes (Sec. 7.2.2.3). In this work, only
DVH changes for the planning target volume (PTV) are investigated and portal dose
images are generated at a source-detector distance of 150 cm, resulting in images of
512 x 512 pixels with a pixel resolution of 0.8 mm.

The programming language MATLAB 2007b (The MathWorks Inc., Natick, MA) is used
for all calculations, modeling, and analysis, unless mentioned otherwise.

7.2.2.1 Prediction of 2D portal dose images

A portal dose prediction model based on pencil beam scatter kernels is applied to
predict a 2D full-scatter transit portal dose image and has been described elsewhere in
more detail."> The model uses a predicted full-scatter portal dose image without the
patient in the beam in combination with the radiological thickness of a patient derived
from the planning CT scan. Additional information such as gantry angle, couch angle,
and isocenter position is obtained from the treatment plan. The portal dose prediction
model is fitted to one measurement set per photon beam energy and is
machine-independent. Based on dose in water measurements behind homogeneous
and inhomogeneous phantoms, the accuracy of the model is better than 2% (mean
difference). Portal dose images for different set-up errors (patient shifts) are calculated
by moving the isocenter of a beam in the opposite direction in the planning CT scan.

7.2.2.2 Measurement of 2D portal dose images

A dosimetric calibration model for a-Si EPID image to obtain a measured 2D full-scatter
transit portal dose image by taking into account all relevant EPID response corrections.
This model has been developed in our department and has been described
elsewhere." The accuracy of the dosimetric calibration model has been determined by
performing measurements in a water tank for different treatment fields and
(in)homogeneous phantoms using the gamma evaluation method. In almost all
situations, the observed gamma values were smaller than 1 using 3% as the
dose-difference criterion and 3 mm as the distance-to-agreement criterion. The
dosimetric calibration model is fitted to a measurement set per photon beam energy
and per treatment machine.
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Figure 7.1: (a) A gamma image based on a transit PDI with a set-up error of 5 mm in left-right
direction and a transit PDI without set-up error, plotted on top of a DRR. Gamma values are
calculated using 3% as local dose-difference criterion and 3 mm (4.5 mm at 150 cm) as
distance-to-agreement criterion. These gamma values can be smaller than 0, allowing an easy
visualization of PDI regions where the portal dose in presence of a set-up error is smaller (blue
regions) or larger (red regions) than the portal dose without any set-up error. The field shape is
represented by the dashed white line. (b) From the gamma image shown in (a), the 2D gamma
parameters Ymay Ymean Ysp aNd vy were calculated within the PTV projection (solid white line) both
for y values smaller and larger than 0. For this example, the parameter values are ypmay,<0=-2.8,
ymax,y20=1-9/ (Vmeani'ySD),ysoz_o'910'5/ (Vmeani'VSD),yz():O' 7i'0'31 y%,y50=13'8% and y%,y20=8'2%'

7.2.2.3 Calculation of 2D gamma parameters

The influence of set-up errors on a portal dose distribution has been investigated by
calculating a gamma image based on a predicted transit PDI without any set-up error
and a predicted or measured transit PDI with set-up error. An example of a gamma
image is shown in Fig. 7.1(a) for a predicted PDI with a set-up error of 5 mm in the
left-right direction. In this work, gamma values are calculated using 3% as the local
dose-difference criterion and 3 mm (4.5 mm at 150 cm) as the distance-to-agreement
criterion.

From the gamma images, several 2D gamma parameters are calculated: the maximum
y value (Ymax), the mean y value (Ymeqn), the standard deviation of the mean y value (ysp),
and the percentage of y values larger than 1 (yy4). The maximum y value is defined in
this article as the highest value of all pixels and not as a specific percentage of pixels,
e.g., 1% having the highest y values. Because a gamma evaluation minimizes gamma
values, our definition is still insensitive to large local portal dose values. Furthermore, a
distinction is made between y values smaller and larger than 0. When the dose
difference is smaller than 0, the gamma value is smaller than 0, which means that the
portal dose in the presence of a set-up error is smaller than the portal dose without a
set-up error. In this case, a minus sign is added to the y value and the notation is
changed, e.g., the 2D gamma parameter Y, becomes ymqy 0. In Fig. 1(b), the different
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2D gamma parameters are shown in a gamma-area histogram. Because 2D gamma
parameters are used to predict DVH changes for the PTV, only the PTV projection in
the EPID plane is analyzed. This PTV region is calculated for the original PTV without
set-up error. Based on eight individual 2D gamma parameters (Vmax, Ymean, Ysp, and vy
for both y<0 and y>0), 92 different combinations have been defined consisting of 1, 2,
or 3 individual gamma parameters.

7.2.3 Calculation of DVH parameter changes

The three-dimensional dose distributions inside a patient have been calculated with
our treatment planning system (XiO 4.3.4, Computerized Medical Systems Inc., St.
Louis, MO), using a multigrid superposition algorithm." Simulation of set-up errors is
performed by moving the isocenter of a beam in the opposite direction of the patient
shift in the planning CT scan and recalculating the 3D dose distribution. Dose-volume
histograms are calculated for the PTV only, using a 3D grid spacing of 2 mm.

From the DVHs, nine DVH parameters are calculated: the minimum dose (D), the
maximum dose (D), the mean dose (Dmean), the conformity index (Cl), the
heterogeneity index (HI), Vo, Vs, V100, and V;p;. The conformity index is the quotient
of the treated volume and the PTV; C/ changes due to set-up errors because the
treated volume is influenced. In this work, the 95% isodose volume is used to define
the treated volume in all calculated 3D dose distributions, while the PTV is taken equal
to the volume of the 95% isodose volume in the 3D dose distribution without any
set-up errors imposed (C/=1). The heterogeneity index is the quotient of D,,,, and D,
for the PTV. Changes in DVH parameters are defined as relative differences with
respect to the original DVH parameter value without set-up error and are denoted for
instance as %D, for the DVH parameter D,y;,.

7.2.4 Predictive modeling

Correlations between 2D gamma parameters and DVH parameter changes for the PTV
are investigated for 20 patients who were irradiated on the breast gland only with a
prescribed dose of 50 Gy in 25 fractions. Left-and rightsided breast cancer patients are
included. Our treatment technique for this target volume basically consists of
tangential opposing treatment fields encompassing the entire PTV. The PTV is defined
as the macroscopic tumor with 1.5 cm margin including the breast gland (clinical target
volume: CTV) extended with 0.5 cm margin to account for set-up errors and organ
motion, except for the medial-lateral direction where a flash region of 2-4 cm width is
used. In clinical practice, the treatment fields are set-up by looking at the patient
anatomy in the planning CT scan without actually delineating CTV and PTV. To make
the 3D dose distribution in a patient more homogeneous, often small fields with a
small number of monitor units are added. In this work, portal dose images of 43 large
tangential fields that are predominant for the delivered 3D dose distribution in a
patient are analyzed; the portal dose images of the latter small fields are excluded
from analysis. However, DVHs are calculated based on all fields in the original
treatment plan. Simulated patient shifts varied between -10 and 10 mm in left-right
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(L-R), superior-inferior (S-1), and anterior-posterior (A-P) directions, resulting in 35
different set-up errors per patient. In total, 1505 portal dose images were predicted
and 700 3D dose distributions were calculated and further analyzed to obtain the 92
different 2D gamma parameter sets (Sec. 7.2.2.3) and nine different DVH parameter
changes (Sec. 7.2.3) per predicted PDI and DVH, respectively.

A binomial logistic regression model (Sec. 7.2.4.1) is applied to predict a relevant DVH
parameter change based on the values of 2D gamma parameters. By doing statistical
analysis of the prediction results, those 2D gamma parameter sets were selected that
had a high predictive value for specific DVH parameter changes (Sec. 7.2.4.2).

7.2.4.1 Binomial logistic regression model

A binomial logistic regression model generally predicts a discrete outcome (dependent
response variable) from a set of independent predictor variables that can be
continuous, discrete, dichotomous, or a mix of any of these. The response variable can
take the value 1 with a probability of success p, or the value 0 with probability 1-p. In
our case, the response variable is a DVH parameter change, e.g., %D,,i,. This variable
takes the value 1 if | %Dumin|>%Dmin tor, aNd O if | %D min| %D min tor; %Dmin,tor is @ tolerance
level that decides when a change in DVH parameter can be considered clinically
relevant and also influences the predictive value of the binominal logistic regression
model. In this work, tolerance levels of 3%, 5%, 10%, and 15% have been used to
determine the discrete response variables. The predictor variables are the 2D gamma
parameter values, e.g., Vmaxys0, Y%y<0r and p,s0. For the example variables, the
probability p of a relevant change in D,,;, can now be calculated by

p= exp(“"‘ﬁl '7max,yzo +ﬂ2 '7%,y£0 +ﬂ3 '7%,y20)
1+exp(a+ﬂ1 .}/max,yzo +ﬂz .y%,ygo +ﬂ3 .7/%120)

(7.1)

where a is the constant of the equation and £ is a coefficient per predictor variable.
Based on the data of all 20 patients, these coefficients are optimized for the 92
possible 2D gamma parameter sets per individual DVH parameter.

7.2.4.2 Statistical analysis

Equation (7.1) predicts the probability that a DVH parameter change is larger than the
tolerance level. By using a cutoff value p...s the probability p can be rounded to 0
(P<Pcutor)  Or 1 (P2Peuto). This cutoff value is determined by using a
cross-validation-based procedure,'® which means here that 10 times different training
sets of 15 patients and validation sets of 5 patients are constructed from the complete
set of 20 patients. The predictive model is fitted to the training data sets and applied
to the validation data sets. For different cutoff values, predicted outcome was
compared to actual outcome which allows the calculation of sensitivity (SE), specificity
(SP), positive predictive value (PPV), and negative predictive value (NPV). Furthermore,
receiver operating characteristic (ROC) curves'’ are computed (showing SE versus 1-SP)
where the area under the curve (AUC) quantifies the accuracy of a predictive model. In
this work, we expressed AUC, SE, SP, PPV, and NPV in percentages (meaning that the
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actual area under the curve is divided by 100). An AUC of 100% represents a perfect
predictive model; an area of 50% represents a predictive value dominated by pure
chance. The optimal cutoff value is found by aiming at the highest values for SE and SP
where a high SE is more important than a high SP to avoid a high percentage of false
negative predictions. By taking the mean of all ten optimized cutoff values, a more
robust and validated cutoff value p .y is obtained.

The predictive model fits from Sec. 7.2.4.1 are applied in combination with the mean
cutoff values to predict relevant DVH parameter changes for the 1505 observations.
The same cutoff values are used for the ten fits from the cross-validation-based
procedure to predict outcome for the training data sets and validation data sets
separately. The selection of the most predictive 2D gamma parameter sets, DVH
parameters, and tolerance levels is done by aiming at the highest values for the mean
values of AUC, SE, SP, and NPV calculated from the ten validation data sets; PPV is
found less important but it still has to be larger than 50%. A smaller PPV means that
more PDIs have to be examined in clinical practice, unnecessarily increasing workload,
but less real relevant DVH parameter changes will be missed. Minimum required
values for AUC, SE, SP, and NPV are 90%, 90%, 80%, and 90%, respectively.

7.2.5 Clinical verification

Although the cross-validation-based procedure in Sec. 7.2.4 inherently implies a
validation procedure, we will validate our predictive model in clinical practice.
Therefore, EPID images measured during treatment of ten breast cancer patients are
converted to 2D full-scatter transit PDIs by using the dosimetric calibration model
described in Sec. 7.2.2.2 and compared to predicted transit PDIs without any set-up
error using a gamma evaluation. From the gamma images, 2D gamma parameters
were derived and DVH parameter changes predicted. The frequency of EPID image
acquisition was prescribed by clinical protocol and was not daily.

To verify the predicted outcomes, reference outcomes are needed. These are obtained
by deriving set-up errors from the measured portal dose images and directly
calculating the DVH parameter changes with our treatment planning system based on
those set-up errors (Sec. 7.2.3). Set-up errors or patient shifts are determined by
application of a dosimetric registration procedure. This procedure iteratively changes
patient shift values while minimizing ys,< and 4,0, which are calculated from a
gamma image based on the measured PDI and a newly predicted PDI with those
patient shift values. Gamma values are analyzed within the treatment field minus a 5
mm margin to the field edges, which means that all available dosimetric information is
used by the registration procedure. Both the influence of patient rotation and breast
deformation on the portal dose distribution are neglected. The registration procedure
is sped up by first using patient shifts only parallel to the EPID plane and next
perpendicular to it. The patient shifts derived in this way are finally averaged over the
treatment fields per treatment session and used for calculating reference DVH
parameter changes but also for prediction of 2D transit PDIs. Extraction of 2D gamma
parameters based on these PDIs and a predicted transit PDI without any set-up error is
done to predict again DVH parameter changes. However, these changes are now
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Figure 7.2: Correlations between 2D gamma parameters and DVH parameters for 43 tangential
breast treatment fields and 35 different set-up errors per patient, resulting in 1505 observations.
Dpmean and Vs are plotted versus (@) ymax,y20 And (b) Ymean,,20- In () and (d), correlations are shown
for Vgs as a function of ysp and ys, respectively.

purely caused by set-up errors and not by patient rotations or breast deformations,
which can be the case for the measured transit PDls.

The accuracy of our predictive model has been determined for the prediction of DVH
parameter changes by evaluating values of AUC, SE, SP, PPV, and NPV again.

7.3 RESULTS

7.3.1 Correlations

In Fig. 7.2, correlations are shown between DVH parameters and single 2D gamma
parameters, based on the analysis of 1505 portal dose images and 700 3D dose
distributions with varying patient shifts. Both D,.., and Vg; are plotted versus (a)
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Figure 7.3: All 1505 simulated patient shifts have been transformed from the patient coordinate
system (using L-R, S-I and A-P directions) to the EPID coordinate system as visualized in (c). Two
directions are defined in-plane and perpendicular to the field edges; one direction is
perpendicular to the EPID plane. The arrows show the directions in which the patient shifts
increase (20 mm). By using spherical polar transformations, the patient shifts in the EPID
coordinate system can be transformed into the radial, azimuth and zenith coordinates denoted
by R, 0 and ¢, respectively. The coordinates 6 and ¢ are presented as a function of R in (a) and
(b), respectively. For both figures, the data points are shown in blue if the change in DVH
parameter Vs is smaller than 10% and in red if the change is larger than 10%. The two in-plane
directions are defined with respect to the field edges and therefore to the breast contour. Values
for 6 of 0, 90, 180 and 270° correspond with patient shifts in lateral-medial, inferior-superior,
medial-lateral and superior-inferior directions, respectively.

Ymaxy20 @Nd (D) Ymean,20, showing a gradual decrease when the two 2D gamma
parameters increase. If ypqy ;50 is changing from 5 to 10, Dy,.q, decreases from 49.3+0.6
Gy to 42.313.6 Gy (1 SD); Vg5 decreases from 91.1+4.4% to 65.318.7% (1 SD). For
Ymean,y20 iNCreasing from 1 to 4, both DVH parameters decrease from 49.810.6 Gy to
44.6+1.6 Gy (1 SD) and from 93.2+4.4% to 70.3+5.5% (1 SD), respectively. In Figs. 7.2(c)
and 7.2(d), the DVH parameter Vgs is shown as a function of ysp and y, respectively, for
gamma values smaller and larger than 0. For y values smaller than 0, the noise in the
data points is increased and it is difficult to distinguish a gradual decrease in Vs
anymore as a function of the two gamma parameters. In the case of y values larger
than 0, a similar decrease in Vg can be observed as in (a) and (b). If ysp increases from
1 to 3, Vg5 changes from 88.4+7.2% to 67.7+8.3% (1 SD) using ysp,,s0. In case of yy
changing from 20 to 60%, Vs decreases from 90.4+4.2% to 81.617.8% (1 SD) for ys 0.
For ysp,,<0 and s <0, NO significant changes could be observed.

Correlations between set-up errors and DVH parameter changes are shown in Fig. 7.3
for the DVH parameter Vys. The set-up errors or patient shifts are expressed in the
EPID coordinate system as shown in Fig. 7.3(c). Most changes in Vys larger than 10%
are found around 6=0° and ¢=0°, which means that the breast is shifted out of the
treatment field in the lateral-medial direction. These changes already occur for R=5
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Figure 7.4: Receiver operating characteristic curves quantifying the accuracy of a binomial
logistic regression model to predict Vg5 changes larger than 10% based on the 2D gamma
parameters Ymay 20 Voy<0 ANd Y5 ,50. (a) ROC curves for 10 mixtures of 15 training data sets and 5
validation data sets resulting from the cross-validation-based procedure where the predictive
model coefficients are fit to the training data sets. (b) ROC curves for all patient data sets
obtained by applying a predictive model fit based on the data of all 20 patients for different
tolerance levels %Vqs o Of 3%, 5%, 10% and 15%. For %Vos10=3% and %Vgs ,=10%, ROC curves
are shown with 95% confidence intervals.

mm (vector sum of the three patient shifts). The other predominant patient shift
direction is found in the medial-lateral direction (6#=180° and ¢=0°) but only for larger
values of R. Changes in Vg5 occur also for shifts in the superior-inferior direction but
not as frequent as for the former two directions. Similar results are found based on
correlations between set-up errors and changes in Dpe., and Vg. Portal dose
differences occur for all shifts in the EPID plane but these are most pronounced in the
lateral-medial and medial-lateral directions (not shown).

7.3.2 Predictive modeling

In Fig. 7.4, ROC curves are shown for a binomial logistic regression model applied to
the 2D gamma parameters Pmaxy20, P%,<0 and yg,50 in order to predict changes in Vo5
larger than 10%. In Fig. 7.4(a), ROC curves are shown for the ten different training data
sets and validation data sets that were used in our cross-validation-based procedure to
determine optimum values for pq The curves for both data sets show a high
predictive value with AUC values of 95.8+0.6% and 97.4+1.8% (1 SD). In Fig. 7.4(b), ROC
curves are shown using different tolerance levels to decide when a change in Vg5 can
be considered clinically relevant. For this purpose, predictive model fits are calculated
based on the data of all 20 patients with an optimum cutoff value of 0.09. In this case,
AUC values were 89.0%, 91.1%, 96.1%, and 98.5% using tolerance levels %Vgs , of 3%,
5%, 10%, and 15%. Based on the selection criteria described in Sec. 7.2.4.2 and values
for SP, SE, PPV, and NPV, only the tolerance levels of 10% and 15% are acceptable in
clinical practice.
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Figure 7.5: Values of AUC, SE, SP, PPV and NPV shown for (a) [%Dmean|>10% and (b)
/%V95/>10%~ The 2D gamma paramEters Ymean,y<0r Ymean,y20r VsD,y<0 and Ymax,y200 V%,ys00 V%920 were
used, respectively. The data sets that were analyzed were the training and validation data sets
used in our cross-validation-based procedure, and the verification data sets based on clinical
set-up data and clinical 2D EPID dosimetry measurements.

An overview of the most predictive and acceptable 2D gamma parameter sets, DVH
parameters, and tolerance levels is shown in Table 7.1 for the validation data sets.
Besides for Vg5, also relevant changes in Dy, and Vg can be predicted based on
specific 2D y parameter sets. In the case of Dy, Dmax Cl, HI, Vig, and Vi, the
predictive power was too low to obtain accurate predictions of DVH parameter
changes. For D,eqn, tolerance levels are 5% and 10% while for Vg, and Vg5, values of
10% and 15% are derived. If the tolerance level increases, the predictive value of the
binomial logistic regression model and particularly the variation in PPV increases. In
Fig. 7.5, mean values of AUC, SE, SP, PPV, and NPV are shown for (a) | %D mean|>10%
and (b) |%Vss|>10%, corresponding to the training data sets and validation data sets
used in our cross-validation-based procedure. The resulting predictive 2D gamma
parameter sets consist of three gamma parameters which are calculated for both
gamma values smaller and larger than 0.

7.3.3 Clinical verification

Gamma images measured during treatment of a clinical patient are shown in Fig. 7.6
for one of the two tangential breast treatment fields and for different treatment
sessions. In Fig. 7.6(a), a predicted transit PDI without set-up error is compared to
predicted transit PDIs based on set-up errors determined by our dosimetric
registration procedure, while in Fig. 7.6(b) the comparison is done with clinically
measured transit PDIs. The two gamma image series show large areas with gamma
values both smaller and larger than 0, meaning that set-up errors or patient shifts are
present which are shown in Fig. 7.6(c). The mean set-up errors in L-R, S-I, and A-P
directions are 2+1, -8+1, and -2+1 mm, respectively. Both gamma image series look
very similar but there are also differences in color patterns. During measurement, local
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Figure 7.6: Gamma images of a tangential breast treatment field which were calculated by
comparison of a predicted transit PDI without set-up error with (a) predicted transit PDIs based
on set-up errors determined by a dosimetric registration procedure and (b) clinically measured
transit PDIs; treatment sessions 3, 8, 14 and 18 are shown. The static projected PTV regions in
the EPID plane are shown, together with the field area that was used for gamma analysis during
the registration procedure. The gamma images are plotted on top of DRRs, which incorporate the
patient shifts as determined for (a). (c) Patient shifts in the L-R, S-I and A-P directions. (d) The
average probability p (1 SD) that |%Vss|>10% per treatment session in combination with pytos
for the predictive model applied to ymay,s0 V%<0 GNd V5,20 for both tangential fields (a=-5.68,
B:=0.156, f,=0.03, and f3=0.11 in equation (7.1)). Open markers indicate correct predicted
outcomes while solid markers represent incorrect predicted outcomes, both based on the
predicted gamma images using the clinical set-up data (diamond markers) and the measured
gamma images using clinical 2D EPID dosimetry (square markers).

gamma differences can be seen at the superior field edges which are not present in the
predicted gamma images. Besides this, the red regions in the projected PTV regions
can be different in size. In Fig. 7.6(d), the probability p is shown for | %Vss|>10% using
the predictive model parameters from Table 7.1 and applied to the two gamma image
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series for both tangential fields. The percentages of correct predicted relevant DVH
changes are 75% and 62.5% for the predicted and measured gamma images,
respectively; the incorrect predicted outcomes for this patient are always false positive
predictions.

When looking at Table 7.1 and Fig. 7.5, values for AUC, SE, SP, PPV, and NPV are in
general smaller for the clinical verification data sets than for the training and validation
data sets used in our cross-validation-based procedure, although there are some
exceptions. For the three DVH parameters D, eqn, Voo, and Vs, values for PPV are often
larger for the clinical verification (e.g., predicted | %Vs5|>10% based on clinical 2D EPID
dosimetry). Comparing the statistical values between the two clinical verification data
sets, values for SE and NPV based on measured gamma images can be both smaller
and larger than values based on predicted gamma images; values for SP and PPV are
mostly smaller in the case of clinical measurements.

7.4 DISCUSSION

7.4.1 Correlations

Strong correlations between DVH parameters and single 2D gamma parameters are
found if gamma values are larger than 0. Relevant changes in Dpean, Voo, and Vgs can be
predicted for different tolerance levels if a 2D gamma parameter is included which is
calculated for gamma values larger than 0 (Sec. 7.3.2 and Table 7.1). By including 2D
gamma parameters for gamma values smaller than 0 in the predictions, the predictive
value is increased as shown by the overview of most predictive 2D y gamma
parameters in Table 7.1. However, from the correlations presented in Figs. 7.2(c) and
7.2(d), the increase in predictive value for %Vys is small by adding ysp,<0 and yy <o
Similar results are found when adding Ymax,<0 aNd Ymean,y<0, and for %Dpeqn and %Voo
(not shown).

In this work, 2D gamma parameters are determined by analyzing the projected PTV
region in the EPID plane. The 3D PTV is estimated by taking the 95% isodose volume in
the original 3D dose distribution without any set-up error, resulting in a perfectly
covered PTV (C/=1). This is done because in clinical practice the entire breast gland plus
0.5 cm margin is considered to be PTV and is not delineated by the physician in the
treatment planning system. Probably, the actual PTV is slightly larger because the 95%
isodose surface is usually not completely covering the entire breast gland, especially at
ventral and dorsal sides of the lung medially. This means that correlations may slightly
change and therefore the predictive model fits. However, we believe that the outcome
of this work will not change.

To understand correlations between 2D gamma parameters and DVH parameter
changes for the PTV, the influence of set-up errors to both types of parameters has to
be discussed.
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In the case of DVH parameter changes, the PTV coverage will change by imposing
set-up errors. According to our definition, the conformity index can be both smaller
and larger than 1 due to the use of tangential treatment fields encompassing the PTV
and the flash region outside the patient contour. In general, values of D,eqn, Voo, and
Vo5 decrease due to the simulation of set-up errors because the PTV will shift towards
the penumbra or even outside the treatment field. Because tangential fields are used
for breast cancer treatment, it is however also possible that the DVH parameters will
increase slightly, e.g., if the PTV moves in the medial-lateral direction, causing the
treated volume to increase (C/>1). Most changes in the three relevant DVH parameters
occur for shifts of the breast region out of the treatment field in the lateral-medial
direction because the PTV can shift immediately outside the treatment field without
any flash region. The same is true for shifts in inferior-superior and superior-inferior
directions, but the part of the PTV that moves outside a treatment field in these
directions is much smaller than for lateral-medial shifts. On average, lateral and medial
field sizes are twice as large as superior and inferior field sizes for tangential breast
treatments, and hence also the part of the PTV influenced by set-up uncertainties.
Shifts solely in the beam direction do not cause DVH parameter changes when the
magnitude of the shift is not too large because the PTV does not move out of the 95%
isodose volume and the PTV coverage remains high. In the case of wedged fields, a
shift in the wedge direction can also cause changes in the DVH parameters. For the
tangential breast fields, the wedge direction is usually oriented in the lateral-medial
direction with a wedge angle between 10 and 30 degrees, having only a small impact
on changes in DVH. Furthermore, it can be concluded from Fig. 7.3 that predicting
| %Vo5|>10% based on set-up errors only is feasible but false positive and false
negative predictions will occur.

Local differences in portal dose are found at the treatment field edges but also at the
thorax hull or the patient’s skin. In gamma images, these differences result in values
for |Ymaxl, |Ymeanl, 7sp and y¢ larger than 0, especially for shifts in the EPID plane.
Most portal dose differences are found for lateral-medial and medial-lateral shifts,
again due to the larger lateral and medial PTV region sizes. In the case of two opposing
shifts in-plane, the gamma parameters |yy,<o| for shift 1 and |yy,s0| for shift 2 are
equal (where y, can be ymax, Ymean, ¥sp and yy), because a gamma evaluation method is
a locally applied symmetrical function. In the case of a lateral-medial shift, most
gamma values will be larger than 0, explaining the strong correlation between the 2D
gamma parameters based on these gamma values and the three relevant DVH
parameter changes. Gamma values are smaller than 0 for a medial-lateral shift having
a small predictive value for DVH parameter changes because the DVH parameters
Drneans Voo, and Vgs do not change very much in this direction as explained earlier. These
findings show the advantage of our approach to make a distinction between y values
smaller and larger than 0 to obtain better correlations between 2D gamma parameters
and DVH parameter changes. For shifts in inferior-superior and superior-inferior
directions, correlations based on 2D gamma parameters are similar for gamma values
smaller and larger than 0. This explains why the predictive value for a DVH parameter
is increased if gamma parameters are included for gamma values smaller than 0.
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For breast cancer patients, large dose differences have been found earlier by our
group6 by application of individualized point dosimetry using EPIDs. These dose
differences were assigned to the presence of set-up errors up to 1.5 cm in the
lateral-medial direction. In a review, Hurkmans et al™® reported standard deviations (1
SD) of systematic and random set-up errors for breast treatments, ranging from
1.0-4.7 and 1.7-14.4 mm, respectively. Hector et al.'® investigated the dosimetric
consequences of interfractional patient movement on the accuracy of conventional
and IMRT treatments of breast cancer patients. Not only set-up errors but also organ
motion was included by determining the change in breast volume during treatment
based on regular portal images. However, no correlations were determined between
the breast volume, set-up directions, or DVH parameters.

7.4.2 Predictive modeling

Based on ten different training data sets, an average value for p.sg is found which is
directly applied to ten different independent validation data sets. In this way a more
robust cutoff value is obtained per individual DVH parameter and tolerance level
compared to determining pc. based on the data of all 20 patients without any
independent validation. The ROC curves for the training data sets are very similar,
which can also be concluded by looking at the small standard deviations in the mean
cutoff values in Table 7.1. The training data sets and validation data sets have an
excellent agreement when looking at ROC curves and the mean AUC values. Although
mean AUC values are slightly larger for the validation data sets, these differences are
not statistically significant because the standard deviation in mean AUC values is also
increased in the case of the validation data sets.

Instead of using an average predictive model fit based on the logistic regression model
determined per individual training data set, predictive modeling is done by using the
data of all 20 patients. This approach is supported by the good agreement between the
ROC curves for the validation data sets and the ROC curves for all patient data, e.g.,
AUC values for | %Vgs5|>10% were 97.4+1.8 and 96.1, respectively.

The predictive value of the model increases when tolerance levels increase, which can
be explained by looking at the correlations between 2D gamma parameters and DVH
parameter changes. Portal dose differences can be found at the treatment field edges
but also at the thorax hull or the patient’s skin due to set-up errors. Depending on the
magnitude of the set-up error and the gamma criteria values, changes in 2D gamma
parameters are less or more pronounced. In this work, gamma evaluation criteria of
3% and 3 mm are used, which means that set-up errors of more than 3 mm can be
detected from gamma images. However, DVH parameters for the PTV do not have to
change accordingly, as explained in Sec. 7.4.1. When the PTV is still encompassed by
the 95% isodose volume, values of Dpean, Voo, and Vs will not significantly change,
which depends on the direction and magnitude of a PTV shift. By increasing the
tolerance level, especially the number of false positive predictions is decreased, which
improves both SP and PPV but also increases the variation in PPV. Increasing the cutoff
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value peo for a specific DVH parameter and tolerance level will have the same
positive influence to SP and PPV but will increase the number of false negative
predictions. In this case, values for SE and NPV will decrease, which is undesirable.

7.4.3 Clinical verification

During treatment of ten breast cancer patients, EPID images have been acquired to
verify the clinical accuracy of the predictive model. Set-up errors have been
determined by using a dosimetric registration procedure that takes into account all
available dosimetric information within the treatment field. Hence, the set-up errors
do not only describe shifts of the bony structures in a patient but also movement of
the breast itself. Patient rotations and breast deformations have been neglected in this
work but will influence the direction and magnitude of the observed set-up errors as
well. In this work, patient rotation and breast deformations are considered as random
errors that blur the 3D dose distribution at the edges of the PTV and will therefore not
change DVH parameters significantly. At the EPID plane, however, portal dose
differences caused by these rotations and deformations will change the value of 2D
gamma parameters and increase the number of false positive predictions. This explains
why the values for SP and PPV are in general smaller for the measured gamma images
than for the predicted gamma images. For the predicted gamma image series, both
gamma images and DVH parameter changes are predicted with the same value of
set-up error, which means that no perturbations by patient rotations or breast
deformations are introduced. Differences between the two gamma image series are
therefore most likely related to the presence of rotations and deformations, e.g.,
differences visible in Figs. 7.6(a) and 7.6(b) are probably due to a different arm position
at the superior field edge and (small) deformations of the breast during treatment.

For the predicted gamma image series, the predictive value should be equal to that for
the training and validation data sets but this is not the case. In general, statistical
values are smaller except for PPV, which is often larger than for the sets used in our
cross-validation-based procedure. This can be explained by looking at the range of
simulated and clinically measured set-up errors. During predictive modeling, patient
shifts have been varied between -10 and 10 mm in the L-R, S-I, and A-P directions while
the clinically observed patient shifts were in general smaller with mean values of -213,
614, and 3+3 mm, respectively. Especially the shifts in the L-R and A-P directions sum
up to shifts of the breast into the lateral-medial direction causing the largest DVH
parameter changes (Sec. 7.4.1). The clinical L-R and A-P shifts are relatively small and
will result in 2D gamma parameter values that are less accurate in predicting relevant
DVH parameter changes. The number of false positive predictions will be smaller (PPV
increases) and the number of true negative predictions effectively decreases even
more (SP decreases).

7.4.4 Clinical applicability

Minimum tolerance levels for changes in D,,.., and the two volume DVH parameters
Voo and Vg5 were 5% and 10%, respectively. Based on these tolerance levels, decision
protocols can be implemented that are driven by changes in DVH parameters for the
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PTV. Because a transit portal dose image is measured using all dose delivered by the
treatment fields, it is not possible to design an on-line decision protocol. However,
based on a number of portal dose images measured for different treatment sessions,
an off-line decision protocol can be used in clinical practice. In this case, the number of
treatment sessions with a clinically relevant change in a DVH parameter, e.g.,
| %Vos|>%Vas,10, can be used to decide if the treatment has to be corrected for set-up
or not. Because DVH parameter changes are predicted per beam, conflicting outcomes
can be obtained. A possible solution for this is to average the probabilities p from
equation (7.1) before comparing it to the value of peug In Fig. 7.6(d), the average
probability p for |%Vys|>10% is shown per treatment session, which behaves
completely different in time than the derived patient shifts, as shown in Fig. 7.6(c).
Hence, the decision to undertake action based on the predicted DVH parameter
changes can also be different compared to the use of set-up errors or 2D gamma
parameters, and is more clinically oriented because DVH parameters like Vg and Vs
are directly correlated to treatment outcome or local tumor control.

In Sec. 7.4.3, patient rotations and breast deformations were discussed, which are
increasing the number of false positive errors. This means that more PDIs have to be
examined in clinical practice and the workload is increased. Dependent on the DVH
parameter and tolerance level, the probability of unnecessarily examining a positive
PDI is between 0.17 and 0.48 (Table 7.1, data type lll, 1-PPV); the probability of missing
a real relevant DVH parameter change is smaller than 0.11 (Table 7.1, data type III,
1-NPV). In the case of dosimetrical errors like machine output variations, portal dose
differences will increase and hence the accuracy of our predictive model will also
decrease. To detect these types of errors before patient treatment, we perform a
pre-treatment verification procedure in our department where predicted and
measured PDIs without the patient in the beam are compared by using the gamma
evaluation method.

In this work, only tangential fields from a conventional breast treatment technique are
used to determine 2D gamma parameters; DVH parameter changes have been
calculated for all fields of a treatment plan. This means that the inclusion of
non-tangential single-segment fields will decrease the accuracy of our predictive
model. In the case of IMRT, multiple segments are used and this limits the applicability
of this work significantly. When a large tangential segment is part of an IMRT field
sequence, the accuracy then depends on the relative weight of this tangential segment
compared to the other segments. The predictive modeling steps can also be applied to
other treatment sites than the breast, with the most important requirement that a
class solution is used for the (conformal) treatment technique. Dependent on the
treatment technique and chosen beam directions, the prediction of DVH parameter
changes for multiple transit portal dose images can be conflicting and predictive
accuracy will decrease significantly. For example, in the case of a box technique where
four treatment fields are encompassing the PTV, only two of four transit dose portal
images will show dose differences if a patient shift is perpendicular to the direction of
the two corresponding fields. Hence, DVH parameter changes should be predicted
based on the 2D gamma parameter values for all treatment fields, which requires
more predictor variables in equation (7.1) and much more simulated patient shifts.
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7.4.5 Other considerations

In this work, the four 2D gamma parameters Vmax, Vmean, ¥sp @and yy are calculated to
predict relevant changes in DVH parameters for the PTV. However, different 2D
gamma parameters can be used to evaluate the agreement of 2D portal dose imageszo
which possibly can increase the predictive value of the binomial logistic regression
model in this work.

The influence of patient rotation on the portal dose images and DVHs is neglected in
this work, which decreases the predictive accuracy in clinical practice. Patient rotations
can be simulated by varying gantry angle, collimator angle, and couch angle. This
refines the correlations and our dosimetric registration procedure will give a more
accurate registration result, describing how a patient is actually positioned on the
treatment couch during treatment. Furthermore, patient rotation can be distinguished
then from breast deformation, although the latter will influence the dosimetric
registration accuracy.

Changes in DVH parameters have been predicted for the PTV only and not for the CTV
because this was not delineated by the physician in the TPS. From Fig. 7.3, it can be
concluded that | %Vs5|>10% already occurs for patient shifts of 5 mm and more in the
lateral-medial direction, which is exactly the margin between CTV and PTV. This means
that an under-dosage of the CTV (including the breast gland) can indirectly by detected
by our predictive model based on the PTV. This work can be repeated to establish
correlations between 2D gamma parameters and DVH parameter changes for the CTV
if this volume is delineated in the TPS. In this case, slightly different volume
parameters (e.g., Vo;) might become important.

Although DVH parameters for organs at risk (e.g., lungs and heart) are also important
in the case of breast irradiations, no attention has been paid to predicting changes in
these parameters. To extend this work for that purpose, accurate predicted and
measured portal dose predictions out-of-field are required. However, the feasibility of
predicting DVH parameters for lungs and heart is less accurate because distances and
shapes of the organs at risk with respect to the 3D dose distribution inside the patient
are variable, and the a-Si flat panel portal imagers can image only parts of these organs
at a source-detector distance of 150 cm.

Another approach to predict DVH parameter changes is to perform 3D imaging during
treatment in combination with repeated treatment planning. By acquisition of a
cone-beam CT scan, the time between acquisition and treatment is minimal, which is
preferred above the use of repeated CT scanning on a conventional CT scanner.
However, this process is time-consuming, also because the breast gland has to be
delineated again by the physician to account for possible breast deformations. The
same is true for a 3D dose reconstruction procedure based on measured portal dose
images.” Although changes in DVH parameters can be calculated very accurately by
these procedures, our method warns when DVH parameters change for the PTV using
a specific tolerance level, and it is very fast because it only needs calculation of
equation (7.1). Of course, 2D gamma parameters have to be determined from a
gamma image, which means that a clinical 2D EPID dosimetry procedure should be
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implemented in a radiotherapy department. However, an increasing number of
departments is implementing portal dosimetry in practice nowadays.

7.5 CONCLUSIONS

We have developed a model that predicts dose-volume histogram changes due to
set-up errors during conventional breast cancer treatment using portal dose images
measured by means of EPIDs. For this purpose, a simulation study has been done
where set-up errors have been varied for 20 breast cancer patients and correlations
were determined between different DVH parameters and sets of 2D gamma
parameters for the PTV only. Gamma parameters have been calculated from gamma
images which describe the agreement between PDIs with and without set-up errors.
Gamma evaluation criteria of 3% and 3 mm were used to calculate the gamma images.
The probability that a DVH parameter changes more than a specific tolerance level has
been derived from a binomial logistic regression model that needs the gamma
parameters as input variables. Based on the simulation study, it was found that
changes in the mean PTV dose can be detected if changes in these gamma parameters
are larger than 5%, and that changes in Vg and Vg5 can be found if these changes are
larger than 10%. Real DVH parameter changes can be detected with a high accuracy,
while the workload is somewhat increased due to a higher number of false positive
predicted changes. The model has been verified by using clinically measured gamma
images, not only for portal dose differences caused by set-up errors of patients, but
also resulting from patient rotations or breast deformations. Due to these additional
geometric uncertainties, the overall predictive value of our model is slightly decreased
but the positive predictive values remained the same. Using our predictive model,
differences in measured portal dose images can be related to changes in DVH
parameters and used in a decision protocol. Compared to decision protocols based on
regular portal imaging or CBCT scanning, our approach directly offers clinically relevant
parameters to decide if a treatment has to be adapted or not. This work can be seen as
an intermediate step between 2D transit dosimetry’ and 3D dose reconstruction.™
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General discussion and future perspectives

8.1 INTRODUCTION

The accuracy of radiotherapy should be very high to ensure a high local tumor control
without severe complications due to that treatment. Mijnheer et al." proposed an
accuracy requirement in absorbed dose delivery at the dose specification point of 3.5%
(1 SD) for external beam treatments. To verify such an accurate dose delivery, different
methods can be used. One method is to perform dose measurements during
treatment where the measurement accuracy should be at least the proposed accuracy.
When a dose measurement is compared to a predicted dose value, the accuracy of the
dose prediction is equally important.

Frequently, the gamma evaluation method>* is used to report the agreement between
dose measurements and reference dose values. This method combines a dose
difference criterion and distance-to-agreement criterion to determine the agreement
between two dose distributions. Commonly used gamma criteria for the evaluation of
dose measurement accuracy are 3% and 3 mm™®. Ideally, all physical methods
described in this thesis should meet these criteria to apply them in clinical practice
without resulting in an unacceptable number of false positive measurements. If the
criteria are not met, the measurement conditions should be well-known and taken into
account using decision protocols and decision trees.

The accuracy and clinical applicability of the dosimetric calibration and dose prediction
models in this thesis are discussed in Sec. 8.2 and Sec. 8.3, respectively. The clinical
application of point dose verification and two-dimensional transit dosimetry in our
department is described in Sec. 8.4. Finally, future perspectives resulting from this
thesis and current work of our research group can be found in Sec. 8.5.

8.2 DOSIMETRIC CALIBRATION OF EPIDS

8.2.1 Measurement accuracy

In this work, both video-based and a-Si EPIDs are dosimetrically calibrated to obtain a
2D absolute dose distribution under full-scatter conditions.

Two different video-based EPIDs have been calibrated: the iView EPID (Elekta, Crawley,
United Kingdom) in chapter 2 and the intermediate-elbow Theraview-NT EPID (Cablon
Medical, Leusden, The Netherlands) in chapter 3. Both EPIDs are calibrated with the
dosimetric calibration model as described by Heijmen et al.® and Pasma et al.” Dose
values could be measured within 1-2% compared to ionization chamber
measurements, under reference conditions (Chapter 2). Similar results were obtained
for the SRI-100 EPID (Elekta, Crawley, United Kingdom)’.

Three different a-Si EPIDs were calibrated: the OptiVue 500/1000/1000 ST EPIDs
(Siemens Medical Solutions, Concord, CA, USA). The dosimetric calibration that has
been used is described in chapter 5 and its accuracy was determined for different
treatment fields such as virtual wedge and intensity-modulated radiation therapy
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(IMRT) fields, using various phantoms. Gamma evaluation criteria of 3% and 3 mm
were satisfied for all in-field measurement points across the EPID plane. Larger dose
differences were found out-of-field and could be attributed to differences in patient
scatter. Chen et al.® described the dosimetric calibration of the same a-Si flat panel
(Perkin-Elmer XRD 1640 AL7) as used in the OptiVue 500/1000 EPIDs with an accuracy
of the calibration of 3% (2 SD) for the in-field region and local differences ranging from
-10% to 65% in the out-of-field regions. The dosimetric behavior of other commercially
available a-Si EPIDs was studied for the aS500/1000 EPID (Varian Medical Systems,
Palo Alto, CA, USA)9'12 and the View GT EPID (Elekta, Crawley, United Kingdom)la'ls.
The reported accuracy was very similar to our findings when no object was present in
the beam but almost no attention was paid to the impact of energy spectrum changes
to the EPID response when an object was positioned in the beam (transit dosimetry). In
this case, an energy spectrum correction is mandatory to reduce differences in energy
spectrum response of the EPID to less than 3% as shown in chapter 5, which is also
confirmed by several other authors'®*%.

Other corrections are needed for the dosimetric calibration model of the video-based
EPIDs compared to the calibration model of the a-Si EPIDs, which is mainly due to the
differences in energy dependence of both types of EPIDs. While the video-based EPIDs
are relatively insensitive to changes in beam energy spectrumg, amorphous silicon
EPIDs are sensitive for low energy photons19 causing changes in EPID response when
the thickness of an object in the beam increases or decreases. The measurement
accuracy using both dosimetric calibration models is very similar and generally better
than 3% and 3 mm.

8.2.2 Clinical applicability

The dosimetric calibration model for video-based EPIDs has been applied to different
brands of EPIDs in the past with high accuracy (Sec. 8.2.1). The calibration model in
chapter 5 has been developed for three different types of Siemens OptiVue EPIDs but
is not yet applied to other a-Si EPIDs like the Varian aS500 and Elekta iView GT EPIDs.
Because hardware specifications and hence dose characteristics'>** are very similar to
the EPIDs we used, we expect that the calibration model can be applied relatively easy
to these EPIDs. The excellent agreement between ghosting effects studied for the
three different brands of a-Si EPIDs in chapter 6 supports this statement.

Both dosimetric calibration models convert the grayscale values of an EPID image into
an absolute dose distribution measured in water under full-scatter conditions. Hence,
reference dose measurements in water are needed. These measurements have to be
performed only once, as long as the beam characteristics of a linear accelerator do not
change, and take about 4-5 hours per photon beam energy. The EPID measurements
have to be repeated after each replacement or major change to EPID hardware or
acquisition software and can be done in 1-2 hours per photon beam energy. In case of
dosimetrically matched linear accelerators, the reference dose measurements are
performed for one machine only and not all EPID measurements have to be repeated
for similar EPIDs. The latter is shown in chapter 5 where good agreement was found
between image lag, field size dependence and energy spectrum corrections for an
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OptiVue 500 and OptiVue 1000, which are similar in design, positioned on two
identical linear accelerators.

8.2.3 Future improvements

The dosimetric calibration models can be improved by using Monte Carlo simulations
to study the primary and scattered dose contributions in the EPID plane to modify the
energy spectrum correction of the a-Si EPID dosimetric calibration model. This is
especially important when smaller source-to-detector distances are used than the
distance of 150 cm applied in our work. The patient scatter contribution to the EPID
will increase significantly for smaller source-to-detector distances as described in
chapter 4, probably decreasing the accuracy of our energy spectrum correction model.

The Siemens OptiVue EPIDs that were dosimetrically calibrated according to the
method described in chapter 5 could only move in the beam direction. For EPIDs that
can additionally move perpendicular to the beam direction, the calibration model has
to be adapted. In this case, the flood field correction and beam profile correction have
to be modified, to separate the energy dependence of the EPID without an object in
the beam from the beam profile, which are now both dependent on the off-axis
position of the EPID". Monte Carlo simulations can be of help in understanding these
effects and can be used to study the different effects that have to be corrected for.

8.3 DOSE PREDICTIONS

8.3.1 Prediction accuracy

Models have been developed to predict reference dose values for comparison with
measured dose values.

In chapters 2 and 3, absolute dose values in the EPID plane were predicted at the
geometrical center of a radiation field only, with and without a patient in the beam.
The accuracy of the pre-treatment dose prediction model was investigated in chapter 2
for different types of treatment fields and the agreement between dose prediction and
dose measurement in water was within 0.9% (1 SD) deviation. The accuracy has not
been tested in case of irregular shaped fields which may decrease the prediction
accuracy. The transit dose prediction model described in chapter 3 neglects missing
tissue and uses a scatter to primary ratio”® which assumes a symmetrical distribution
of inhomogeneities around the isocenter plane. Especially for treatments in the lung
and head and neck region, this latter assumption is not always valid which causes a
different patient scatter contribution to the EPID detector. Furthermore, the influence
of field shaping by using shielding blocks or MLC on the predicted central field dose is
not taken into account by the transit point dose prediction model. The same
arguments are valid for the back-projection model that calculates the patient dose at 5
cm depth inside a patient using the measured EPID dose. Hence, due to this limited
accuracy, the predicted dose will not always satisfy the 3% dose criterion.
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In chapter 4, a portal dose prediction model is investigated that calculates a 2D portal
dose distribution in the EPID plane behind a patient using a pre-treatment portal dose
image, the planning CT scan and pencil beam scatter kernels. Based on extensive
phantom measurements, the accuracy of the model is better than 2% (mean
difference). With this model, missing tissue and patient scatter contribution to the
EPID plane are now modelled very accurately because a detailed patient model is
available from the planning CT scan. Field shaping but also entire 2D fluence
distributions are known by using a pre-treatment portal dose image. In chapter 4, the
accuracy is determined by measuring PDIs with and without objects in the beam,
which is then dependent on the accuracy of the dosimetric calibration model for the
EPID to obtain the PDIs. In Sec. 8.2.1, the dose measurement accuracy was discussed
and showed to be better than 3% and 3 mm in-field.

8.3.2 Clinical applicability

The transit point dose prediction model described in chapter 3 is a relatively simple
model that can be implemented in a department without much effort and is based on
a limited set of measurements. The dose measurements in the huge water tank take
1-2 hours per photon beam energy. They can be used to accurately calculate central
field dose values in case of conventional multi segment treatment techniques but this
set of measurements is too limited for more elaborate techniques like IMRT. The same
is true for the pre-treatment point dose prediction model in chapter 2.

The 2D transit portal dose prediction model described in chapter 4 is accurate for dose
predictions in case of IMRT fields but its implementation is more complex.
Furthermore, a larger measurement set is needed to derive the pencil beam scatter
kernels, which can be obtained in 3-4 hours per photon beam energy. For
dosimetrically matched linear accelerators, these measurements have to be performed
for one machine only.

A pre-treatment portal dose image is used by the 2D transit dose prediction model,
which was measured with an EPID in chapter 4 to determine the accuracy of the
prediction model. In clinical practice, it is important to have dose predictions that are
fully independent of portal dose measurements, avoiding false negative dose
differences. This requires a prediction of the pre-treatment PDI and therefore, a 2D
pre-treatment portal dose prediction model is implemented and used for this purpose
during clinical routine.

Both the 2D pre-treatment and transit portal dose prediction models can replace the
point dose prediction models described in chapters 2 and 3. The 2D models are more
accurate and wider applicable but do need more input parameters.
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8.4 CLINICAL APPLICATION

8.4.1 Point dose verification

In chapter 3, clinical results are shown from our routine pre-treatment verification and
individual patient dosimetry programme. Camera-based EPIDs were dosimetrically
calibrated and measured central field dose values were compared to predicted point
dose values. Dose comparisons were performed in the EPID plane and at a depth of 5
cm inside the patient. Action levels were used to decide if additional actions were
necessary prior to the next treatment or if dose differences were within the acceptable
limits.

Using the point dose verification procedures in clinical routine, several dose delivery
errors were found, which means that the dose delivered to a patient would change
more than 3-5% compared to the prescribed dose, if no action was undertaken.

For about 1% of all pre-treatment sessions, significant dose differences were detected
caused by transfer and machine errors. Most of these errors were caused by the fact
that no electronic transfer was present between treatment planning system (TPS) and
treatment equipment. Fiorino et al”* reported a rate of 1.5% dose differences per
patient larger than 5% or more in the delivered dose to the PTV caused by errors made
during treatment planning and data transfer. By implementing an electronic transfer in
2005, the transfer errors were eliminated. However, new transfer errors were
introduced because treatment parameters could still be accidently changed in the
record-and-verify system. Using the pre-treatment dose verification procedures, these
errors have been found and can trigger radiation therapy technicians to look again at
the actual treatment parameter values.

For treatments in the pelvic region, transit dose differences were often found due to
the presence of gas pockets in the rectum which could lead to replanning using a new
CT scan or implementing a specialized diet for this group of patients. The occurrence of
gas pockets during portal dosimetry has also been reported by several other
authors®>**. For breast treatments, set-up errors up to 1.5 cm were detected in the
lateral-medial direction causing large differences in the central field dose. In a review,
Hurkmans et al.”® also reported large standard deviations (1 SD) of systematic and
random set-up errors for breast treatments, ranging from 1.0-4.7 mm and 1.7-14.4
mm, respectively. For breast, lung and head and neck region, transit dose
measurements were often very sensitive to set-up errors and organ motion.

Pre-treatment and transit portal dose measurements can be compared to entrance
and exit point dose measurements”">*%, respectively, using traditional point detectors
(Sec. 1.3). The observed dose differences and reported error sources are similar but it
should be noted that the EPID measurements are not sensitive to changes in
source-to-skin distance (SSD). This is because EPIDs are located at a relatively large
distance to the patient to minimize the contribution of patient scatter in the EPID
plane, which makes the measurement insensitive to (small) changes of patient position
in the beam direction. However, the SSD difference itself can be detected during
normal portal imaging procedures and are therefore uncommon.
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The point dose verification procedures based on EPID measurements are very fast and
do not require additional machine time for individual transit dosimetry measurements.
The analysis of the EPID images took less than 20 s per image if dose differences did
not exceed prescribed action levels.

The number of false positive dose delivery errors was equal to or larger than the
number of true positive dose delivery errors (Fig. 3.4). These false positive dose
delivery errors limit the use of smaller action levels and hence the detection of small
dose delivery errors. Consequently, the verification procedures should be optimized to
minimize all errors besides the true dose delivery errors. This can be done by
decreasing the number of acquisition errors (Sec. 3.4.1), user errors (Sec. 3.4.2) and
implementation errors (Sec. 3.4.3). Furthermore, procedures have to be improved,
which will decrease the number of errors due to procedure limitations (Sec. 3.4.4).

Acquisition errors are dependent on the equipment that is used for treatment and
verification. Nowadays, hardware and acquisition software of EPIDs are more and
more integrated in a linear accelerator, decreasing the number of acquisition errors.
User errors are minimized by making all processes automated. Many user errors during
clinical point dose verification were caused by the manual determination of the
individual patient parameters used for the back-projection of the measured transit
dose. The technical infrastructure for handling and analysis of portal images that was
implemented in our department to eliminate user errors, is discussed in the Appendix.
Implementation errors in (in-house developed) software should be decreased by using
well-established guidelines for development, commissioning and verification of
software. By these improvements, the number of false positive dose delivery errors
can already significantly be reduced (Fig. 3.4). However, more than 50% of all false
positive errors for head and neck patients were caused by procedure limitations. By
changing from point dose verification to two-dimensional transit dosimetry, the
number of errors due to procedure limitations has been decreased and the positioning
problems of the dose verification point as discussed earlier in this section are avoided.

8.4.2 Two-dimensional transit dosimetry

Using the 2D transit portal dose prediction model described in chapter 4, a reference
dose distribution in the EPID plane can be calculated and compared to a measured
portal dose image based on the gamma evaluation method™>. This procedure has been
implemented clinically in our department since 2006 and is applied to all patients
treated with curative intent (for details see the Appendix). By using the 2D portal dose
prediction model, a number of procedure limitations encountered during point dose
verification is solved (Secs. 3.4.4 and 8.3.1). Furthermore, transit dose values are now
verified in two dimensions making the dose verification results less sensitive to set-up
errors and organ motion. In Fig. 7.6, gamma images are shown for a breast cancer
treatment, calculated with gamma criteria of 3% and 3 mm. Locally varying gamma
value distributions are observed which are caused by a different arm position at the
cranial field edge and (small) deformations of the breast during treatment. With point
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dose verification based on the central field dose value only, it is impossible to identify
these error sources.

Two-dimensional transit dosimetry is more complex and calculations are more time
consuming. Portal dose predictions take up to 10-15 minutes per IMRT treatment plan
while portal dose conversions can be performed within 10-20 seconds per grayscale
EPID image. However, all portal dose predictions and portal dose conversions are
automated in our department which means that they do not need any user
intervention (for details see the Appendix). Portal dose predictions are done
immediately after the transfer of treatment parameters to the record-and-verify (R&V)
system which is usually at least 1 day before the first treatment. Portal dose
conversion is performed per EPID image and hence most portal dose images and
gamma images are already calculated after the acquisition of the last field of a
treatment session.

In case of point dose verification, a dose comparison was also performed at a depth of
5 cm inside the patient. The latter dose verification allows for detecting errors in the
treatment planning software because the reference dose is directly determined with
the treatment planning system. In case of 2D transit dosimetry, measured dose values
are compared to predicted dose values in the EPID plane only, which are obtained by
an independent prediction based on the treatment parameters of the TPS. This means
that errors in the treatment planning software (e.g. monitor unit calculation) can not
be detected using this procedure.

Another procedure that is implemented clinically is 2D pre-treatment portal dose
verification. Using this procedure, open field dose distributions in the EPID plane are
predicted (Sec. 8.3.2) and compared to measured portal dose images acquired
pre-treatment (Chapter 5). Gamma value distributions are analyzed to verify the
delivery by the treatment machine in the absence of patient related delivery errors,
because no object is in the beam now. The procedure is especially powerfull as
pre-treatment quality assurance tool of individual IMRT treatments and it is entirely
performed by radiation therapy technicians in our department. For transit dose
measurements with a-Si EPIDs, our energy spectrum correction model uses the
measured pre-treatment EPID images too, but now to obtain measured transmission
values (Chapter 5). The additional “treatment time” on the treatment machine per
treatment plan is 5-10 minutes. Dose delivery errors related to the treatment beam
itself can also be found by using the 2D transit portal dose measurements but can be
masked by patient related delivery errors like set-up errors and organ motion.
However, it is still possible to leave the 2D pre-treatment portal dose verification out
of the clinical routine, because the energy spectrum correction model can also use
predicted pre-treatment EPID images to obtain transmission values.
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8.5 FUTURE PERSPECTIVES

8.5.1 Decision protocols for 2D transit dosimetry

Two-dimensional transit dosimetry is current clinical practice in our department for all
patients treated with curative intent. Gamma images are calculated using 5% as local
dose-difference criterion and 5 mm as distance-to-agreement criterion. Furthermore,
gamma images fail the criteria if the percentage of pixels with a gamma value larger
than 1 is more than 10% within the treatment field plus a 1 cm margin to the field
edges. These clinical criteria are rather large to limit the workload for radiation therapy
technicians and medical physicists. Because the prediction and conversion models are
generally better than 3% and 3 mm (Sec. 8.2.1 and Sec. 8.3.1), the measured dose
differences are predominantly true positive and are caused by set-up errors, organ
motion, deformations and problems in patient fixation. More frequent treatment
imaging and adaptation using image-guidance procedures will decrease the dose
differences and finally the clinical gamma criteria. However, because a gamma image
of every single beam is examined, 2D transit dosimetry is very sensitive to geometric
and dosimetric uncertainties during treatment which do not always influence the 3D
delivered dose distribution inside a patient. A future improvement can therefore be
obtained by weighting 2D gamma parameter values for different beams of a treatment
session before judging them by an action level. The weighting can be done by using the
number of monitor units and/or the radiological thickness projected on the EPID plane.
The radiological thickness can be calculated for the CTV or PTV, but also for organs at
risk using the equivalent homogeneous phantom concept described by Pasma et al’®
and in chapter 4.

Another improvement is to make a distinction between systematic and random dose
differences. This can be done by averaging transit gamma images from multiple
treatment sessions before calculating the weighted gamma parameters. This approach
is very similar to the use of off-line correction set-up protocols where the systematic
set-up error of a patient is determined and corrected based on multiple set-up
measurements during different treatment sessions. Hence, the workload of 2D transit
dosimetry can be decreased because not every single gamma image has to be
examined anymore and random dose differences are averaged out. Off-line transit
dose decision protocols using such an averaging procedure can be implemented based
on multiple 2D gamma parameters> and for different patient structures based on the
treatment site. Using the predictive model from chapter 7, it is also possible to develop
an off-line decision protocol based on the number of treatment sessions with a
clinically relevant change in a DVH parameter.

8.5.2 3D dose reconstruction

Last years, physical models have been investigated and implemented to reconstruct
the 3D dose distribution inside a phantom or patient based on electronic portal
imaging”®. These methods are based on EPID measurements performed
pre-treatment®>> and during treatment®*®**®, which are both investigated and
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(b)

(d)

Figure 8.1: An example of 3D dose reconstruction during the treatment of a lung cancer patient.
The dose distribution from the treatment planning system based on the planning CT scan is
shown in (a) an axial view and (c) a coronal view of the patient. Based on measured transit portal
dose images during one treatment session, a 3D dose reconstruction has been performed using
Monte Carlo simulations®’. For this reconstruction, a megavoltage cone-beam CT scan is acquired
just prior to the treatment session. In (b) and (d), the reconstructed dose distribution is shown
using the same axial and coronal views as in (a) and (c). Because the field-of-view of the
megavoltage cone-beam CT scan is limited, the missing tissue is taken from the planning CT scan.

implemented in our department. Dose reconstructions are based on 2D portal dose
images obtained with the dosimetric calibration model for a-Si EPIDs (Chapters 5-6). A
planning CT scan or a megavoltage cone-beam CT scan®® can be used for 3D dose
reconstruction using Monte Carlo simulations where the megavoltage cone-beam CT
scan has to be corrected for cupping artifacts®. In case of 3D in vivo dosimetry, the 2D
transit portal dose prediction model of chapter 4 is iteratively applied to correct for
patient scattered radiation. In Fig. 8.1., an example of 3D dose reconstruction during
the treatment of a lung cancer patient is shown.
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Three-dimensional dose reconstruction based on 2D transit portal dose images can
yield the ultimate verification of the dose delivery in the actual patient anatomy for a
particular treatment session. Furthermore, it opens possibilities for adaptive
radiotherapy and dose-guided radiation therapy strategies, taking into account the 3D
delivered dose distribution during multiple previous treatment sessions. However, 3D
dose reconstruction is not yet applied in our department on a large scale in clinical
practice. A first application can be based on the current routine use of 2D transit
dosimetry where 3D dose reconstruction will be performed when 2D transit portal
dose differences can not be explained and need further investigation.

8.5.3 Computer Aided Theragnostics and Voxel Dose Probability

Computer Aided Theragnostics (CAT) is a technique where machine learning is applied
to one or multiple databases with large amounts of patient data to predict the
probability of treatment outcome, survival or complications’’. The types of patient
data are diverse, like information from medical and biological examination, treatment
planning, treatment verification and patient follow-up after treatment. Results from
treatment verification using dose measurements are stored into the CAT databases,
including predicted and measured point dose values and 2D portal dose images, 2D
gamma images and (in future) also the reconstructed delivered 3D dose distributions.
Based on these dosimetric data, qualitative and quantitative predictions are performed
incorporating the dosimetric uncertainties during radiotherapy treatment.
Consequently, more accurate dose-effect curves for local tumor control and normal
tissue damage per patient will be obtained.

Using probabilistic treatment planning®’, uncertainties during treatment are included
in a treatment planning procedure to optimize the probability that a specific dose in a
voxel will be applied during treatment. This probability is also called Voxel Dose
Probability and will be influenced by geometric but also dosimetric uncertainties.
Dose-guided radiation therapy using 2D dose measurements and 3D dose
reconstruction is a crucial element to track the dose given to each voxel, sharpening
the Voxel Dose Probability even more during a treatment, until the last treatment
session where the true delivered dose to a voxel is known. This is current work of our
research group which has just started but also shows the huge potential of performing
portal dosimetry during radiotherapy.
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MAASTRO implementation of large-scale 2D portal dosimetry

A.1 INTRODUCTION

Two-dimensional transit dosimetry is applied to all patients treated with a curative
intent in MAASTRO cLINIC. Besides 2D transit dosimetry, 2D pre-treatment portal dose
verification is also routinely performed prior to treatment. Portal dose images are
obtained by converting grayscale EPID images into portal dose images, using the
dosimetric calibration model described in chapters 5-6. These measured portal dose
images are compared to reference portal dose images obtained from 2D pre-treatment
and transit portal dose predictions (Chapter 4), using the gamma evaluation method™’.
The gamma evaluation results are reviewed by radiation therapy technicians and
medical physicists.

In this Appendix, the technical infrastructure is discussed that allows the current
large-scale application of 2D portal dosimetry in clinical practice. In Sec. A.2, the
overall infrastructure is presented that is used for handling and analyzing most of the
information that is available to our department. In Sec. A.3, the clinical
implementation and workflow of 2D portal dosimetry is discussed, including some
statistics for the image handling process and its clinical reliability.

A.2 TECHNICAL INFRASTRUCTURE

In Fig. A.1, a schematic overview is shown of the technical infrastructure that is used
by MAASTRO cLINIC to process and store different types of information. This
information can originate from 2D, 3D or 4D imaging, treatment planning,
image-guided and dose-guided radiation therapy. Most information is generated by
our department, but information may also originate from an external, referring
hospital (e.g. computed tomography or magnetic resonance imaging scans).

All information is collected and stored in a central Picture Archiving and
Communication System (PACS)S'5 which means that all information should be present
in or converted to a standard format, which is in our case the DICOM (Digital Imaging
and Communications in Medicine) format®’. To get all DICOM objects of a patient
grouped together in the central PACS database, naming conventions and patient IDs
should be normalized. Therefore, a connection is set-up with our Electronic Medical
Record (EMR) which is the leading source of personal medical information of a patient.
All DICOM obijects that enter the central PACS database are forced to conform to the
EMR by using an in-house developed software package called DIGITrans. Besides
ensuring consistency between EMR and PACS, this software also validates every
DICOM object, e.g.:

e s it allowed to store a DICOM object in the central PACS database?

e Are the treatment parameter values such, that the treatment plan can be delivered
with the treatment equipment?

e Are transit portal dose measurements possible at a source-to-detector distance of
150 cm (Sec. A.3.3)?
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Figure A.1: Overview of the technical infrastructure for handling and storing information.

DIGITrans is a stand-alone application with multiple event-based interconnected
DICOM services. For instance, one DICOM service associates DICOM objects acquired
during treatment verification with a specific treatment session. In this case,
fractionation information is retrieved from the record-and-verify (R&V) system. After
patient treatment, data in the central PACS can be archived by moving it to another
PACS which serves as the central archive of our department.

A.3 CLINICAL IMPLEMENTATION OF 2D PORTAL DOSIMETRY

A.3.1 DICOM services

The most important building blocks of two-dimensional portal dosimetry are a number
of DICOM services which interact on the central PACS database as described in Sec.
A.2. These DICOM services are schematically shown in Fig. A.2 and perform the
pre-treatment dose prediction, the transit dose prediction, the EPI dose conversion
and the gamma calculation.

The pre-treatment dose prediction starts when the corresponding DICOM service
retrieves a treatment plan (RTPLAN) from DIGITrans and calculates a pre-treatment
portal dose image (RTDOSE PRED P) per beam which is stored in the central PACS.
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Figure A.2: Overview of the DICOM services which are the most important elements of the 2D
portal dosimetry workflow. All portal dose images and gamma images are stored in the central
PACS database, also shown in Fig. A.1 (P: pre-treatment images, T: transit dosimetry images).

The transit dose prediction is triggered automatically by the pre-treatment dose
prediction after the pre-treatment PDI is calculated. Secondary input DICOM objects of
the DICOM service that predicts a transit PDI (RTDOSE PRED T) are the treatment plan
(RTPLAN) and the planning CT scan of a patient (CT), which are automatically extracted
from the central PACS.

Both portal dose predictions can be done within 10-15 minutes per IMRT treatment
plan depending on the number of segments per beam. For non-IMRT treatment plans,
the calculation time per beam is about 5-7 s and 60-70 s for the pre-treatment and
transit dose prediction, respectively.

The EPI dose conversion is started after the acquisition of the first portal image has
been performed and the image (RTIMAGE MEAS P/T) is auto-forwarded by the linear
accelerator console to this DICOM service. This means that the first dose conversions
(RTDOSE MEAS P/T) are already finished during the course of a treatment session. In
case of transit dosimetry, transmission values are calculated based on measured
pre-treatment EPID images. The DICOM service therefore uses pre-treatment portal
dose images (RTDOSE MEAS P) as secondary input. EPI dose conversions are done
within 10-20 s per portal image.

The gamma calculation is automatically triggered by the EPI dose conversion. Besides a
measured portal dose image, the corresponding predicted portal dose image (RTDOSE
PRED P/T) and the treatment plan (RTPLAN) is retrieved from the central PACS
database as secondary input. The treatment plan is used to calculate a treatment field
mask which is applied during the automatic gamma image analysis. Finally, the gamma
image and the results of the gamma analysis are stored in the central PACS in DICOM
RTDOSE format. The maximum calculation time of a gamma image is 15-20 s.
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Figure A.3: Screenshot of the gamma image evaluation screen in EPICore, showing a transit
gamma image acquired during an IMRT treatment in the head and neck region. Besides beam
characteristics, the used gamma criteria and the gamma analysis results are shown. For this
treatment field, the gamma image satisfies the gamma criteria of 5% and 5 mm because only
0.05% of the pixels within the treatment field plus a 1 cm margin to the field edges have a
gamma value larger than 1. The tolerance level for the percentage of pixels is 10% in case of
transit dosimetry.

A.3.2 EPICore application

Because all calculations for large-scale 2D portal dosimetry are automated and the
results are stored centrally, the only user intervention is the examination of the PDls
and gamma images from the central PACS database. For this purpose, an application
called EPICore is developed in-house on top of the PACS system to view, evaluate and
annotate the portal dosimetry results. In Fig. A.3, the gamma image evaluation screen
in EPICore is shown for an IMRT treatment in the head and neck region.
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A.3.3 Current limitations

In clinical practice and in this work, a fixed source-to-detector distance of 150 cm is
used which means that not every field can be imaged because the electronics of the
a-Si EPIDs would otherwise be damaged by radiation exposure. This problem has been
solved in case of pre-treatment dose verification by duplicating all treatment fields in
our R&V system and clipping them to the maximum field-of-view of the EPIDs at 150
cm. This is done by DIGITrans when the treatment plan is transferred. Entrance dose
measurements with MOSFETs are performed during treatment if fields can not be
imaged due to the limited field-of-view, or in case of possible collisions between EPID
and treatment couch.

A.3.4 Statistics and clinical reliability

In our department, about 1200 patients are treated each year with a curative intent
(based on statistics for 2008). Using 2D portal dosimetry, approximately 7500 and
21000 treatment fields are imaged pre-treatment and during treatment, respectively.
On average, pre-treatment dose measurements are performed once while transit dose
measurements are done 1-2 times in the first week of the treatment series only. In the
future, the transit dose measurements will be done weekly (Sec. 8.5).

The percentage of clipped pre-treatment fields is 13.4% which means that a large
number of treatment fields can not be imaged for transit dose verification.
Furthermore, the percentage of beam interrupts by the treatment machine is only
0.7%, causing a portal image acquisition to be repeated in case of pre-treatment dose
verification. In case of transit dose verification, the partially acquired portal image is
not used for 2D portal dosimetry.

The clinical reliability of the technical infrastructure for 2D portal dosimetry is
estimated to be 99% (based on measurements performed in October 2007).
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LIST OF ABBREVIATIONS

General

2D two-dimensional

3D three-dimensional

A-P anterior-posterior

a-Si amorphous silicon

CAT Computer Aided Theragnostics

CAX central beam axis

CCD Charged Coupled Device

CcT computed tomography

CcTv clinical target volume

Cu copper

DGRT dose-guided radiation therapy

DICOM Digital Imaging and Communications in Medicine
DRR digitally reconstructed radiograph
DVH dose-volume histogram

EHP equivalent homogeneous phantom
EMR Electronic Medical Record

EPD electronic portal dosimetry

EPID electronic portal imaging device

FOV field-of-view

fps frames per second

IGRT image-guided radiation therapy

IMRT intensity-modulated radiation therapy
LINAC linear accelerator

L-R left-right

MAASTRO Maastricht Radiation Oncology

MC Monte Carlo

MeV Megaelectron volt

MLC multileaf collimator

MOSFET metal oxide semiconductor field-effect transistor
MRI magnetic resonance imaging

MU monitor unit

MV Megavolt

PACS Picture Archiving and Communication System
PDI portal dose image

PS polystyrene

PTV planning target volume

QA quality assurance

ROC curve receiver operating characteristic curve
ROI region-of-interest

RTT radiation therapy technician

R&V record-and-verify

SD standard deviation
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SDD source-to-detector distance
S-l superior-inferior

SNR signal-to-noise ratio

SPR scatter-to-primary ratio

SSD source-to-skin distance

TLD thermoluminescent dosimeter
TME total mesorectal excision

TPS treatment planning system

Point dose verification methods and application

u linear attenuation coefficient

A off-axis wedge factor

c equivalent square field size

Cr reference field size

Ds in vivo dose at 5 cm depth in water

D, absolute dose in water at the central beam axis

Dr absorbed dose per monitor unit

D; transit dose in water

fr focus-surface distance

ky, wedge factor

Or output ratio

SPR; scatter-to-primary ratio behind a patient

SPR, scatter-to-primary ratio at radiological depth of 5 cm

SSDs focus-skin distance at the central beam axis

t radiological thickness of a patient or phantom

U number of monitor units

X field size defined by the X pair of collimating jaws of a LINAC
Y field size defined by the Y pair of collimating jaws of a LINAC
Zs5 geometrical depth at radiological depth of 5 cm

Zz geometrical depth in water

Two-dimensional transit dosimetry methods and application

%D in relative change in DVH parameter, e.g. for D,

96D in, tol tolerance deciding if a change in e.g. D,,;, is clinically relevant
o average photon energy E expressed in units moc’=0.511 MeV
Vmax maximum gamma value

Ymean mean gamma value

Ysp standard deviation of the mean gamma value

Vos percentage of gamma values larger than 1

o angle of scattered photons

u linear attenuation coefficient

Ar field area irradiating a patient volume

AUC area under the curve

BP beam profile correction
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Dmin

P
fSU

Ke
K Gauss
K Isotropic
Kin

Ks
NPV

o

Os

p

p cutoff
P

PPV
r
rSPR
s

S

SE
SP

List of abbreviations

square field size

conversion factor from absolute dose to EPID grayscale value
conformity index

midplane-to-detector distance

reference midplane-to-detector distance

maximum dose

mean dose

minimum dose

portal dose measured in water

critical frequency used to quantify image sharpness

energy spectrum correction

energy spectrum correction for primary portal dose differences
energy spectrum correction for patient scattered dose differences
grayscale value before image lag and ghosting correction
grayscale value after image lag and ghosting correction
reference grayscale value

heterogeneity index

total portal dose with an object in the beam

measured portal dose with an object in the beam

predicted portal dose with an object in the beam

scatter kernel

field size dependence kernel

scatter kernel based on Gaussian functions

scatter kernel based on an isotropic point source

scatter kernel based on single Compton scattered photons
scatter kernel

negative predictive value

portal dose without an object in the beam

scatter offset

probability that a DVH parameter change is clinically relevant
cutoff value to round the probability p toO or 1

primary portal dose with an object in the beam

positive predictive value

off-axis position calculated by V(x’+y°)

residual scatter-to-primary ratio

scaling factor calculated by (d/d")?

phantom scattered portal dose with an object in the beam
sensitivity

specificity

radiological thickness of a patient or phantom

actual radiological thickness

extracted radiological thickness from predicted primary dose
irradiation time

transmission

component of transmission arising from primary dose
component of transmission arising from phantom scatter
total energy released per mass

relative volume receiving at least x% of prescribed dose
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SUMMARY

The goal of radiotherapy is to irradiate tumor tissue to a high dose value while limiting
the dose to surrounding normal tissue as much as possible. In external megavolt
photon beam treatment, radiotherapy is administered in a fractionated manner, which
implies that every fraction should be given in a reproducible way and that the dose
delivery in a patient should be as close as possible to the prescribed dose.

This work describes dose verification methods based on portal dose measurements
using electronic portal imaging devices (EPIDs). Methods and application of both point
dose verification and two-dimensional transit dosimetry in clinical routine are
discussed.

Point dose verification methods and application

Point dose verification procedures have been investigated and applied clinically in our
department to verify treatment parameter transfer, machine output and dose delivery
to a patient. All procedures were based on EPID images that were acquired, analyzed
and evaluated by radiation therapy technicians.

Dose values could be measured within 1-2% compared to a reference dose
measurement in water using a dosimetric calibration model for video-based EPIDs.
These measured portal dose values were compared to predicted reference point dose
values, which in general showed differences smaller than 3%. However, this
discrepancy could in some cases be larger due to limitations of the prediction models.

False positive dose delivery errors could be related to acquisition errors, user errors,
implementation errors and procedure limitations. Using the recognized error sources,
possible improvements of the verification procedures were discussed which should
minimize all errors besides real dose delivery errors. Transfer and machine errors were
found for 1% of all pre-treatment measurements. It was estimated that a true positive
dose delivery error was found in 12% of all imaged treatment sessions during
treatment. These patient related dose delivery errors were caused by set-up errors or
organ motion, particularly in case of breast treatments but also for lung, and head and
neck irradiations.

Two-dimensional transit dosimetry methods and application

A procedure for two-dimensional transit dosimetry has been developed which
compares a predicted reference dose distribution in the EPID plane with a measured
portal dose image, using the gamma evaluation method.

The extension of the point dose prediction model for transit dose values to a 2D portal
dose prediction model has been discussed and its accuracy tested elaborately in an
experimental study. The model is based on pencil beam scatter kernels, which are
solely derived from phantom measurements. The model is able to predict 2D portal
dose images behind a patient, based on a portal dose image without the patient in the
beam in combination with the radiological thickness of the patient. If the radiological
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midplane of an irradiated object coincides with the isocenter plane, the accuracy of
the model is better than 2% (mean difference). If this assumption is not valid, larger
deviations will occur that can, however, be corrected. By using the 2D portal dose
prediction model, a number of limitations encountered by the point dose prediction
models could be solved.

A global dosimetric calibration procedure for indirect-detection a-Si EPIDs has been
implemented to convert grayscale EPID images into full-scatter portal dose images.
The model corrects for ghosting effects, field size dependence, beam profile loss,
photon energy dependence and long-term drift of the EPID response. All phantom
verification measurements satisfied gamma evaluation criteria of 3% and 3 mm across
the entire EPID plane inside the radiation field. Out-of-field, larger dose differences
were observed that could be minimized by deriving an energy dependent scatter
kernel based on transmission values.

The ghosting effects for a-Si EPIDs were more elaborately studied by performing a
comparison of ghosting effects for three commercial a-Si EPIDs. For all EPIDs, a relative
under-response was observed at shorter irradiation times due to charge trapping,
suggesting that the ghosting effects are a fundamental property of indirect-detection
a-Si EPIDs.

The two-dimensional transit dosimetry procedure from this work has been applied to
all patients treated with curative intent in our department. For conventional breast
cancer treatment, a model has been developed that predicts dose-volume histogram
(DVH) changes due to set-up errors using measured portal transit dose images for the
planning target volume (PTV). Correlations between DVH changes and 2D gamma
parameters have been investigated for different simulated set-up errors and described
by a binomial logistic regression model. Clinical accuracy has been determined by
applying the predictive model to clinically measured portal dose images. Changes in
the mean PTV dose, Vg and Vg5 could be predicted based on a set of 2D gamma
parameters. Most pronounced changes in the three DVH parameters were found for
set-up errors in the lateral-medial direction. Clinical accuracy was decreased due to the
occurrence of patient rotations or breast deformations during treatment, but the
overall reliability of the predictive model remains high in those cases.

The work described in this thesis shows that routine portal dosimetry is feasible with a
high accuracy. Furthermore, a wider variety of dose delivery errors can be found
compared to the use of traditional point dosimeters. This is because portal dose
images are two-dimensional, which solves the positioning problems of point
dosimeters, and in addition also allows for the detection of dose differences in the
entire EPID plane.
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SAMENVATTING

Het doel van radiotherapie is het bestralen van tumorweefsel tot een hoge
stralingsdosis waarbij de dosis in het omringende normale weefsel zo veel mogelijk
beperkt dient te worden. In het geval van bestraling met uitwendige bundels megavolt
rontgenstraling wordt de radiotherapie in fracties uitgevoerd, waarin elke
bestralingsfractie op reproduceerbare wijze gegeven moet worden om de verschillen
tussen voorgeschreven en afgegeven dosis in een patiént zo klein mogelijk te maken.

Dit proefschrift beschrijft dosisverificatiemethodes die gebaseerd zijn op
dosismetingen met “Electronic Portal Imaging Devices” (EPID’s). Methodieken en de
toepassing in de klinische praktijk van zowel puntdosisverificatie als tweedimensionale
transmissiedosimetrie zijn besproken.

Methodes en toepassing van puntdosisverificatie

Procedures voor puntdosisverificatie zijn onderzocht en klinisch toegepast om de
overdracht van bestralingsparameters, de output van een behandelmachine en de
dosisafgifte aan een patiént te controleren. Alle procedures waren gebaseerd op
EPID-afbeeldingen die door radiotherapeutische laboranten werden gemaakt,
geanalyseerd en geévalueerd.

Dosiswaarden konden gemeten worden door gebruik te maken van een
kalibratiemodel voor “video-based” EPID’s waarbij de dosisverschillen tussen EPID- en
referentiedosismeting in water binnen 1-2% lagen. Een gemeten EPID-dosiswaarde
werd vergeleken met een voorspelde dosiswaarde waarbij de verschillen over het
algemeen kleiner waren dan 3%. Echter, door beperkingen van de
voorspellingsmodellen konden deze verschillen in bepaalde gevallen ook groter zijn.

Een fout-positieve dosisafgifte kon veroorzaakt zijn door acquisitiefouten,
gebruikersfouten, implementatiefouten en beperkingen in de procedures. Op basis van
deze oorzaken zijn mogelijke verbeteringen van de verificatieprocedures besproken.
Hierdoor zou de frequentie van een gedetecteerde fout-positieve dosisafgifte
geminimaliseerd kunnen worden. Fouten in overdracht van bestralingsparameters en
in de output van een behandelmachine werden gevonden voor 1% van alle
pre-treatment metingen. Voor 12% van alle afgebeelde bestralingsfracties werden
fouten opgespoord in de dosisafgifte aan een patiént. Deze patiéntgerelateerde fouten
werden veroorzaakt door onzekerheden in de positionering van een patiént of interne
orgaanbeweging. Met name bij borstbestralingen, maar ook bij bestralingen van het
long- en hoofd/halsgebied, werden deze fouten gevonden.

Methodes en toepassing van tweedimensionale transmissiedosimetrie

Een procedure voor het uitvoeren van tweedimensionale transmissiedosimetrie is
ontwikkeld waarbij een voorspelde dosisverdeling in het vlak van de EPID is vergeleken
met een gemeten dosisbeeld. Voor de vergelijking werd de gamma evaluatiemethode
gebruikt.
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De uitbreiding van het voorspellingsmodel voor transmissiedosiswaarden in een punt
naar een 2D dosisvoorspellingsmodel is besproken en de nauwkeurigheid ervan
uitvoerig getest in een experimentele studie. Het model is gebaseerd op “pencil-beam
scatter kernels” die zijn bepaald met fantoommetingen. Het model was in staat om 2D
dosisbeelden achter een patiént te voorspellen door gebruik te maken van een
dosisbeeld zonder de patiént in de bundel en de radiologische dikte van de patiént. De
nauwkeurigheid van het model was beter dan 2% (gemiddelde verschil) als het vlak
met het radiologische midden van de patiént samenviel met het isocentrumvlak.
Indien dit niet het geval was, konden grotere verschillen ontstaan die echter
gecorrigeerd konden worden. Door het toepassen van het 2D dosisvoorspellingsmodel
zijn een aantal beperkingen van de voorspellingsmodellen voor puntdosiswaarden
opgelost.

Een generiek dosimetrisch kalibratiemodel voor indirecte detectie a-Si EPID’s is
geimplementeerd om grijswaarden in EPID-afbeeldingen te converteren naar
“full-scatter” dosisbeelden ter plekke van de EPID. Het model houdt rekening met
“ghosting” effecten, afhankelijkheden van veldgrootte en energie, bundelprofielverlies
en lange termijn verloop van het EPID-signaal. Alle verificatiemetingen met fantomen
voldeden aan gamma evaluatiecriteria van 3% en 3 mm over het gehele
EPID-oppervlak binnen de veldgrenzen. Buiten de veldgrenzen werden grotere
dosisverschillen gevonden die verminderd kunnen worden door een
energie-afhankelijke “scatter kernel” af te leiden op basis van transmissiewaarden.

De “ghosting” effecten voor a-Si EPID’s zijn uitvoeriger bestudeerd door deze te
vergelijken voor drie commerciéle a-Si EPID’s. Een relatieve signaalvermindering werd
waargenomen voor alle EPID’s in het geval van kortere bestralingstijden. Deze
vermindering kon verklaard worden door “charge trapping”, hetgeen suggereert dat
de “ghosting” effecten een fundamentele eigenschap zijn van indirecte detectie a-Si
EPID’s.

De in dit werk beschreven procedure voor tweedimensionale transmissiedosimetrie is
in ons instituut toegepast bij alle patiénten die behandeld werden met curatieve
intentie. Een model werd ontwikkeld dat veranderingen in een dosis-volume histogram
(DVH) voorspelt voor het “Planning Target Volume” (PTV) ten gevolge van set-up
fouten voor de conventionele behandeling van borstkanker. Dit model was gebaseerd
op gemeten transmissiedosisverdelingen met een EPID. Correlaties tussen
DVH-veranderingen en 2D gammaparameters zijn onderzocht voor verschillende
gesimuleerde “set-up” fouten, en zijn gemodelleerd met een binomiaal logistisch
regressiemodel. De klinische nauwkeurigheid werd bepaald door het predictieve
model toe te passen op klinisch gemeten EPID-dosisbeelden. Veranderingen in de
gemiddelde PTV-dosis, Vg, en Vg5 konden voorspeld worden op basis van een reeks 2D
gammaparameters. De grootste veranderingen in de drie DVH-parameters werden
gevonden voor “set-up” fouten in latero-mediale richting. De klinische nauwkeurigheid
was lager in het geval van patiéntrotaties of vervormingen van de borst tijdens de
behandeling, maar de globale betrouwbaarheid van het predictieve model bleef
desalniettemin hoog.



Summary/samenvatting

Het werk beschreven in dit proefschrift laat zien dat routine dosisverificatieprocedures
gebaseerd op EPID-metingen mogelijk zijn met een hoge nauwkeurigheid. Bovendien
kan een grotere verscheidenheid aan fouten in dosisafgifte gevonden worden in
vergelijking met het gebruik van traditionele puntdosimeters. Door de vaste positie
van de EPID worden de positioneringsproblemen van puntdosimeters vermeden.
Tenslotte zijn de EPID-dosisverdelingen tweedimensionaal waardoor detectie van
dosisverschillen over het gehele EPID-oppervlak mogelijk is.
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DANKWOORD

Het uitvoeren van een promotie kan vergeleken worden met het componeren van een
muziekstuk ofwel het schrijven van een partituur voor een groot muziekorkest. De
compositie moet bestaan uit verschillende delen met onderlinge samenhang en
bovendien een vernieuwend karakter hebben. Het uiteindelijke resultaat van mijn
promotie is een muziekwerk geworden dat aan deze voorwaarden voldoet en
bovendien voor een breed publiek (patiénten) al is uitgevoerd. Omdat hierbij veel
mensen waren betrokken, is een woord van dank op zijn plaats.

Een compositie is gebonden aan regels en algemeen geldende normen die in de gaten
zijn gehouden door mijn promotor Philippe Lambin en mijn copromotores André
Minken, Ben Mijnheer en André Dekker.

Beste Philippe, jij bent naast opdrachtgever ook de grote inspirator geweest tot het
schrijven van deze partituur na het afronden van mijn opleiding tot klinisch fysicus in
2002. Je onderkende de behoefte naar een vernieuwende muziek en was altijd
duidelijk dat deze compositie uiteindelijk ook uitgevoerd moest worden. Op de juiste
momenten kon je mijn werkkamer binnen lopen en daarmee de vaart in het
compositieproces houden.

Beste André (M.), vanaf het begin ben je betrokken geweest bij deze compositie. Lange
discussies konden we voeren op je kamer achter een groot white board over het
aanpakken, uitwerken en uitvoeren van een muziekdeel. Daarnaast hebben we vaak
nog tot ’s avonds laat doorgewerkt om nieuwe inzichten experimenteel te toetsen.
Jouw enthousiasme heeft me door moeilijke periodes heen geholpen waarin er weinig
tijd was voor componeren door de verhuizing naar een nieuw concertgebouw en het
moeten stemmen van een heleboel nieuwe muziekinstrumenten.

Beste Ben, in een compositie kunnen tempowisselingen een werk een bepaald
karakter geven en spannend houden. Het tempo waarmee jij de verschillende delen
van de partituur las en van commentaar voorzag, was altijd hoog. In een rustig en
bedacht tempo gaf je jouw kritische noten en met je grote kennis op het gebied van
andere muziekstromingen heb je dit werk karakter gegeven.

Beste André (D.), jij bent pas later betrokken geraakt bij het schrijven van deze
partituur maar je invloed is duidelijk te merken. Het laatste deel van deze compositie
heeft een brug geslagen van deze muziekstroming naar een belangrijke stroming die
op dit moment onderzocht wordt in ons concertgebouw. Jouw heldere analyse heeft
de muziek bovendien transparanter gemaakt.

Beste Wouter, als collega-componist en nu als paranimf hebben we vaak overlegd over
inhoud en aanpak. Inspiratie hebben we o0.a. opgedaan in Melbourne en San Francisco
waar internationale muziekstromingen en het edele backgammon zijn bestudeerd. De
afgelopen jaren werd duidelijk dat onze stroming ook internationaal gewaardeerd is
geworden. Op dit moment heb je gekozen voor een andere richting maar ik weet zeker
dat nieuwe composities van jouw hand zeer herkenbaar kunnen blijven door hun hoge
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kwaliteit. Daarnaast zul je als gastdirigent in de toekomst nog bij het uitvoeren van
onze composities optreden.

Verder wil ik graag alle studenten en co-auteurs bedanken die betrokken zijn geweest
bij het ontwikkelen en schrijven van de verschillende muziekdelen, met name Chris,
Karin, Marjon, lain, Leah en Lucas.

Een compositie verdient het niet om te eindigen in een stoffig muziekarchief maar
dient uitgevoerd te worden door een goed muziekorkest. De premiére van dit
muziekwerk is uiteindelijk uitgevoerd in het concertgebouw MAASTRO cLINIC waarbij
het orkest gevormd is door laboranten, radiotherapeut-oncologen en klinisch fysici.
Zoals bij elk vernieuwend muziekwerk kan de interpretatie ervan door iedereen
verschillen en kost het tijd voordat de compositie door het orkest omarmd wordt. Het
enthousiasme waarmee de compositie op dit moment wordt uitgevoerd voor een
publiek van 1200 patiénten per jaar, geeft mij echter veel voldoening. Hiervoor wil ik
alle orkestleden bedanken, met name Claudia en Esther voor hun hulp bij de premiére.

Een speciaal woord van dank gaat uit naar mijn directe collega’s Brigitte, Erik, Geert,
Lars, Martijn, Michel, Miguel, Peter, Ramon en Robert. Jullie hebben een aantal van
mijn klinische werkzaamheden overgenomen tijdens het componeren van deze
partituur. Bovendien vind ik het mooi om te zien hoe jullie dit muziekstuk promoten.

De uitvoering van dit muziekwerk, en alle andere uitvoeringen in ons concertgebouw,
zouden niet mogelijk zijn zonder de werkzaamheden van een heleboel mensen op de
achtergrond. Een belangrijke bijdrage hierin wordt geleverd door de mensen van de
TiQc. Jongens, jullie allemaal bedankt voor het stemmen van de muziekinstrumenten,
het monitoren van de klankverhoudingen en een stuk gezelligheid. Rianne en Simone,
jullie bedankt voor de secretariéle ondersteuning.

De compositie en uitvoering is tot in detail beoordeeld door recensenten, te weten
prof. Wildberger, prof. ter Haar Romeny, prof. van Herk, prof. Pouliot en dr.
Verhaegen. Vanaf deze plaats wil ik hen bedanken voor hun kritieken.

Beste Jo, leuk dat je als paranimf mij in de finale van deze compositie hebt bijgestaan
met je brede muziekkennis bij het maken van enkele stellingen.

Bij het schrijven van de compositie, maar zeker bij het uitvoeren ervan, was af en toe
overredingskracht, veel discipline en volhouden nodig. Dit zonder voorbij te gaan aan
de belangrijke dingen in het leven. Hierbij heb ik veel gehad aan de lessen die mijn
familie mij heeft bijgebracht en waar ik hen voor wil bedanken als de belangrijkste
achterban die ik heb.

Lieve Iverna. Het componeren naast de dagelijkse werkzaamheden als klinisch fysicus
betekende vrije tijd opofferen. Altijd heb je me hierin gesteund, zelfs met de komst
van Julia en Tobias, en kon je mijn beslommeringen met een vrolijke noot relativeren.
Echte progressie werd gemaakt toen ik twee dagen per week thuis kon werken. Op die
dagen merkte ik dat de leercurve van een pasgeborene steiler is dan die van een
promovendus en ook dat niet-werkende moeders niet bestaan.
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en groeide op in Beek (Lb). In 1993 behaalde hij zijn diploma voor het Atheneum aan
Scholengemeenschap Groenewald in Stein en aansluitend startte hij met de studie
Technische Natuurkunde aan de Technische Universiteit Eindhoven (TU/e). In februari
1998 rondde hij deze studie succesvol af met een onderzoek naar mogelijke
beeldartefacten bij gebruik van MRA op de afdeling Klinische Fysica van het St. Joseph
ziekenhuis in Veldhoven (het huidige Maxima Medisch Centrum). Aansluitend
verrichtte hij als medewerker van de vakgroep Data Acquisitie and Klinische Fysica
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