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CHAPTER 1

General introduction
Geographic aspects in public health

The place where people live influences many factors that shape health outcomes of the population. Social, demographic, economic and environmental processes are important determinants of health beyond the influence of the individual and are dependent upon their geographical context (1). To allocate healthcare where it is needed most and to formulate effective prevention strategies, it is not only important to examine how health and disease are distributed across space but also to examine how the environment where people live in affects health outcomes (2, 3). In recent decades, geographic aspects of health and disease have therefore become an important and fast developing field in public health (1, 4).

A qualitative interest in geographic aspects of health and disease can be traced back to the Greek physician Hippocrates (460 – 370 BC). Hippocrates noted an association between climate, seasons, water quality, individual aspects and health of the population. Quantitative approaches in the form of thematic disease maps emerged relatively late in the 18th century (4). Some of the more famous thematic maps are Finke’s world map of human disease and Petermann’s Cholera map of the British isles (4, 5).

Although John Snow’s famous map of Cholera deaths in London dates back to 1854 and therefore later than previous disease maps, he is often cited as the father of spatial analyses in epidemiology, medical geography and disease surveillance (6-8). What set his work apart from previously published disease maps and classified his work as spatial analysis, was the fact that he related different spatial objects to each other and generated new knowledge through this approach: By collecting data on cholera deaths and relating them with the water supply, he was able to successfully identify a contaminated water pump as the origin of the Cholera outbreak. His map was therefore not only a visualization of data, but rather an exploratory analytical tool to solve a specific task at a fine geographic scale. His work also demonstrated that epidemiological data has a geographic component and therefore shows the importance of analysing epidemiological data in a spatial context (9).

The introduction of Geographic Information Systems to public health

The electronic storage, analysis and manipulation of spatially referenced datasets were made possible with the introduction of Geographic Information Systems (GIS) in the 1970s (9, 10). While these early GIS were mostly used for administrative
procedures, they became frequent tools for many applications, including transportation planning, forestry, emergency medical service delivery, marketing and many more (10). The use of GIS in public health in its early stages focused more on the cartographic visualization of health-related information rather than complex analyses (9). With the increasing availability of electronic, health-related, environmental, demographic and socio-economic spatial data and with technological advances in processing speed, spatial analytical methods became available to an increasing number of researchers (11). Although spatial statistical methods were already available in the 1960s, their availability was boosted in the 1990s and 2000s through further development of open source spatial statistical software such as SaTScan (12), GeoDa (13), CrimeStat (14), R (15) and GWR (16). It should be noted however, that the majority of spatial statistical methods used in public health today have their origin in quantitative geography and spatial econometrics and were rather slowly incorporated in spatial epidemiological studies (11). The relatively steep technological and methodological advance in the past two decades has helped to shift the scope of spatial analyses in public health from a purely cartographic visualization of disease occurrence towards complex analyses of the association between demographic and socio-economic population characteristics, environmental exposure factors and the spatial distribution of diseases (17). GIS are today an established tool in public health and have many purposes, such as planning of healthcare, analysis of healthcare usage and costs, disease surveillance and structural analyses of target populations for specialized treatment (1, 9, 11).

Spatial epidemiological studies using GIS are mostly based on an aggregated study design – often termed “ecological study” - in contradiction to other study designs often used in public health such as surveys (18), questionnaires (19) and cohort studies (20). Spatial epidemiological studies rely often on secondary data. Secondary data are originally collected for administrative procedures and include for example data from health insurance providers, disease registries or pharmacy sales. These data are often only available on an aggregated level and are therefore restricted to the analysis of possible demographic and socio-economic risk factor on aggregated population level. The main advantage of secondary data is that they are already collected, available and can therefore be analysed in a time- and cost-effective manner. Primary data - which are collected specifically for scientific purposes - are often used to analyse socio-economic and behavioural risk factors on an individual level and are time- and cost-intensive to collect (21). While both types of data have their advantages and disadvantages, the
analysis of risk factors based on both data sources has a similar goal: To design interventions for the main population, which is most at risk for specific health problems. This approach is inherent for both, planning and allocation of healthcare and prevention strategies, which are the scope of this dissertation.

For demand-based planning and allocation of healthcare, understanding broader, population-based processes, such as the association between ageing of the population, neighbourhood deprivation and the prevalence of chronic diseases helps to model the expected demand for healthcare. This in turn helps to allocate financial resources where they will be needed most (2, 3).

For prevention strategies however, the analysis of individual and contextual risk factors are both important to target specific behavioural as well as demographic and socio-economic risk factors. Traditionally, risk factors of diseases on an individual level are often analysed through surveys (18), questionnaires (19) and cohort studies (20). Although these study designs provide important insights how individual characteristics affect well-being and disease occurrence (22-24), there are important shortcomings associated with these study designs where GIS can provide an added value:

Analyses of individual risk factors through surveys, questionnaires and cohort studies seldom account for geographic aspects of the environment that are beyond the influence of the individual and have thus only limited use for the design of long-term public health policies. The majority of these study designs is non-spatial in nature, thus the results of these studies imply that incidence or prevalence estimates as well as the association to possible risk factors are equal across the study area (25). In reality however, diseases and associated risk factors are often heterogeneously distributed across space and are dependent upon their geographical context (1, 26). Finding areas with statistically significant higher rates of diseases is important to facilitate cost-effective prevention strategies and to target those population groups who are most in need in specific locations (1). Behavioural risk factors - which are often the main focus of questionnaires, surveys and cohort studies - are often challenging to include in practical prevention strategies as the identification of persons belonging to behavioural risk groups is challenging in the first place. Targeting specific demographic and socio-economic population characteristics has shown to be more effective to include in practical prevention strategies (27). However, individual socio-economic characteristics are seldom available in secondary data due to privacy protection. Ecological analyses based on aggregated disease counts are therefore increasingly used to make inferences
about demographic and socio-economic risk factors as this information is widely available in small-scale population data (1, 4).

The ecological analysis of epidemiological data can be divided into three basic steps: a) the identification of spatial patterns of diseases; b) the detection of areas with significantly elevated rates above average and c) the analysis of risk factors based on aggregated population, environmental or healthcare related area characteristics (1, 4).

Regression models at the ecological level are typically used to evaluate the strength of association between the occurrence of a disease and population-based area characteristics. However, the vast majority of ecological regression methods are global in nature and estimate only one single coefficient per explanatory variable, averaged over the entire study region (16, 28). In reality however, the association between the occurrence of a particular disease and population-based area characteristics varies considerably over space due to cultural, social and environmental processes on an individual and ecological level (1).

It is well documented that the prevalence of chronic diseases within the population increases with age (3, 29). However, not all elderly persons exhibit the same risk of developing a chronic condition. Persons ageing in socially disadvantaged neighbourhoods are at higher risk of developing chronic conditions, often irrespective of individual characteristics (30). Health policies targeting all elderly would be very cost-ineffective. The insight, that the association between the proportion of elderly and the prevalence of chronic conditions is stronger in more socially disadvantaged neighbourhoods, helps to facilitate demand-based planning and allocation of healthcare and to design more targeted prevention strategies. A similar problem applies to the identification of high-risk groups for infectious diseases as not all persons with specific socio-demographic characteristics automatically exhibit the same risk of infection (31, 32).

Spatial ecological studies should logically not only be capable of analysing who is at risk, but also who is where at risk. This critical information is important to facilitate cost-effective, demand-based planning and allocation of healthcare and targeted prevention strategies. This approach can be considered a core capacity of GIS in public health. This thesis therefore aims to evaluate the use of GIS and spatial epidemiological methods for planning and allocation of healthcare and targeted prevention strategies.
**Basic concepts of Geographic Information Systems**

A Geographic Information System allows representing complex spatial processes and structures in the form of models. A wide range of definitions exist, with differences reflecting the personal expertise and focus of the respective authors (4). In its simplest definition, a “Geographic Information System is a technology for encoding, storing, manipulating, analysing, retrieving, transforming and displaying spatial and non-spatial data in an efficient and systematic manner” (33). It is clear from this definition that the underlying data source is the key component of a GIS.

The input data of a GIS can be distinguished by two types of data: geometric and attribute data. Geometric data represent the spatial dimension of the object and the attribute data represent the characteristics of the object (4).

**Data sources**

**Geometric data**

Geometric data can be represented as two different types of spatial data: Raster data and vector data.

*Raster data* describe spatial objects as rectangular cells where each cell represents information (4, 34). In public health, raster data are often used for population data independent of administrative boundaries (35) or environmental data such as land cover or temperature to evaluate the risk of disease occurrence associated with exposure to environmental factors (36).

*Vector data* can be further categorized as *points, lines and polygons.*

*Points* are included in lines and polygons. Two or more points define a line and several lines, creating an enclosed area, define a polygon (4). As standalone feature, points are often used in public health to represent an exact street address. This can be for example the exact address of an infected individual (37), the location of a general practitioner (38), a hospital (39) or other features where the exact location is of interest (40).

*Lines* are commonly used to represent street networks or the Euclidian distance to specific features (41). Of particular interest in public health is the accessibility of healthcare facilities or distance from infected individuals to possible exposure factors. Vector-based street networks are extensively used to study accessibility of populations to healthcare – often represented as driving distance or driving duration from an individual’s address to the address of a specific healthcare facility (42).
Polygons are by far the most commonly used type of spatial data in public health. Typically, polygons represent administrative areas such as postal codes (3), municipalities (43), counties (44) or states (45). The majority of population-based, demographic and socio-economic data is only available on an aggregated level, making administrative areas an attractive source of population data for spatial epidemiological studies (45).

**Attribute data**

As the majority of epidemiological data, such as counts of cases as well as demographic and socio-economic data, are often available as table with an administrative code per case or area characteristic, non-spatial attribute data become spatial objects when they are combined with geometric data.

**Combining different data sources for spatial epidemiological research**

The basic concept of a GIS is to model the real world in the form of different layers. These different layers may represent point data of surveillance systems (disease data), street networks, environmental data represented as raster data and socio-demographic population characteristics represented as polygon data (4). To measure the influence of different area characteristics on the occurrence of a particular disease, these different data sources are aggregated to a common administrative unit, for which all relevant data are available or can be aggregated while keeping the loss of information as little as possible.

**Spatial epidemiological methods of this thesis**

**Disease mapping**

The majority of spatial epidemiological research starts with a map of the incidence or prevalence of the disease of interest (1). The type of data available largely determines the respective method. These data are typically divided into point or polygon data.

*Point data* where each point refers to the exact street address of individuals is the smallest spatial scale, which can be used to calculate the incidence or prevalence of a disease. If both, cases and population data, are available as point data, a kernel density estimation can be used to calculate the incidence or prevalence of a disease without the limitations of relatively arbitrary administrative units. The kernel density estimation –
in its simplest form – calculates the density of cases per km$^2$ based on a grid of rectangular cells. The additional density of population (or controls) can then be used to divide the density of cases by the density of the background population to obtain the resulting incidence or prevalence of the disease of interest, irrespective of administrative boundaries (14).

In most cases, disease data are aggregated to *polygons* of administrative units to protect the privacy of the individual. A common goal of disease mapping is to display the incidence of a particular disease at the smallest administrative unit while reducing the problem of unstable disease rates due to varying population densities at small spatial scales (40, 46).

A major concern when analysing diseases based on administrative units is that these units were not designed for spatial epidemiological analyses in the first place. The population within these units usually varies considerably. This constitutes an important challenge, as the corresponding rates may be highly unstable, the smaller the administrative unit is. Consider two municipalities, where one municipality has only 1000 inhabitants and the neighbouring municipality has 10,000 inhabitants. An increase of only one case in both municipalities would increase the risk of disease occurrence tenfold in the municipality with 1000 inhabitants as compared to the municipality with 10,000 inhabitants. This large difference in the risk of disease occurrence is therefore only attributable to the underlying population density of relatively arbitrary administrative units and may not necessarily reflect the “true” risk of disease occurrence (46).

Various methods exist for reducing the instability of disease rates in small administrative units through borrowing strength from other administrative units. The most widely used approach in spatial epidemiology is Bayesian smoothing. Bayesian smoothing can be divided into three main sub-methods: Empirical Bayesian smoothing where the rates are weighted towards a global mean (13); spatial empirical Bayesian smoothing where the rates are weighted towards the mean of neighbouring areas (13) and hierarchical Bayesian smoothing using the Besag-York-Mollié model with a conditional autoregressive prior where the rates are weighted towards the local mean of neighbouring areas while allowing adjustment for socio-economic covariates (43). The Besag-York-Mollié model is widely applied in the spatial analysis of cancer where the risk of cancer after adjusting for known risk factors is of interest (43, 47). In the analysis of other diseases than cancer, the smoothed but unadjusted disease occurrence is of
main interest as risk factors are typically analysed separately in the subsequent regression analysis (3, 44, 48).

**Local cluster tests**

Although the cartographic visualization of disease risk is an important first step to visualize heterogeneity of disease risk within a region, a prioritization of areas for public health interventions based on the cartographic visualization of disease risk alone is error-prone for following reasons: In areas with few inhabitants, the incidence of a disease may be high although the underlying number of cases is fairly small. Pure visual inspection of the disease incidence may lead to small administrative units in urban areas being overlooked, while large rural administrative units with few cases may be more dominant on the map. As a consequence, more sophisticated methods are necessary to overcome these limitations and to justify the selection of areas for interventions. In this context, local cluster tests have become an important tool in public health (11). A local cluster test is a statistical test to evaluate the location and the significance of areas with higher than expected disease rates. Several local cluster tests exist with the local indicator of spatial association, the Besag-Newell test and the spatial scan statistic being the most widely used (11).

**Spatial regression modelling**

A major issue for spatial regression modelling is the presence of spatial dependence, often termed spatial autocorrelation (49). Spatial autocorrelation refers to values in a specific area displaying similar values in nearby areas and is inherent in most spatial datasets. Thus, the assumption of independence of observations, which the basic ordinary least squares (OLS) regression model assumes, is violated. This may lead to exaggerated estimates of the regression coefficients and global clustering of the residuals, deteriorating the reliability of the regression model (50). A spatial regression modelling approach differs from a non-spatial regression approach as spatial regression models assume strong variations and spatial dependence of areas as inherent in the data and an important feature, which should be accounted for (51). Non-spatial regression models in contradiction, treat strong variations and particularly outliers as nuisance, which should be removed (52). Spatial dependency of disease rates is rather the norm than the exception as the majority of diseases are clustered in space (1, 3, 47, 53). The acknowledgement of spatial dependency among observations can be considered as
inherent to geography and regional studies and is expressed in Tobler’s first law of
ageography: “everything is related to everything else, but near things are more related
than distant things” (49, 54). Based on this assumption, several spatial regression
approaches have emerged in the field of spatial econometrics, which incorporate spatial
dependency and neighbourhood effects in spatial regression modelling. These
approaches have been also widely applied in spatial epidemiological studies (11). The
major spatial econometric regression approaches applied in public health can be further
divided into simultaneous autoregressive (SAR) and conditionally autoregressive (CAR)
regression models (55).

The SAR model family can be further distinguished into three different regression
models, depending on where the spatial autocorrelation is thought to occur. Spatial
autocorrelation may either be present in the dependent variable only (spatial-lag
model), simultaneously in the dependent variable and the independent variables
(lagged-mixed model) or only in the error terms and thus neither in the dependent or
independent variables (spatial-error model) (56).

The CAR model is – to an extent – similar to the SAR model as it also incorporates
the effect of spatial dependency in the regression parameters. The main difference
between a SAR and a CAR model is that the CAR model is usually modelled in a Bayesian
framework using Markov chain Monte Carlo (MCMC) simulations (57), whereas the SAR
models are frequentist approaches to spatial regression modelling (11).

**Geographically weighted regression modelling**

The OLS model and both spatial econometric regression families – the SAR and
CAR models – are global in nature and estimate only one single coefficient per
explanatory variable. The effect of a possible explanatory variable is expected to have
the same impact on the modelled outcome of interest in the entire study area (56).

However, given the influence of cultural, social and environmental processes on
an individual and ecological level on disease occurrence (1), the assumption that an
explanatory variable has the same effect in all locations of the study area is fairly
unrealistic – especially for larger geographic areas (16). Logically, associations should
be allowed to vary over space in a spatial regression approach to realistically capture
the association between an explanatory variable and disease occurrence.

Geographically weighted regression (GWR) modelling - a spatial regression
modelling approach capable of analysing spatially varying associations - was originally
developed to model the associations between house prices and house characteristics (16) and has since its introduction gained increasing attractiveness in spatial epidemiological studies (58, 59). GWR has been widely used to identify location-specific demographic and socio-economic population characteristics for both, chronic diseases (3, 60) as well as infectious diseases (31, 32).

The statistical concept behind GWR is to use a circular kernel, which moves over the coordinates of the study region. The centre of the kernel is the regression point. The observations within the kernel are weighted with decreasing intensity towards the edge of the kernel with observations outside the kernel receiving a weight of zero in the regression equation. GWR provides a vast amount of flexibility: The regression family can be either Gaussian, or can be specified as a generalized linear model such as Poisson or logistic regressions. The kernel can be specified with a fixed kernel in km or an adaptive kernel specified as the number of observations included inside the kernel. The optimization of the kernel-bandwidth can be specified manually or can be automated using Akaike’s corrected Information Criterion (AICc), Akaike’s Information Criterion (AIC), Cross Validation (CV) and Bayesian Information Criterion (61). The kernel may take the form of a Gaussian, bisquare, exponential, tricube and boxcar kernel (62). The goodness-of-fit statistics of a GWR can also be compared to those of a global spatial regression approach to test the hypothesis that a local regression approach provides a better fit to the data than a global approach (62, 63).

**Aims and outlines of this thesis**

The overall aim of this thesis is to evaluate how GIS and spatial epidemiological methods are useful to inform evidence-based strategies in public health. There are three main applications where GIS and spatial epidemiological methods could be potentially useful:

1. Demand-based planning and allocation of healthcare
2. Evidence-based prevention strategies
3. Detection of outbreaks for public health surveillance

For the first aim, the spatial distribution of type 2 Diabetes Mellitus based on data of a large health insurance provider in Germany was analysed. For the second aim, four case studies analysing demographic, socio-economic and environmental risk factors for acute undifferentiated fever in India, Hepatitis C in the Netherlands, type 2 Diabetes
Mellitus in Germany and pertussis in the Netherlands were conducted. For the third aim, the use of spatial epidemiological modelling and space-time cluster detection to identify possible pertussis outbreaks in the Netherlands was evaluated.

**Research questions**

This thesis aims to answer the following specific research questions:

1. Is there an added value of the spatial scan statistic to identify areas for prevention strategies (chapter 2, 3, 4, 6)?
2. How can GIS and spatial regression modelling facilitate demand-based allocation of healthcare (chapter 4)?
3. Is geographically weighted regression modelling a suitable method to identify location-specific risk groups for targeted prevention strategies (chapter 3, 4)?
   3.1. Which statistical properties of geographically weighted regression modelling have to be considered to obtain useful results (chapter 6)?
   3.2. What are current limitations of geographically weighted regression modelling (chapter 6)?
4. Can geographically weighted regression and space-time cluster detection facilitate the detection of possible pertussis outbreaks in the Netherlands (chapter 5)?

**Research design**

This thesis was based on four quantitative, spatial epidemiological studies. Question 1 was answered through the case studies on acute undifferentiated fever in India, Hepatitis C in the Netherlands and type 2 Diabetes Mellitus in Germany. The general relevance of local cluster tests is discussed in chapter 6. Question 2 was answered through the analysis of type 2 Diabetes Mellitus based on data of a large German health insurance provider. Question 3 was answered through the case studies on Hepatitis C in the Netherlands and type 2 Diabetes Mellitus in Germany. Questions 3.1. and 3.2. are discussed in chapter 6 based on the gained knowledge of the case studies applying GWR. Question 5 was answered through the case study on pertussis in the Netherlands.
Thesis outline

Chapter 1: This chapter introduces the aim of this thesis with specific focus on the use of GIS and spatial epidemiological methods in public health

Chapter 2 presents the first case study on acute undifferentiated fever in India

Chapter 3 presents the second case study on Hepatitis C in the Netherlands

Chapter 4 presents the third case study on type 2 Diabetes Mellitus in Germany

Chapter 5 presents the fourth and last case study on pertussis in the Netherlands

Chapter 6 discusses the main findings of this thesis
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CHAPTER 2
Case study on Acute Undifferentiated Fever in India

published as:
Abstract:

The System for Early-warning based on Emergency Data (SEED) is a pilot project to evaluate the use of emergency call data with the main complaint acute undifferentiated fever (AUF) for syndromic surveillance in India. While spatio-temporal methods provide signals to detect potential disease outbreaks, additional information about socio-ecological exposure factors and the main population at risk is necessary for evidence-based public health interventions and future preparedness strategies. The goal of this study is to investigate whether a spatial epidemiological analysis at the ecological level provides information on urban-rural inequalities, socio-ecological exposure factors and the main population at risk for AUF. Our results displayed higher risks in rural areas with strong local variation. Household industries and proximity to forests were the main socio-ecological exposure factors and scheduled tribes were the main population at risk for AUF. These results provide additional information for syndromic surveillance and could be used for evidence-based public health interventions and future preparedness strategies.
**Introduction**

The burden of disease in India is currently changing from being dominated by communicable diseases to chronic life-style related diseases. The overall burden of disease accounts for approx. 269 million disability adjusted life years (DALY) in India. Despite the epidemiological transition, communicable diseases still account for 50% of DALYs followed by 33% for non-communicable diseases and 17% for injuries (1). Infectious and parasitic diseases are the major contributor to communicable diseases followed by respiratory infections, diarrhoeal diseases and childhood diseases (1). Acute undifferentiated fever (2) is a first indicator for infectious diseases and is a major public health problem in India. The aetiology of AUF is fairly diverse and includes a wide range of infectious diseases such as dengue (3), malaria (4), typhoid (5), tuberculosis (6), hantavirus (7) and Japanese encephalitis (8).

Socio-economic disparities are a key driver not only of high rates of infectious diseases (9, 10), especially in rural areas (11), but also of a wide range of other health problems including neonatal mortality (12), inequalities in immunization coverage (13), mental disorders (14) and low birth-weight (15). The vulnerability to infectious diseases among various disadvantaged population sub-groups such as scheduled castes and scheduled tribes varies widely among and within the states of India (16), depending on the local interplay between agent, host and environmental factors (1). A spatial epidemiological approach using Geographic Information Systems (GIS) is therefore essential to estimate the impact of socio-economic and environmental (socio-ecological) characteristics on the incidence of infectious diseases. Such an approach has shown to deliver substantial background information for evidence-based public health interventions (17-19). However, reliable and complete surveillance data is scarce in India (20, 21), making the application of spatial epidemiological methods more challenging.

The federal structure of the Indian public health system with its variety of stakeholders and institutions, the increase of the private medical sector, the missing collaboration between the institutions and the multiplicity of vertically organized surveillance programs with their different systems of data collection complicate a uniform surveillance system (21). The Integrated Disease Surveillance Project (IDSP) was initiated in 2004 by the Ministry of Health and Family Welfare (MOHFW) with financial help of the World Bank and technical assistance of the World Health Organization (WHO) and the US Centers for Disease Control and Prevention (CDC). The
The goal of this project was to connect all district hospitals and medical colleges to establish a decentralized, state-based disease and syndromic surveillance system (22). However, this approach is not spatially inclusive as the IDSP still faces problems to include data from the private medical sector and therefore underestimates the burden of disease. The current approach to estimate the burden of disease relies on fragmentary databases derived usually from public medical facilities that serve only a small fraction of the population (21). The importance of including the private medical sector into disease surveillance can best be described by the following numbers: After the turn of the millennium, 67% of all hospitals, 63% of all pharmacies and 78% of all doctors were employed within the private medical sector (11). Additionally, the IDSP still remains suboptimal for the control of infectious diseases. The surveillance data is often delayed, unreliable, inconsistent and the reporting rates display strong regional differences (23).

The System for Early-warning based on Emergency Data (SEED) is a pilot project set up by GVK Emergency Management Research Institute (GVK EMRI), India’s largest private emergency medical service provider, and GEOMED Research to evaluate the use of emergency call data with the main complaint fever for syndromic surveillance of infectious diseases in India (24, 25). The project is closely linked to the European Emergency data-based System for Information on, Detection and Analysis of Risks and Threats to Health (SIDARTHa), (26).

GVK EMRI currently operates in 14 states and 2 union territories of India, providing a chance to set up a large-scale syndromic surveillance system covering a large part of the population. The emergency call data are automatically captured using Computer Telephone Integration technology. These data are standardized, available in near real-time, spatially inclusive at fine geographic scales for the covered areas and allow the use of symptom-based data on AUF to estimate the burden of infectious diseases in areas where reliable surveillance data are not available (4, 8, 24).

While the general use of syndromic surveillance lies in the observation of spatial variations of common illnesses over time (27, 28) and the detection of potential disease outbreaks (24, 29), a purely spatial, cross-sectional epidemiological analysis at the ecological level may provide additional information about socio-economic and environmental risk factors (8, 17, 30).

Infectious diseases presenting with symptoms of fever such as malaria, dengue and typhoid are driven by socio-economic, demographic and environmental characteristics (19, 31, 32) and typically display higher rates in rural areas of India (11).
Location-based knowledge on socio-ecological exposures and the population at risk is critical to allocate scarce financial resources (11). Such knowledge informs future preparedness strategies, for example through targeted distribution of insecticide treated bed nets.

The goal of this study is therefore to examine whether a spatial epidemiological analysis at the ecological level provides background information on the main socio-ecological exposure factors and the population at risk for evidence-based public health interventions and future preparedness strategies. Specifically, we hypothesize (i) that AUF displays higher rates in rural areas as compared to urban areas (ii) that AUF is distributed unequally across space and (iii) that AUF is associated with lower socio-economic status.

**Methods**

**Study area**

SEED was set up as a pilot project in three districts of Andhra Pradesh (AP), India. These three districts were selected by GVK EMRI based on their proportion of infant mortality rates, female literacy, urbanization, proportion of reported fever and infection cases and proportion of scheduled caste and scheduled tribe population to ensure a representative sample within Andhra Pradesh (25). Srikakulam district was chosen for this study because it has the largest proportion of fever among the three selected districts. A community level household survey estimated the prevalence of fever to be 16.7%. A more detailed analysis revealed that 18% of these fever cases were attributable to malaria, 8% to typhoid and 4% to dengue and the remaining 72% to AUF (25). The district is characterized by a long coastline in the east and forested areas in the northern and north-western parts. Srikakulam has a population of 2.54 mio inhabitants according to the Census of India 2001 (33). The smallest administrative units in rural areas of India are villages, which can be defined as areas with (i) a maximum population of 5,000 inhabitants, (ii) a maximum of 75% of the male population employed in the non-agricultural sector and (iii) a maximum population density of 400 inhabitants per km² (33). Mandals are the smallest administrative unit in AP for which a wide variety of population statistics are available and comprise between 27,141 and 187,132 inhabitants in Srikakulam district (33). The district is predominantly rural and contains 11% of urban population, which is far lower than the average of 27.3% in Andhra Pradesh (33). The literacy rate may be considered as low with only 54% as compared to...
60% for the AP average. Srikakulam has a lower proportion of scheduled caste population with 9.5% as compared to the AP average of 16.0%. The proportion of scheduled tribes is slightly higher with 7.1% than the AP average of 7%.

\[ \text{Fig.1: Study Area, 2008} \]

**Data**

**Outcome variable**

Emergency call data with the main complaint AUF were used as indicator for infectious diseases. The emergency call data were provided by GVK EMRI and were available for the time period January 1st to December 31st, 2008. 8,062 AUF calls were recorded for the year 2008 in Srikakulam district. The emergency call data were available on village level and were aggregated to mandal level to be able to use population data, which were obtained from the Census of India 2001 (33). The calculated risk expressed as the number of AUF cases for 2008 per 100,000 inhabitants for each mandal was used as the dependent variable in the regression model.

**Explanatory variables**

We included environmental factors associated with vector-borne diseases resulting in AUF such as rainfall (34, 35) and proximity to forests (36, 37). Annual Rainfall data were obtained for the year 2008 based on mandal level from the
Directorate of Economics and Statistics, Hyderabad, Andhra Pradesh, India. Data on forest cover were downloaded from Open Street Map (38). We visually checked the accuracy of the Open Street Map layer. Although not 100% accurate, we found this dataset superior than available raster datasets and sufficient for our analysis. The distance to forests was calculated as distance of the AUF emergency calls on village level to forest, averaged per mandal. To determine whether AUF follows a distinctive socio-economic gradient, we included several socio-economic variables from the Census of India 2001. An overview over all candidate explanatory variables is given in table 1. These variables include the sex ratio for the total population as well as for the child population (aged 0-6) measured as number of female persons per 1,000 male persons. The proportion of scheduled caste and scheduled tribes represents the lowest socio-economic status since these two population groups are historically disadvantaged and have the lowest socio-economic status within the Indian society (39). Literacy rate contains all persons aged seven and older, who are able to read and write in any language. Literacy rate is an important predictor for understanding health-education messages and awareness of health-programs (40). Employment status was split in several categories: General work participation and proportion of main workers were included as indicator for the ability to pay for health-related costs. The variable non-workers includes persons with no personal income and is therefore an indicator for the proportion of persons unable to pay out of pocket for medical expenses. Cultivation and agricultural labour were included as potential predictors for exposure to zoonotic diseases resulting in AUF (7, 41). Household industries are traditionally home-based and are characterized by their high level of exploitation and are another indicator of low socio-economic status (16). Other workers was included as indicator for a higher socio-economic status since this category encompasses work, which requires higher levels of education and therefore generates higher wages such as teachers, municipal servants and government employees. The variable population density was calculated as number of inhabitants per km². All socio-economic variables and their definitions were obtained from the Census of India 2001 (33). Although the census data used in this study are from 2001, new data from the Census of India were not yet available on mandal level during the time of the analysis.
Table 1: Candidate explanatory variables. N = 38

<table>
<thead>
<tr>
<th>Variable</th>
<th>Source</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Children aged 0-6</td>
<td>Census of India</td>
<td>13.4%</td>
<td>0.9%</td>
</tr>
<tr>
<td>Sex ratio total population</td>
<td>Census of India</td>
<td>1014</td>
<td>38</td>
</tr>
<tr>
<td>Sex ratio child population</td>
<td>Census of India</td>
<td>969</td>
<td>22</td>
</tr>
<tr>
<td>Scheduled caste</td>
<td>Census of India</td>
<td>9.4%</td>
<td>4.1%</td>
</tr>
<tr>
<td>Scheduled tribe</td>
<td>Census of India</td>
<td>7.1%</td>
<td>14.6%</td>
</tr>
<tr>
<td>Literacy rate</td>
<td>Census of India</td>
<td>54%</td>
<td>6.7%</td>
</tr>
<tr>
<td>Work participation</td>
<td>Census of India</td>
<td>48.5%</td>
<td>4.3%</td>
</tr>
<tr>
<td>Main workers</td>
<td>Census of India</td>
<td>35.1%</td>
<td>4.9%</td>
</tr>
<tr>
<td>Cultivation labour</td>
<td>Census of India</td>
<td>23%</td>
<td>6.4%</td>
</tr>
<tr>
<td>Agricultural labour</td>
<td>Census of India</td>
<td>47.7%</td>
<td>8.8%</td>
</tr>
<tr>
<td>Household industries</td>
<td>Census of India</td>
<td>4%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Other workers</td>
<td>Census of India</td>
<td>25.3%</td>
<td>12.3%</td>
</tr>
<tr>
<td>Population density</td>
<td>Census of India</td>
<td>420.6</td>
<td>172.9</td>
</tr>
<tr>
<td>Annual Rainfall / mandal</td>
<td>Dir. of Econ. and Stat.</td>
<td>1027mm</td>
<td>331mm</td>
</tr>
<tr>
<td>Distance to forests</td>
<td>Open Street Map</td>
<td>9.5km</td>
<td>8.1km</td>
</tr>
</tbody>
</table>

**Analytical methods**

The methodology applied in this study follows closely the recommendations of the CDC to investigate suspected clusters of cancers (42) and has also been widely applied in a comparable manner to investigate clusters of infectious diseases (8, 17): We created a thematic map displaying the relative risk for each administrative unit; determined spatial clusters where the number of observed cases is higher than the expected cases; and applied a kernel density estimation to visualize the number of cases on village level. We then determined significant explanatory variables through OLS regression.

**Exploratory disease mapping**

To facilitate visual interpretation of the underlying disease process, the relative risk (RR) was calculated for each administrative unit. A map of the RR displays the ratio of observed to expected cases for each administrative unit and represents how much more common an event in this location is as compared to the global average (43). Spatial
Empirical Bayes smoothing of the relative risk was considered useful in this study since the population at risk displayed a strong variation between the administrative areas. This leads to a large variance of the relative risk in areas where the underlying population is small and a small variance in areas where the underlying population is large (44). The RR estimates were smoothed towards a local mean by using a nearest neighbour approach. The neighbours were defined as areas sharing a common edge or boundary (45). We preferred a locally weighted Empirical Bayes smoothing approach over a global approach due to the occurrence of local clusters inherent in our data. The computation was carried out using the EBlocal function of the spdep package available in R (46, 47). For visualisation, the results were then imported in ESRI ArcGIS 10.1.

**Local cluster detection**

To determine administrative areas where the number of observed cases is significantly higher than the expected cases, the spatial scan statistic was applied to search for local clusters of elevated RR. We used the Poisson model where, under the null hypothesis, the cases of AUF follow an inhomogeneous Poisson process (48). We selected the number of AUF cases in 2008, population from the census of India 2001 and the centroid coordinates for each mandal as necessary input data. The spatial scan statistic imposes a circular scanning window over the study area, flexibly in size and position. In this study, we evaluated clusters with 10% of the population at risk. This was done to detect spatial clusters as precisely as possible since the default setting of 50% is more likely to produce results of no practical use (49). The spatial scan statistic compares the observed and expected number of cases inside the scanning window to the area outside the scanning window. The calculation of the maximum likelihood is based on the number of observed and expected cases inside and outside the scanning window. The scanning window with the maximum likelihood and more cases than expected is the most likely cluster. The statistical significance is based on 999 Monte-Carlo replications where the null hypothesis of complete spatial randomness is rejected in this study if the p-value is less than 0.05 (50). The application of the spatial scan statistic was performed in Kulldorf’s SaTScan software version 9.2 (51).

**Kernel density estimation**

The kernel density estimation was used as a complementary tool to visualize the spatial distribution of AUF emergency calls within the spatial clusters. The mandals to
calculate the RR are fairly large spatial units and therefore mask important variations on village level. The kernel density estimation is an interpolation technique that creates a continuous surface derived from a point pattern that allows an easier identification of densely distributed features. This is done by placing a symmetrical mathematical function over each point, the so-called kernel, which has its peak directly over the point with decreasing intensity towards the edge of the function. The distance from the point towards the edges is the bandwidth and determines the amount of smoothing inherent in the kernel density estimation (52). Of the 8,062 fever emergency calls in 2008, 7,366 (91.4%) could be successfully matched with an already existing geodatabase, which contained the coordinates of the village centroids. These village coordinates served as input point pattern for the analysis. In this study, we chose a quartic distribution as mathematical function for the kernel and evaluated bandwidths of 1, 3 and 5 kilometres. We found that a bandwidth of 3 km yielded the best results for our analysis. The calculation of the kernel density estimation was performed using the CrimeStat III software (53). The results were imported in ESRI ArcGIS 10.1 and were displayed together with the layers for forest cover.

Regression analysis

The next step of our analysis was to model the influence of potential explanatory variables on the incidence of AUF. We specified our explanatory variables using following criteria: The coefficients are statistically significant and have the expected sign; the explanatory variables do not display multicollinearity and the residuals are normally distributed and are not spatially autocorrelated (54). In order to achieve normality of the dependent variable, the dependent variable was transformed using a natural log-transformation (55, 56). To find a meaningful model, we used a data-mining tool called Exploratory Regression, which is available in ESRI ArcGIS 10.1. This tool is comparable to a step-wise regression. However, this tool identifies variable combinations in an OLS regression model that meet all requirements outlined above (18, 57). The most parsimonious model with the lowest AIC value was used for further analysis. We then applied OLS regression in OpenGeoDa 1.2.0 (58). The calculation of Moran’s I to detect spatial autocorrelation of the residuals was based on first order queen contiguity where neighbours share a common edge or corner (54).
Results

**Difference between urban and rural risks for acute undifferentiated fever**

The overall incidence of AUF was 317 per 100,000 inhabitants. Higher risks could generally be observed in purely rural areas (RR = 1.20, 95% CI: 0.64 - 1.75) as compared to mandals containing urban areas (RR = 0.66, 95% CI: 0.36 - 0.96).

**Spatial inequalities of acute undifferentiated fever**

Higher risks were concentrated in the northern parts of the district in close proximity to forests (Fig. 2). The spatial scan statistic detected two clusters. The most significant cluster was located in Seethampeta mandal (p<0.001, RR = 9.7, 1621 cases), which is characterized by a high proportion of forest cover. The second cluster consisted of the three mandals Meliaputti, Nandigam and Tekkali (p<0.001, RR = 1.74, 943 cases), which are also characterized by their high proportion of forest cover. The kernel density estimation revealed that AUF cases were concentrated in close proximity to, and within a forest in Seethampeta mandal. Especially Seethampeta village stands out with 824 AUF cases. This village contains the largest number of AUF cases per village within the study area. The second largest number of AUF cases within Seethampeta mandal was observed in Pedarama village with 131 cases in close proximity to Seethampeta village. In the second spatial cluster, three concentrations stand out: The town Tekkali with 160 cases, the village Nandigam with 74 cases and the village Meliaputti with 108 cases. A spatial pattern from Meliaputti heading into the forest is visible, leading through the village Padda with 41 cases and Nelabonthu with 29 cases.
**Fig. 2:** Spatial clustering of AUF in Srikakulam District, 2008. Crosshatched areas indicate local clusters detected by the spatial scan-statistic.

**Socio-ecological exposure factors for acute undifferentiated fever**

The model with the lowest AIC value and the most plausible explanation was used as the final OLS regression model, which included three explanatory variables: Percentage of scheduled tribe population, distance to forests and proportion of household industries. This model explained 66.2% of the variation in AUF emergency calls (Adj. R-squared: 0.6619). The model met all requirements for a properly specified OLS model: The model performance was overall statistically significant (F-statistic: 25.151, p<0.001). The coefficients had the expected signs (table 2) and did not display multicollinearity (multicollinearity condition number 7.408). The residuals were normally distributed (Jarque-Bera test: 1.186, p>0.05) and were not spatially autocorrelated (Moran’s I: 0.611, p>0.05). The Lagrange multiplier tests (LM-lag and LM-error) did not show any spatial dependence (LM-lag: 0.511, p>0.05; LM-error: 0.199, p>0.05) implying that a spatial error model or a spatial lag model would not enhance the
analysis. The coefficients revealed that the incidence of AUF is positively associated with the proportion of scheduled tribes. An increase of 1% of scheduled tribes population will increase the incidence of AUF by 3%. Proportion of household industries was also positively associated with the incidence of AUF. An increase of 1% of household industries will increase the incidence of AUF by 11.6%. The distance to forest was negatively associated with the occurrence of AUF. 1km more distance to forests will decrease the incidence of AUF by 0.047%.

Table 2: Ordinary least squares (OLS) regression coefficients

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheduled tribes</td>
<td>3.04758</td>
<td>0.58251</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Househ. industries</td>
<td>11.60569</td>
<td>5.50590</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>Dist. to forest (m)</td>
<td>-0.04664</td>
<td>0.01055</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

By examining the spatial distribution of scheduled tribes (fig. 3), it becomes evident that the proportion of scheduled tribes has a strong link to the incidence of AUF. Especially Seethampeta mandal stands out. In this area, the relative risk is almost 10 times as high as the district average while the proportion of scheduled tribes with 87% is almost 12 times as high as the district average. Comparable findings can also be observed for Meliaputti and Pathapatnam; the incidence of AUF and the proportion of scheduled tribes in these mandals are twice as high as compared to the district average. In contradiction, in the mandals around Srikakulam city, very low relative risks and very low proportions of scheduled tribes can be observed. The association between household industries (fig. 4) however, are not as clear as for scheduled tribes. While it is obvious that household industries have no influence on the occurrence of AUF in Seethampeta mandal, the influence in the mandals Meliaputti, Pathapatnam and the northern mandals Kaviti and Kanchili is probably higher. The incidence of AUF shows a strong link to forested areas, especially in the most significant cluster in Seethampeta mandal but also in the second significant cluster in the mandals Meliaputti, Nandigam and Tekkali.
Discussion

The main findings of this study were that (i) rural areas display higher risk towards AUF as compared to urban areas (ii) that AUF is unequally distributed across mandals in Srikakulam and (iii) that scheduled tribes are the main population at risk.
and household industries and proximity to forests are important socio-ecological risk factors for AUF.

**Higher risk of acute undifferentiated fever in rural areas**

Our results suggest that the risk of AUF is higher in rural areas as compared to urban areas. These results correspond to previous findings for infectious diseases resulting in fever and corresponds well to the current health situation in rural India (11). A nationally representative survey estimated the spatial distribution of the incidence of deaths attributable to malaria in India. 90% of estimated deaths attributable to malaria occurred in rural areas and displayed strong local variation (59). Dengue fever in contrast, changed over time from being predominantly urban in India to gaining a strong impact in rural areas, especially in areas with dense forest (60). A wide range of other diseases such as diarrhoeal diseases and diseases carried through the air are more common in rural areas than in urban areas such as typhoid and tuberculosis and are attributable to unclean water, exposure to unhealthy living conditions and poor nutrition (11). The high correlation between the proportion of AUF emergency calls to the total emergency demand and the proportion of fever within the population as indicated through the community level household survey (25) indicates that AUF emergency calls might be a realistic indicator to estimate the burden of infectious diseases within the population. The spatial inclusiveness of these data is not only likely to show a higher incidence of infectious diseases than surveillance data would suggest but provides additionally a more reliable foundation to analyse risk factors associated with AUF than the current data of the IDSP, which is suffering from unreliable and strong regional differences in reporting rates (23).

**Spatial inequalities of acute undifferentiated fever**

The disease mapping approach and the spatial scan statistic revealed that AUF displays strong local variation, both on mandal level as well as on village level. This variation at local level as well as the occurrence of local clusters corresponds well to previous findings analysing infectious diseases using the spatial scan statistic (61-63). However, the full potential of the spatial scan statistic was not employed here as we followed a purely spatial approach and did not search for spatio-temporal clusters. A prospective spatio-temporal cluster detection might provide an additional value for an
early-warning system based on EMS data to detect potential disease outbreaks as early as possible (29).

**Socio-ecological exposure factors for acute undifferentiated fever**

Based on the OLS regression, we found that proportion of scheduled tribes, proportion of household industries and proximity to forests were predictors of AUF and explained 66.2% of the spatial variation of risk towards AUF. AUF risk was strongly associated with the proportion of scheduled tribes and is therefore highly correlated to the most disadvantaged population group. These results correspond to other findings from the literature showing that low socio-economic status is an important predictor of elevated rates of infectious diseases in India (9, 64, 65), especially in rural areas (10, 11). Indigenous population groups belong to the poorest and most disadvantaged population groups in India and research on the health of this population group is often restricted to a sample of a specific indigenous population group (66). Indigenous people are living often close to forest areas and are disease prone as access to health services often is limited (67). Our results deliver statistical evidence for this relationship. Resulting interventions could be aimed directly at remote tribal populations to identify the underlying reasons that lead to a high vulnerability to infectious diseases. These reasons might consist of adverse distribution and poor treatment capacities of public primary healthcare facilities (68), lower willingness to attend public or private health care facilities due to high out of pocket costs and loss of productivity due to absence from work (69). The detection of spatial clusters might indicate areas for collecting blood samples to identify the underlying pathogens causing AUF (70). The significant association of AUF to scheduled tribes and household industries in turn might lead to initiatives such as the provision of insecticide treated bed nets (71) or indoor residual spraying (72).

**Limitations**

Our study has several limitations: The emergency calls with the main complaint AUF comprise a very broad category of potential underlying infectious diseases. This allows only an estimation of the impact of socio-economic and environmental determinants on the general incidence of certain infectious diseases but does not necessarily allow a first clue about the underlying disease itself. As shown in other studies, the complaint fever could be divided into more specific syndromes such as acute
encephalitis syndrome (AES) (4). Such an approach has shown to allow a detailed spatial analysis of landscape risk-factors associated with Japanese encephalitis (8) and could result in more detailed knowledge about contributing ecological factors. The use of emergency calls for this study limits the explanatory power for urban areas. Due to the higher availability of transportation as well as higher availability of medical infrastructure in urban areas, the use of emergency medical services may not be the first option to use. (73). This highlights the need to incorporate other data-sources as well. Urban Malaria is a major public health problem in India (64) and a strong contributor to the overall number of AUF cases in Srikakulam (25). Another limitation could be the knowledge of GVK EMRI’s 108 toll free emergency hotline. We were unable to verify if the service is equally popular within the district or if there are any notable spatial gaps of advertisement. Potentially, this could lead in areas with high advertisement to more frequent use and in areas with low advertisement to an under-utilization of this service. It would be interesting to compare the results of our analysis with results based on laboratory confirmed cases of infectious diseases to see whether our results differ widely from results conducted using laboratory confirmed cases. However, given the current scenario of disease surveillance in India, such a comparison is not possible (21). The number of explanatory variables available from the Census of India on mandal level was very limited. We would have favoured to include different age groups as additional explanatory variables to analyse which age group is most at risk. Additionally, other important variables such as bed-net use, housing materials, accessibility to health care providers and distance to water bodies as indicator for a potential vulnerability to vector-borne diseases (18) were not available for this study. The administrative units we used in this study are fairly large areas. Although we displayed the number of cases on village level using a kernel density estimation, we could not display the incidence rate or create a spatial regression model on this scale since the necessary census data were not available on village level during the time of the analysis. This limitation decreases the explanatory power of the kernel density estimation. Additionally, we would have favoured a Geographically Weighted Regression (GWR) to account for spatial heterogeneity. However, since our study area consisted only of 38 administrative units, the results would have been unreliable. Páez et al. point out that the use of GWR for small datasets with less than 160 administrative is not advisable (74). Current studies benefitting from the application of GWR usually focus on fairly large datasets (17, 18, 30, 75). This limitation underlines, that future research on risk factors should focus on
analysing AUF emergency calls on larger areas such as whole states to be able to capture spatial heterogeneity of socio-economic and environmental determinants within regression models. Such an approach could enhance the use of symptom-based data to explain the range of contributing factors to AUF.

Conclusions

We used EMS data with the main complaint acute undifferentiated fever as indicator for infectious diseases and linked AUF to socio-ecological exposure factors.

Our results display that the spatial distribution of AUF follows closely the current scenario of infectious diseases in India as it reflects a higher vulnerability to fever in rural areas, spatial heterogeneity at local levels and a strong association with lower socio-economic status. This in turn highlights the value of AUF emergency calls to monitor the spatial distribution of infectious diseases in areas where reliable surveillance data are not available. Additionally, our approach shows that an epidemiological analysis at the ecological level using emergency call data could be used to identify main socio-ecological exposure factors and the main population at risk. These results might be relevant for future preparedness strategies and targeted, evidence-based public health interventions and provide additional information for syndromic surveillance. Our approach also stresses the importance and possibilities of including private medical institutions in surveillance activities. We hypothesize that our approach is useful not only for Srikakulam district, but also could be an effective way of guiding evidence-based public health interventions and future preparedness strategies in India where spatial EMS data are available.
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CHAPTER 3
Case study on Hepatitis C in the Netherlands

published as:
Abstract

**Background:** Hepatitis C Virus (HCV) infections are a major cause for liver diseases. A large proportion of these infections remain hidden to care due to its mostly asymptomatic nature. Population-based screening and screening targeted on behavioural risk groups had not proven to be effective in revealing these hidden infections. Therefore, more practically applicable approaches to target screenings are necessary. Geographic Information Systems (GIS) and spatial epidemiological methods may provide a more feasible basis for screening interventions through the identification of hotspots as well as demographic and socio-economic determinants.

**Methods:** Analysed data included all HCV tests (n=23,800) performed in the southern area of the Netherlands between 2002-2008. HCV positivity was defined as a positive immunoblot or polymerase chain reaction test. Population data were matched to the geocoded HCV test data. The spatial scan statistic was applied to detect areas with elevated HCV risk. We applied global regression models to determine associations between population-based determinants and HCV risk. Geographically weighted Poisson regression models were then constructed to determine local differences of the association between HCV risk and population-based determinants.

**Results:** HCV prevalence varied geographically and clustered in urban areas. The main population at risk were middle-aged males, non-western immigrants and divorced persons. Socio-economic determinants consisted of one-person households, persons with low income and mean property value. However, the association between HCV risk and demographic as well as socio-economic determinants displayed strong regional and intra-urban differences.

**Discussion:** The detection of local hotspots in our study may serve as a basis for prioritization of areas for future targeted interventions. Demographic and socio-economic determinants associated with HCV risk show regional differences underlining that a one-size-fits-all approach even within small geographic areas may not be appropriate. Future screening interventions need to consider the spatially varying association between HCV risk and associated demographic and socio-economic determinants.
CHAPTER 3: Case study on Hepatitis C in the Netherlands

Introduction

Hepatitis C virus (HCV) infections are a major cause of liver diseases and are the leading cause for liver cirrhosis worldwide (1). The World Health Organization estimates that 123 million people globally are infected with HCV (2). A major challenge for public health response to HCV is its mostly asymptomatic nature and therefore the limited number of HCV positive individuals aware of their HCV status. Infected, but undiagnosed persons are an important source for further transmission (3). Several studies estimated the proportion of asymptomatic infections to account for 70% (4, 5) to 90% (6) of acute infections, leading to only a small proportion of infected individuals seeking medical attention for symptoms related to HCV infection (7). It is estimated that less than one-third of HCV infected individuals are aware of their HCV status (8-10). Many infections are either undetected or are detected at a late stage. Highly effective therapeutic options for HCV are becoming available, (11, 12) but logically only to persons, who’s HCV infection is diagnosed.

To provide an opportunity for treatment of HCV positive persons, which are yet undiagnosed and therefore currently hidden to care, preventive screening is necessary. The HCV prevalence and its associated risk factors varies considerable between countries (13, 14). Past interventions focused on the population in general were not very cost-effective, especially in countries where the overall HCV prevalence is low. In the Netherlands, the HCV prevalence in the Dutch adult population is estimated to be relatively low with 0.2%, although estimates vary between 0.1 and 0.4%, depending largely on the study design and population studied (15, 16). A meta analysis on the effectiveness of screening interventions suggests that for low HCV prevalence populations, pre-screening selection criteria should be used to increase efficiency (17). The World Health Organisation (WHO) recommends in its new guidelines to offer HCV tests to people with high risk behaviour and to people from high risk populations (18). These target populations include transmission risk groups such as injecting drug users (IDU) (5, 10, 11), blood transfusion recipients (3), surgery and dialysis patients (13), professionals in patient care (5), immigrants from endemic countries (13), persons with low socio-economic status (5) and HIV positive men who have sex with men (MSM) (3). However, screening approaches to target these risk groups have not been shown to be effective in revealing the totality of hidden cases as the identification of people who belong to such risk groups in the first place appeared to be quite challenging. Furthermore, in the Netherlands it had been shown that a substantial part (25%) of all
HCV infections is not attributable to any of the aforementioned risk groups and is therefore not included in screening interventions targeted at risk groups (16). Although the prevalence of HCV in the US is higher with an estimated 2% (19), the Center for Disease Control (CDC) similar to the WHO advises screening of persons in risk groups (IDU, blood transfusion or organ transplant recipients before July 1992, health care personnel with history of exposure and born to an HCV-positive mother) (20). However, these criteria appeared also in the US difficult to include in practical screening interventions (10). As a result, future screening interventions need to find characteristics of HCV that are more practically applicable than the risk groups and behavioural factors outlined above.

Other relevant factors than behavioural and demographic risk factors associated with HCV are socio-economic characteristics. As for many infectious diseases, including HCV, lower socio-economic status tends to be associated with higher prevalence (1, 13, 21, 22). The identification of socio-economic determinants provides a more practically applicable basis for screening interventions (10), as population characteristics are typically available within population data (23). The application of Geographic Information Systems (GIS) is essential to display the spatial heterogeneity of disease risk and to quantify the impact of socio-economic determinants on the incidence of infectious diseases (22, 24).

Exploratory disease mapping and local cluster tests have shown to help identifying areas with statistically significant high risks (often referred to as hotspots or clusters) for prioritizing future interventions for Hepatitis C in the mainland of China (25) as well as many other infectious diseases including HIV (26), *Chlamydia trachomatis* and *Neisseria gonorrhoea* (27).

The increasing availability of a wide range of population-based variables allows a detailed analysis of demographic and socio-economic determinants of disease risk using spatial regression models at the ecological level (24, 28, 29). With respect to HCV, it has been shown that not only prevalence varies between and within countries, but also the association between risk factors and HCV prevalence (13), highlighting the necessity to account for local variation in spatial regression models for HCV.

In settings where strong local variation of the association between disease risk and possible determinants can be expected, geographically weighted Poisson regression models (GWPR) have proven to be very effective to measure the spatially varying
association between possible determinants and disease risk. This in turn, often led to the conclusion that the determinants of a specific disease depend largely where infected populations live, allowing public health preventions to be targeted directly at those population groups, that are most at risk in a specific location (30-32).

The aim of this paper is therefore to (i) determine hotspots for future screening interventions using the spatial scan statistic and (ii) to assess demographic and socio-economic determinants of HCV risk within these hotspots using GWPR to facilitate targeted, evidence-based screening interventions aimed directly at risk-groups.

Data and Methods

Ethics Statement

The medical ethics committee of the Maastricht University Medical Centre (Maastricht, the Netherlands) approved the study (11-4-136) and waived the need for consent to be collected from participants. Since retrospective data originated from standard care (in which one can opt-out for the use of their data for scientific research) and were analyzed anonymously, no further informed consent for data analysis was obtained.

Dependent Variable

The dependent variable consisted of the HCV diagnoses that were made in the southern part of the province Limburg, the Netherlands between January 1st, 2002 and December 31st, 2008, comprising an adult population of 500,955 in 2008 (10, 33). The diagnoses were retrieved from HCV test data that were provided by three hospital laboratories, which perform tests on HCV upon request of nearly all care providers serving the area. In total 23,800 HCV tests were conducted of which 823 unique patients were tested positive. According to screening procedures in the Netherlands, HCV antibodies were detected with an ELISA. Confirmation was performed with an immunoblot and/or polymerase chain reaction (PCR). When an acute infection was suspected or when the patient was HIV positive or on hemodialysis, only PCR was used for screening. In the current study, we defined a positive confirmation test or PCR as a positive case. Of these 823 unique positive individuals, 781 had valid postal codes assigned and were included in the analysis. Next to postal code and HCV test result, the laboratory dataset included sex and age (10).
Explanatory Variables

We assessed several demographic and socio-economic variables for their association with HCV risk. The data for these variables were downloaded from the Central Bureau for Statistics Netherlands. In this study, we used data and map sources from the Statline database 2009 (33) (Table 1). The data were available on neighbourhood level and had to be matched to the four-digits postal codes of the HCV data. A neighbourhood is a part of a municipality with a homogenous socio-economic structure (33, 34). Due to privacy restrictions, socio-economic data on neighbourhood level is only available for neighbourhoods with more than 50 persons, 200 persons, 10 households and 70 households, depending on the respective variable (33). We therefore aggregated to the four-digits postal codes based on those neighbourhoods, for which socio-economic data was made available.

Demographic variables included stratified population data for 2012 on four-digits postal code level (10) (16). The population data was extracted from customised data by Statistics Netherlands (Extraction date: 20/02/2013).

Socio-economic variables included marital status (proportion of residents that were married, unmarried, divorced, or widowed)(35), proportion of non-western immigrants (16), proportion of one-person households, proportion of households without children, average income (10, 36), proportion of persons having low income (36) (defined as an income below 19,200 Euro per year (33)), households having low purchasing power (defined as households having less than 9,250 Euro available per year (33)), households having low income (36) (defined as households with an annual income below 25,100 Euro (33)), households below social minimum and mean property value as indicator for potential area deprivation (10, 33).

Table 1: Explanatory variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Average</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Married (%)</td>
<td>44.7</td>
<td>1.0</td>
<td>62.0</td>
</tr>
<tr>
<td>Unmarried (%)</td>
<td>40.9</td>
<td>96.0</td>
<td>15.0</td>
</tr>
<tr>
<td>Divorced (%)</td>
<td>3.8</td>
<td>0.0</td>
<td>10.6</td>
</tr>
<tr>
<td>Widowed (%)</td>
<td>6.8</td>
<td>0.0</td>
<td>48.0</td>
</tr>
<tr>
<td>Non-western immigrants</td>
<td>4.8</td>
<td>0.0</td>
<td>14.2</td>
</tr>
</tbody>
</table>
### Exploratory Disease Mapping

We calculated the prevalence rate of HCV and the relative risk (RR) for the adult population aged between 16 and 65.

The RR estimates provide useful information how common HCV infection in a specific location is as compared to the global baseline (37). We additionally applied spatial empirical Bayes smoothing since the population at risk displayed strong regional variation. This leads to a large variance of the prevalence rate and the relative risk especially in areas where the underlying population is small (38). Due to strong regional variation in the HCV prevalence, we applied a local smoothing approach. The prevalence rates and the RR were therefore smoothed towards a local mean where the neighbours were defined as areas sharing a common edge and a common boundary (39). The calculation of the spatial empirical Bayes smoothing was carried out using OpenGeoDa 1.2.0 (40) and the results were then imported in ESRI ArcGIS 10.1.

### Global Cluster Detection

To test whether there is spatial autocorrelation of the HCV prevalence, we used Moran’s I. Moran’s I is a widely used global cluster test, which determines the degree of clustering or dispersion within a data set. The resulting values may range from 1 (perfect correlation), 0 (complete spatial randomness) to -1 (perfect dispersed) (41). For the HCV data, a positive spatial autocorrelation means that postal code areas with...
high HCV prevalence are close to other postal code areas with high HCV prevalence. For this study, we defined adjacency as postal code areas sharing a common edge or corner. The presence of global clustering justified the subsequent local cluster analysis. The computation of Moran’s I was carried out in OpenGeoDa 1.2.0 (40).

Local Cluster Detection

The spatial scan statistic has been widely applied in several spatial-epidemiological studies to detect local clusters with statistically significant elevated risk of infectious diseases (22, 26, 42, 43). The spatial scan statistic is a local cluster test, which identifies the location and the statistical significance of local clusters (26). We applied a Poisson purely spatial model where the number of HCV cases follows an inhomogeneous Poisson process (44). The input data for this model consisted of the number of positive individuals per postal code, the number of adults aged between 16 and 65 and the centroid coordinates for each area. The spatial scan statistic imposes a circular scanning window, which is flexibly in size and position and gradually moves over all coordinates, evaluating all potential cluster locations and sizes up to either a user-defined maximum radius, a user defined maximum percentage of the population at risk or the default value of up to 50% of the population at risk (45).

In our study, the purpose of the spatial scan statistic was to detect areas with significantly elevated risk of diagnosed HCV, which can serve as a basis for the prioritization of future screening interventions (46, 47). We set the maximum population at risk to not exceed 5% of the adult population. This was done to detect local clusters as precisely as possible since the default settings of 50% of the population at risk are more likely to produce clusters of no practical use (48). The computation was carried out using the SaTScan software version 9.2 (45).

Spatial Regression

Ordinary Least Squares Regression

To specify a meaningful geographically weighted Poisson regression model, we conducted several steps: First, we performed a natural log-transformation of the dependent variable. We then used a data-mining tool called Exploratory Regression in ESRI ArcGIS 10.1. to determine potential candidate explanatory variables. This tool evaluates all possible variable combinations that form a properly specified ordinary
least squares (OLS) regression model. Exploratory regression is comparable to a step-wise regression (31). However, it evaluates all possible variable combinations based on the following criteria: (i) the coefficients are statistically significant, (ii) the explanatory variables are free from multicollinearity, (iii) the residuals are normally distributed and (iv) the residuals do not display spatial autocorrelation (31, 49, 50).

Based on the results of the exploratory regression, we determined overall model significance, the presence of heteroscedasticity and a wide range of diagnostics by creating an OLS regression model in OpenGeoDa 1.2.0 (40) with the same dependent and explanatory variables as suggested by the exploratory regression.

**Geographically Weighted Regression**

Since the OLS regression is a global regression model, it estimates the strength of the relationship between the dependent variable and the explanatory variables averaged over the whole study area. However, the larger the study area, the more unlikely it is that one single coefficient per explanatory variable reflects the true underlying spatial relationship between the dependent variable and the explanatory variable since spatial data tend to vary over space. Global statistics tend to lead to the conclusion that relationships between variables are equal across the entire study area whereas local statistics can show the falsity of this assumption by displaying how the relationships vary across space (51). The geographically weighted regression (GWR) method is therefore an extension to the traditional standard regression methodology and estimates a wide range of local parameters and diagnostics.

The Poisson distribution within the GWR framework is currently the most suitable for disease data, especially if observed counts of cases are low in specific areas (52-54). The dependent variable was specified within the geographically weighted Poisson regression (GWPR) as the observed number of HCV cases per postal code and the offset variable was specified as the number of adult persons per postal code. The GWPR model calculates an additional global Poisson regression model, which can be compared to the results of the global OLS model to test the hypothesis that a Poisson regression is more suitable for HCV than the traditional OLS regression. The explanatory variables for the global and local Poisson regression models were the same variables that were found to be significant as specified by the OLS model. The centroids of each postal code were used as input coordinates. The GWPR model then uses a kernel and fits for each coordinate a regression equation where the coordinate in the centre of the
kernel is the regression point. The data points inside the kernel are weighted from the centre of the kernel towards the edge of the kernel. Data points outside the kernel receive a weight of zero and are not included in the regression equation. For each coordinate, the data points are weighted differently so that each regression point has a unique regression equation. We used an adaptive kernel size so that in rural areas where data points are sparse, the kernel bandwidth will increase in size and will decrease in urban areas where data points are plentiful. The size of the bandwidth for each kernel and regression point is optimized using Akaike’s Information Criterion (AIC) (51). To facilitate interpretation of the regression coefficients of the GWPR, the coefficients were exponentiated to show an increase or decrease of the relative risk of the dependent variable per one-unit change in the respective explanatory variable (52). Statistical significance for each coefficient per postal code was calculated using pseudo t-values (51). The statistic behind the GWPR method is described in detail elsewhere (52). The computation of the GWPR was carried out using the GWR4 software (55).

**Results**

**Spatial Distribution of Hepatitis C Prevalence Among Adults**

The prevalence and the risk estimates between the postal code areas varied widely, ranging from 0 to 1.02% of the adult population per postal code. The overall prevalence rate among adults was 0.19% of the total adult population. There was a clear urban-rural divide within the study area. Areas with higher risks were strongly concentrated within the urban areas of Heerlen, Maastricht and to a lower extent in Sittard-Geleen (Fig. 1). Moran’s I revealed significant positive global autocorrelation of the HCV prevalence (Moran’s I = 0.43, p<0.001), indicating that postal codes with higher risks are close to each other.

The spatial scan statistic detected five significant local clusters (Fig. 1). These are postal codes with statistically significant elevated risk of diagnosed HCV. All clusters could be observed within the three urban areas of the study area (Table 2). In total, these clusters contain 268 (34%) of all observed HCV infections in the study area.
**Table 2:** Significant clusters with high HCV risk as determined by the spatial scan statistic.

<table>
<thead>
<tr>
<th>Cluster nr.</th>
<th>Location</th>
<th>RR</th>
<th>Cases</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Southern part of Heerlen (3 postal codes)</td>
<td>4.30</td>
<td>91</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>2</td>
<td>Northern part of Heerlen (2 postal codes)</td>
<td>2.83</td>
<td>60</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>3</td>
<td>Northern part of Maastricht (1 postal code)</td>
<td>4.03</td>
<td>31</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>4</td>
<td>Centre of Maastricht (3 postal codes)</td>
<td>1.91</td>
<td>71</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>5</td>
<td>East. part of Sittard-Geleen (1 postal code)</td>
<td>3.29</td>
<td>15</td>
<td>&lt;0.05</td>
</tr>
</tbody>
</table>
As our analysis was exploratory in nature, we were interested in determining variable combinations based on population data that delivered a plausible explanation of HCV risk. We therefore identified two models that met all requirements for a properly specified OLS model that delivered a plausible explanation of the HCV prevalence. The AICc value of both OLS models differed only by 3, justifying a comparison of both models (56). The first model consisted of the following explanatory variables that were overall
positively associated with HCV risk: (i) proportion of divorced persons, (ii) proportion of one-person households, (iii) proportion of non-western immigrants and (iv) proportion of males aged 36 – 45. The second model consisted of the variables (i) average income per person, (ii) one-person households, (iii) mean property value and (iv) males aged 36 – 45. Variables for the second model were overall positively associated with HCV risk except for average income and mean property value, that both showed an inverse association. The same variables that were found to be significant in the OLS models were then used for further analysis in the global and local Poisson models.

By comparing model performance in terms of the goodness-of-fit AICc statistic (Table 3), the model with the lowest AICc value is the model with the best fit (24). Based on this criterion, for both Model 1 and Model 2 the AICc value suggests that the global Poisson regression had a better fit than the OLS regression. However, the local Poisson regression outperformed both global regression approaches. The local Poisson regression of model 2 was the overall best-fitting regression model in terms of the AICc value as well as the percentage of local deviance explained.

**Table 3: Comparison of global and local models.**

<table>
<thead>
<tr>
<th>Model</th>
<th>Local Deviance Explained</th>
<th>AICc</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td>0.50</td>
<td>495</td>
</tr>
<tr>
<td>Global Poisson</td>
<td>0.47</td>
<td>372</td>
</tr>
<tr>
<td>Local Poisson</td>
<td>0.53</td>
<td>334</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td>0.50</td>
<td>498</td>
</tr>
<tr>
<td>Global Poisson</td>
<td>0.48</td>
<td>360</td>
</tr>
<tr>
<td>Local Poisson</td>
<td>0.55</td>
<td>323</td>
</tr>
</tbody>
</table>
Results of the Geographically Weighted Poisson Regression

Model 1

The results of the local Poisson model revealed strong local differences of the regression coefficients within the local clusters of elevated HCV risk (Table 4). The impact of the proportion of divorced persons on HCV risk was strongest in cluster 3 and 4 in Maastricht and cluster 5 in the northern part of Sittard-Geleen. In Heerlen, the impact of divorced persons was lowest (Fig. 2). The impact of one-person households displayed intra-urban differences as well as regional differences. The association between the proportion of one-person households and HCV risk was strongest in the northern part of Heerlen (cluster 2) and the southern part of Sittard-Geleen (cluster 5). In cluster 3 and 4 in Maastricht, the impact of one-person households was overall lower than in the other urban areas and clusters. However, the northern part of Maastricht displayed a stronger association of one-person households to HCV risk than the southern part (Fig. 2). The association between the proportion of non-western immigrants and HCV risk was only significant in cluster 3 and 4 in Maastricht and surrounding areas (Fig. 2). Also, the association between the proportion of males aged 36 – 45 years and HCV risk displayed large regional differences; its impact was only significant in cluster 5 in Sittard-Geleen, followed by clusters 3 and 4 in Maastricht and the rural areas in between (Fig. 2).

Table 4: Significant (p<0.05) coefficients per HCV cluster for model 1.

<table>
<thead>
<tr>
<th>HCV Cluster nr.</th>
<th>Determinants</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Divorced persons</td>
<td>1.102</td>
</tr>
<tr>
<td></td>
<td>One-person households</td>
<td>1.034</td>
</tr>
<tr>
<td>2</td>
<td>Divorced persons</td>
<td>1.096</td>
</tr>
<tr>
<td></td>
<td>One-person households</td>
<td>1.036</td>
</tr>
<tr>
<td>3</td>
<td>Divorced persons</td>
<td>1.161</td>
</tr>
<tr>
<td></td>
<td>One-person households</td>
<td>1.035</td>
</tr>
<tr>
<td></td>
<td>Non-western immigrants</td>
<td>1.036</td>
</tr>
<tr>
<td></td>
<td>Males aged 36 - 45</td>
<td>1.157</td>
</tr>
<tr>
<td>4</td>
<td>Divorced persons</td>
<td>1.164</td>
</tr>
<tr>
<td></td>
<td>One-person households</td>
<td>1.034</td>
</tr>
</tbody>
</table>
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| Non-western immigrants | 1.035 |
| Males aged 36 - 45 | 1.146 |
| Divorced persons | 1.159 |
| One-person households | 1.036 |
| Males aged 36 - 45 | 1.161 |

Fig. 2: Local coefficients for model 1.
Model 2

Comparable to the first model, the second model revealed strong local differences of the coefficients within the HCV clusters (Table 5). The association of HCV risk to average income was overall negative, indicating that a lower income is associated with a higher HCV risk. The local coefficients however, revealed that this association is not in the whole study area significant and negative. Average income is only significant inversely associated with HCV risk in cluster 5 in Sittard-Geleen and one postal code area in Maastricht (Fig. 3). The proportion of one-person households was positively associated with HCV risk in cluster 5 in Sittard-Geleen and the northern postal codes of Maastricht in cluster 3. This association decreased in strength towards cluster 1 and 2 in Heerlen (Fig. 3). Mean property value was negatively associated to HCV risk in all areas but the association displayed strong regional and intra-urban differences and was strongest in the southern postal codes of Heerlen in cluster 1 (Fig. 3). The association between the proportion of males aged 36-45 and HCV risk displayed a similar pattern as observed in model 1. The association was only significant in the northern parts of Maastricht in cluster 3 and 4, the south-western parts of Sittard-Geleen in cluster 5 and areas in between (Fig. 3).

**Table 5:** Significant (p<0.05) coefficients per HCV cluster for model 2

<table>
<thead>
<tr>
<th>HCV Cluster nr.</th>
<th>Determinants</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>One-person households</td>
<td>1.038</td>
</tr>
<tr>
<td></td>
<td>Mean property value</td>
<td>-1.009</td>
</tr>
<tr>
<td>2</td>
<td>One-person households</td>
<td>1.039</td>
</tr>
<tr>
<td></td>
<td>Mean property value</td>
<td>-1.008</td>
</tr>
<tr>
<td>3</td>
<td>One-person households</td>
<td>1.047</td>
</tr>
<tr>
<td></td>
<td>Mean property value</td>
<td>-1.006</td>
</tr>
<tr>
<td></td>
<td>Males aged 36 - 45</td>
<td>1.213</td>
</tr>
<tr>
<td>4</td>
<td>One-person households</td>
<td>1.045</td>
</tr>
<tr>
<td></td>
<td>Mean property value</td>
<td>-1.006</td>
</tr>
<tr>
<td></td>
<td>Males aged 36 - 45</td>
<td>1.186</td>
</tr>
<tr>
<td>5</td>
<td>Average income per person</td>
<td>-1.070</td>
</tr>
</tbody>
</table>
One-person households  
1.046
Mean property value  
-1.006
Males aged 36 - 45  
1.161

Fig. 3: Local coefficients for model 2.
Discussion

The prevalence of HCV varies geographically within the province of South Limburg and clusters were located in urban areas. The main population at risk were divorced persons, male residents aged 36 – 45 and non-western immigrants residing in the area. Socio-economic determinants associated with HCV risk included one-person households, low income at individual level and areas with low mean property value. The associations between these determinants and HCV risk displayed strong regional and intra-urban differences.

The overall prevalence of diagnosed HCV cases was 0.19%, which is in the range of previous overall estimations of the HCV prevalence within the Dutch population (7, 57). However, the prevalence showed strong local variations with prevalences ranging between 0 and 1.023%.

Five local clusters of significantly elevated HCV risk were detected. These clusters were located in the three urban areas in the region. These results suggest that HCV risk is higher in urban areas than in rural areas and clusters geographically. Thereby, HCV prevalence does not only vary between countries, as was noted before (13, 14) but also on small geographic scales such as postal code areas. The small-scale variation of HCV prevalence corresponds with findings of another spatial analysis of HCV in a higher prevalence country (58). Local clustering of HCV prevalence in urban areas is typical for a wide range of infectious diseases, including HIV (26), Neisseria gonorrhoea (42) and Chlamydia trachomatis (27). The detection of local clusters in our study may serve as a basis for prioritization of areas for future targeted and evidence-based screening interventions (26, 42). However, it should be noted that only a third of all HCV cases were detected in these clusters. The other cases showed a more random distribution over the region.

To what extent would these demographic and socio-economic determinants be of additional value to focus prevention strategies? When assuming that the population-based determinants represent the actual individual-based risk factors, then all determinants revealed here may indicate who are the key populations for HCV. Targeting these risk factors in the areas identified as clusters could serve as a practically applicable basis for prioritization of future screening interventions.

While there is a wide range of literature available about the prevalence of HCV infections and its associated risk factors (13, 14), only a local analysis as employed here may help to understand the patterns of HCV infections and its associations to socio-economic
determinants to effectively use available financial resources for targeted screening efforts.

The proportion of residents that were divorced was found to be associated with HCV risk over the complete study region. Marital status had been previously associated with HCV risk, yet findings were inconsistent (59-62). Being divorced could be a proxy for sexual and economic instability. The found association between HCV risk and divorced persons may therefore serve as basis for future research on the role of marital status and potential high-risk sexual behaviour on HCV transmission in the study area. Non-western immigrants were identified as ethnic risk group in our study. Although this association corresponds well to previous studies focusing on risk factors of HCV in the Netherlands (15, 16), the association of non-western immigrants to HCV risk was only significant in Maastricht. Potentially, in the other cities, immigrants from eastern-European countries might be more relevant as ethnic risk group (13, 15).

Males aged 36 – 45 were another main demographic risk group identified in our analysis confirming US findings (3). It is considered unlikely that this association can be for a large part explained by HIV positive MSM, as they comprise an important but only small part of the HCV cases in the Netherlands. (63). However, the association between males aged 36 – 45 and HCV risk was only significant in the western part of the study area. One-person households were identified as a risk factor relating to household size. Although this association to HCV may not be obvious at first, it is in line with our findings that divorced persons are an overall risk factor for HCV and could be a potential additional proxy for sexual and economic instability. This finding may additionally serve as a basis for future research on the role of one-persons households and HCV transmission. Mean property value and low income at personal level were important socio-economic determinants associated with HCV risk (35) and are in line with other studies showing that low socio-economic status is an important risk factor for HCV (10, 13, 36). However, our study demonstrated that low income at personal level was only significant in the urban area of Sittard-Geleen, while mean property value was found to be overall significant within the study area. Although this corresponds well to previous findings (10, 13, 36), it highlights the importance of including several markers for low socio-economic status on personal, household and area level to understand how these different measures of low socio-economic status impact the prevalence of HCV infections.
Several determinants were associated with HCV risk in the complete study region while others were only associated in certain regions; but all associations showed regional variance. The strong spatial differences observed suggest that the importance of demographic and socio-economic determinants to characterize the HCV key population may depend largely on the area where the HCV infected individual lives. Our findings are therefore in line with other studies applying GWR for infectious diseases (24, 30, 64).

In all clusters, an association was observed between HCV risk and divorced persons, one-person households and low mean property value. The proportion of middle-aged males were only associated to HCV in the clusters 3-5, and the proportion of non-western immigrants were only associated in the clusters 3 and 4. Income at personal level was only inversely associated in cluster 5. Thus, the impact of demographic and socio-economic determinants differed across the study area for the identified clusters.

Limitations

First, the spatial analysis of this study was based on the four-digits postal code areas of the Netherlands. Although this spatial aggregation may be considered as a fine geographic scale (34), the prevalence rate of HCV follows the potentially arbitrary administrative boundaries of these postal codes. The results of our analysis might differ if a different level of aggregation had been chosen. This problem is often referred to as the modifiable areal unit problem (MAUP) and has not only an impact on the spatial distribution of HCV risk and the location of the detected clusters, but also on the results of the ecological regression analysis (65). For our study, it would have been favourable to use street-level addresses of the HCV positive persons and underlying population at risk to analyse the spatial distribution of HCV without the limitation of arbitrary administrative boundaries (26). This would not only allow a precise localization of HCV clusters, but could offer the chance to perform a geographically weighted logistic regression to provide more detailed insights on the spatially varying association between HCV risk and associated socio-economic and demographic determinants (51). However, the HCV laboratory data as well as the population data used in this study were not available on this scale.

Second, it is unknown whether testing was motivated by the individuals due to symptoms related to HCV infection or was advised by a general practitioner due to prior
knowledge of potential exposure factors of the tested individual. It is also unknown whether geographical, demographic or socio-economic determinants may have been associated with access to testing services (e.g. by distance, lack of knowledge, illiteracy) hence may have influenced the observed associations. The tested persons might therefore differ from the general population. During the initial data analysis, we tested the association of tested persons to demographic or socio-economic population characteristics through an additional exploratory regression model with the log-transformed percentage of tested persons as dependent variable. However, the exploratory regression analysis could not find demographic or socio-economic population characteristics that delivered a properly specified OLS regression model.

Additionally, we compared the spatial pattern of the ratio of HCV positive persons to tested persons with the ratio of positive persons to the adult population. Both approaches displayed a similar spatial pattern. An additional cluster analysis using a Bernoulli model in SaTScan with the number of negative tested persons as controls could be used to test whether the location of spatial clusters will change when using the negative tested persons as denominator. This might additionally indicate, whether testing is performed randomly or follows different spatial patterns that cannot yet be explained by population or demographic characteristics that were available for this study. However, we applied only a Poisson model as our goal was to compare the HCV prevalence within our study area to previous estimates of the HCV prevalence in the Netherlands, which would not be possible when applying a case-control study design.

In our study, we consider the geographical spread of diagnosed HCV as a realistic representation of the diagnosed HCV prevalence among the adult population since the proportion of tested persons could not be properly explained by demographic or socio-economic population characteristics and the two compared ratios displayed a similar spatial pattern.

Third, the demographic and socio-economic determinants examined are practically applicable but are hampered by lack of precision as they are based on population data and not on an individual level. Population data provide population characteristics per neighbourhood. Therefore, additional research is needed to study whether the population-based determinants for key populations actually capture the individuals comprising such key population.

Fourth, we previously estimated that up to 66% of all HCV-positive patients in the study region were hidden to current screening practices (10). As a result, cases that
were diagnosed may differ from the cases that were still hidden with respect to the variables studied here.

Given the limitations outlined above, it is unknown to what extent the clusters and the demographic and socio-economic determinants really reflect the hidden population. A proof-of-principle intervention targeting postal codes in a detected cluster is currently being set up to reveal whether the hidden HCV infected individuals are appropriately addressed by our detected clusters and determinants. Additionally, we may have missed associations of potential determinants not captured in our analyses, as these were unavailable in the population databases such as educational level.

Also, the population-based determinants used in this study were taken from the Statline database 2009 as this was the earliest population data to include socio-economic variables and the customized stratified demographic data on sex and age were only available for 2012 but not for the years between 2002 – 2008. Although this might influence the results, it is unlikely that this has a strong impact as the demographic composition in the Netherlands remained relatively stable within the last few years (66).

The application of a Geographically Weighted Poisson regression clearly demonstrated spatial variability of the coefficients and underlined that future screening interventions for HCV clearly have to take into account the spatially varying association between demographic and socio-economic determinants. However, Paéz et al. point out that the use of GWPR delivers more robust results when applied on large datasets containing more than 160 administrative units (67). Therefore, future research applying GWPR for HCV should focus on larger areas such as whole countries to gain more robust insights on the spatial variation of determinants for HCV (23, 29, 30). The reproducibility of our study would allow a similar analysis for the whole of the Netherlands.

**Conclusions**

In this study, we used spatial epidemiological methods to analyse the spatial distribution of HCV and its associated demographic and socio-economic determinants. Our results revealed strong regional differences not only of the HCV prevalence but also of the association between demographic and socio-economic determinants and HCV risk. These findings underline that a one-size-fits-all approach is not appropriate and that future screening interventions need to take into account the spatially varying...
demographic and socio-economic determinants for HCV. Our approach may not only be useful for South-Limburg, but may be useful in other countries as well.
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Abstract

**Background:** The provision of general practitioners (GPs) in Germany still relies mainly on the ratio of inhabitants to GPs at relatively large scales and barely accounts for an increased prevalence of chronic diseases among the elderly and socially underprivileged populations. Type 2 Diabetes Mellitus (T2DM) is one of the major cost-intensive diseases with high rates of potentially preventable complications. Provision of healthcare and access to preventive measures is necessary to reduce the burden of T2DM. However, current studies on the spatial variation of T2DM in Germany are mostly based on survey data, which do not only underestimate the true prevalence of T2DM, but are also only available on large spatial scales. The aim of this study is therefore to analyse the spatial distribution of T2DM at fine geographic scales and to assess location-specific risk factors based on data of the AOK health insurance.

**Methods:** To display the spatial heterogeneity of T2DM, a bivariate, adaptive kernel density estimation (KDE) was applied. The spatial scan statistic (SaTScan) was used to detect areas of high risk. Global and local spatial regression models were then constructed to analyze socio-demographic risk factors of T2DM.

**Results:** T2DM is especially concentrated in rural areas surrounding Berlin. The risk factors for T2DM consist of proportions of 65 – 79 year olds, 80+ year olds, unemployment rate among the 55 – 65 year olds, proportion of employees covered by mandatory social security insurance, mean income tax, and proportion of non-married couples. However, the strength of the association between T2DM and the examined socio-demographic variables displayed strong regional variations.

**Conclusion:** The prevalence of T2DM varies at the very local level. Analyzing point data on T2DM of northeastern Germany’s largest health insurance provider thus allows very detailed, location-specific knowledge about increased medical needs. Risk factors associated with T2DM depend largely on the place of residence of the respective person. Future allocation of GPs and current prevention strategies should therefore reflect the location-specific higher healthcare demand among the elderly and socially underprivileged populations.
Introduction

The prevalence of chronic diseases and therefore the projectable utilization of healthcare depend strongly on the demographic and socio-economic composition of the respective population (1-3). International studies suggest a strong relationship between the proportion of elderly, low socio-economic status and a higher prevalence of chronic diseases (2, 4-6). However, planning of GPs in Germany still relies mainly on the ratio of inhabitants to GPs at fairly large scales (7) and does neither sufficiently reflect the location-specific higher prevalence of chronic diseases among the elderly and population groups with a lower socio-economic status, nor the accessibility of GPs in rural areas (8).

With the ongoing demographic transition and migration processes from rural to urban areas, the gap between demand and supply of health care is already widening in Germany. While the ageing of the population and therefore the prevalence of chronic diseases increases in rural areas, the availability of GPs decreases (9). To meet the increased demand for healthcare especially in rural areas, it is important to identify locations with higher healthcare demand as spatially precise as possible. Additional knowledge about the population groups, which are most at risk in specific locations is necessary to effectively plan the future provision of GPs and immediate preventive measures where they are needed most.

Type 2 Diabetes Mellitus (T2DM) is a major public health threat with an increasing prevalence among the general population worldwide (4, 10, 11) and especially in Germany (3). Prevention and access to healthcare are necessary not only to prevent a further increase but also to prevent severe complications such as lower-extremity amputation (12) or stroke (10).

Despite behavioral risk factors such as lack of physical exercise, dietary deficits and smoking (13), a wide range of studies additionally highlights an association between age, lower socioeconomic status and T2DM (4, 14-16).

Geographic information systems (GIS) and spatial regression models at the ecological level have gained increasing attention in recent years as this approach allows an analysis of possible risk factors that are often unavailable on an individual level due to privacy restriction (15, 17). For T2DM, this approach might help to identify the population groups, which are most in need for the provision of healthcare and access to preventive measures. However, several studies point out that socio-demographic risk factors for T2DM, but also for a wide range of other diseases depend largely on the place
of residence of the respective individual (4, 14, 15, 17, 18). As a consequence, a one-size fits all solution seems therefore inappropriate for effective public health strategies and allocation of healthcare (15).

Analyzing the spatial distribution of T2DM and associated risk factors in Germany is challenging, as epidemiological data on chronic diseases is seldom publicly available (19). Only few studies have examined the spatial distribution of T2DM in Germany (16, 20-23). However, the majority of these studies are based upon data from Germany’s largest telephone survey of the Robert-Koch-Institute (GEDA) (16, 20, 21). A spatial analysis of this data source is therefore restricted to fairly large areas such as the counties in Germany (16, 21), or includes only a selection of municipalities (20). Analyses based on surveys however, tend to underestimate the prevalence of T2DM as persons with a higher socioeconomic status are more likely to respond than persons with a lower socioeconomic status (20, 21). Therefore, such surveys have only limited use for a demand-driven planning and allocation of healthcare and prevention strategies.

Health insurance in Germany is generally mandatory and approximately 86% of the population are covered by one of the statutory health insurance providers, 10% are covered by private health insurance providers and the remaining 4% are covered by the state (24). However, there are large socio-demographic differences between members of the various statutory health insurances (25). As the provision and allocation of primary healthcare in Germany is planned and organized by the association of statutory health insurance physicians in accordance with the statutory health insurance providers (7), it is necessary for each health insurance provider to engage in planning of primary healthcare based on an empirical evaluation of the medical demand of their respective insurants.

At the federal level, 1671 inhabitants per 1 GP at the spatial scale of central areas (Mittelbereiche) of the Federal Agency of Building and Urban Development (BBSR) is the target-ratio for the allocation of GPs in Germany (7). The association of statutory health insurance physicians defines over- or undersupply as deviation from this ratio by 110% and 50%, respectively and has to undertake appropriate measures if over- or undersupply exists (7). However, this ratio was established in the 1990s (7) and does not recognize an increased prevalence of T2DM and other chronic diseases in location-specific population groups. The association of statutory health insurance physicians has reacted to this criticism by incorporating a demographic factor and allowing deviations
from the established inhabitants to GP ratio for areas with increased medical demand in their revised planning guidelines (7). However, due to the lack of reliable, small-scale public health data on chronic diseases, an increased medical demand of a location-specific population group is still difficult to detect (16, 20-23). To realistically capture such an increased demand for healthcare, more reliable sources than survey data and spatial analyses at smaller scales are necessary than it is currently possible with survey data in Germany.

In this context, health insurance claims of the AOK Nordost have several advantages over survey data: (a) This data source represents a large sample of northeastern Germany’s population, (b) can be analyzed on a fine geographic scale and (c) prevalence estimates of health insurance claims are not depending on the response rate of participants and are therefore a more realistic estimate of the “true” prevalence of chronic conditions than survey data (26). Ultimately, a spatial analysis of this data source might provide new and inclusive insights on the spatial distribution of chronic diseases and population-based risk factors.

The goal of our paper is therefore to (i) analyze the spatial distribution of T2DM based on health insurance claims of northeastern Germany’s largest statutory health insurance provider; (ii) to evaluate possible risk factors using global ecological regression models and (iii) to examine the spatially varying association between socio-demographic risk factors and T2DM.

**Methods**

**Dependent Variable**

In this study, we used data from northeastern Germany’s largest statutory health insurance provider (AOK Nordost) for 2012, which covers roughly 1.79 million persons (approximately one quarter of the population) of which 361 thousand persons are diagnosed with Type 2 Diabetes.

Persons diagnosed with T2DM were defined in our study as having a confirmed diagnosis of T2DM (ICD-10: E11-). As long as the insurant is treated for T2DM, this diagnosis will remain in the insurant’s personal medical file as the diagnosis is renewed with each GP visit associated with T2DM. To ensure that each insurant and diabetic is included only once in the analysis, the unique insurant number was used to exclude possible double entries within the database from the analysis.
The data was anonymized and was geocoded based on exact street-level data using the ESRI ArcGIS geocoder. The data included only age in broad age categories (0 – 5, 6 – 11, 12 – 17, 18 – 24, 25 – 44, 45 – 64, 65 – 79 and 80 and older) and the address coordinates. We used a step-wise geocoding process where the data was first geocoded based on the exact street address where possible (90.2%). Of the remaining data, 6.7% were matched to the centroids of the street and 3.1% were matched to the postal code centroids. The address coordinates for Berlin were obtained from the Senatsverwaltung für Stadtverwaltung Berlin; the address coordinates for Brandenburg were obtained from the Landesvermessungsamt und Geobasisinformation Brandenburg (Geobasisdaten © GeoBasis-DE/LGB 2016, GB-D 13/16 ) and the coordinates for Mecklenburg-Vorpommern were obtained from the Landesamt für Innere Verwaltung, Amt für Geoinformation, Vermessungs- und Katasterwesen (Geobasisdaten © GeoBasis-DE/M-V 2016).

Explanatory Variables

In this study, we assessed a wide range of demographic, socioeconomic and variables related to the physical environment for their association with T2DM. Demographic variables were calculated based on the proportion of AOK insurants per demographic group. Socioeconomic variables included the proportion of unemployed persons in different age groups, information on taxation, land use, household composition and a wide range of other indicators. Variables related to the physical environment included the proportion of green spaces, recreational spaces and built surfaces. The data were obtained for the year 2012 from the INKAR database of the Federal Agency of Building and Urban Development (BBSR). Data on marital status, household and family composition were obtained from the census 2011 for Germany. All data were available on the spatial scale of the association of municipalities. Additionally, we included data on the spatial distribution of GPs in our analysis to examine whether the availability of healthcare influences the prevalence of T2DM. We included two variables: The proportion of inhabitants to GPs and the average distance to GPs. The average distance to GPs was calculated based on the driving distance of each insurant to the closest GP and was then aggregated to match the association of municipalities. The street network dataset was downloaded from OpenStreetMap (27). The association of municipalities in Germany was chosen as the unit of analysis as this is the smallest spatial scale, for which a wide range of indicators is available without areas being
omitted due to privacy protection as it would be the case for municipalities. However, this scale does not allow an analysis of intra-urban differences as the indicators of BBSR are not available for a smaller administrative unit than the association of municipalities.

Statistical Analysis

Bivariate Kernel Density Estimation

In this study, we used a bivariate, adaptive kernel density estimation (KDE) to display the spatial heterogeneity of T2DM independent of administrative boundaries. In most epidemiological studies, disease and population data are only available for aggregated data such as postal codes, municipalities, counties or districts (10, 16, 21, 28). However, problems arise in the detection of local clusters and associations to socio-demographic exposure factors due to the relatively arbitrary shape and quantity of spatial units, which is often referred to as the “modifiable area unit problem” (29). This may be especially misleading in rural areas where administrative boundaries are very large. As a consequence, a cartographic visualization of disease risk without the restrictions of artificially created boundaries is favorable.

Bivariate kernel density estimation has been previously applied in small-scale studies for HIV (30, 31), cancer (32, 33), Alzheimer (34) and crime intensity (35) and thus seems useful for a small-scale analysis of T2DM as well.

A major concern when applying a bivariate KDE is the choice of bandwidth. If the bandwidth is too small, rates become highly unstable and spatial patterns are difficult to detect. If the bandwidth is too large, the map appears to be over smoothed and local extremes are smoothed away (33). Although several statistical models exist to calculate the “optimal” bandwidth, such as the Likelihood Cross Validation (33, 36, 37), Least Squares Cross Validation (33, 38), Biased Cross Validation (33, 39), Smoothed Cross Validation (33, 40), or the direct plug-in method (33, 41), these aforementioned bandwidth selection models are generally only available for fixed bandwidth types (33). As our study area comprises highly densely populated urban areas such as Berlin, Potsdam or Schwerin while at the same time comprising a large proportion of very sparsely populated rural areas, a KDE employing a fixed bandwidth would deliver no stable results. We therefore favored an adaptive bandwidth, which accounts for the varying population densities within our study area (32, 33).

Although a wide range of selection methods exist for a fixed bandwidth, automated procedures to select an optimal number of points to be included in an
adaptive bandwidth for a bivariate KDE are scarce and are not yet fully satisfactory (33). As there are no definite recommendations to define a bandwidth for a bivariate KDE, we therefore visually evaluated several possible combinations of minimum sample points (42, 43). Including at least 0.1% of T2DM cases and 0.1% of insurants delivered the most useful results. The T2DM prevalence was therefore calculated as the ratio of at least 361 T2DM cases per $\text{km}^2$ to 1,791 insurants per $\text{km}^2$. Given the varying population densities, the kernel was thus smaller in highly populated areas and larger in sparsely populated rural areas. In this study, we used a Gaussian kernel as it tends to produce more robust results than a kernel type with a definite boundary (43).

The calculation of the bivariate KDE was carried out using the CrimeStat IV software (43). The results were then imported in ESRI ArcGIS 10.3.

**Sex- and Age-Standardization of Prevalence Rates**

The bivariate, adaptive kernel density estimation allows a visualization of T2DM prevalence without the limitations of administrative areas but has the disadvantage of not being able to incorporate sex- and age-standardization.

To further facilitate interpretation of the spatial variations in T2DM prevalence, we directly adjusted for sex and age using the WHO standard population from 1976 (44) based on the five-digits postal codes of our study area. As the number of insurants between the five-digits postal code varies considerably, we applied spatial empirical Bayesian smoothing to borrow strength from neighboring postal codes to estimate more stable prevalence rates (45). Neighboring areas were defined as postal codes sharing a common edge or boundary (46). The computation was carried out in GeoDa 1.2.0 and the results were then imported in ESRI ArcGIS 10.3.

**Cluster Detection**

The aim of cluster detection in our study was to evaluate whether a statistically significant elevated risk exists in certain areas. A purely visual inspection of the KDE and the adjusted rates would be misleading, as it is not possible to examine the number of cases behind the estimated rates alone. Applying a local cluster test on health data is important to prioritize areas for future public health interventions (30, 47) and has been previously shown useful to locate new clinics for chronically ill patients for diabetic kidney patients (48).
In this study, we used the spatial scan statistic (SaTScan). The spatial scan statistic is a local cluster test, which determines the location and significance of local clusters. This is achieved by a circular scanning window, which moves over the coordinates of the study area and evaluates all possible cluster locations and cluster sizes up to either a user defined maximum or the default settings of including up to 50% of the population at risk inside a cluster (30, 49). The statistical significance is calculated using 999 Monte-Carlo replications (50). We applied a purely spatial Poisson model, where the T2DM cases per coordinate / sex- and age-adjusted number of T2DM cases per postal code were assigned as cases and all insurants per coordinate / postal code were assigned as population (30, 49, 50). The maximum cluster size was restricted to a maximum radius of 10km. This was done as (a) the standard setting of including up to 50% of the population at risk often produces results of no practical use (51) and (b), we defined 10km as the maximum reasonable driving distance to GPs in rural areas of northeastern Germany. For the analysis of the point data, we used the exact street-level coordinates and for the cluster analysis of the sex- and age-adjusted rates we used the centroid coordinates of the postal codes. The analysis was carried out using SaTScan v9.4.2.

Spatial Regression Modelling

Ordinary Least Squares Regression Modelling

To create a meaningful and correct specified geographically weighted regression model (GWR), we first aimed to identify all possible explanatory variables through the global ordinary least squares (OLS) regression model. To achieve this, we first performed a natural log-transformation of the T2DM prevalence to satisfy the assumption of the OLS model that the dependent variable has to be normally distributed (52). We used the raw rate instead of the age-adjusted T2DM prevalence as we specifically wanted to model the effect of older age groups on the T2DM prevalence.

We then compared the association between each potential explanatory variable and T2DM prevalence through univariate OLS regression models. As a large number of explanatory variables were found to be significantly associated to T2DM, we used a data-mining tool called “exploratory regression” in ESRI ArcGIS 10.3 to determine all possible variable combinations. This tool is comparable to a step-wise regression. It evaluates all possible variable combinations based on four criteria: (i): the coefficients are statistically significant; (ii): the explanatory variables are free from multicollinearity;
(iii): the residuals are normally distributed and (iv): the residuals are not spatially autocorrelated (52-54).

We then determined overall model significance, autocorrelation of the residuals, the presence of heteroscedasticity and a wide range of other diagnostics by creating an OLS model in ESRI ArcGIS 10.3. with the same explanatory variables as suggested by the exploratory regression that were found to deliver a plausible explanation of the T2DM prevalence.

**Geographically Weighted Regression Modelling**

The OLS model is a global model, it therefore estimates only one single coefficient per explanatory variable averaged over the entire study area. However, the socio-demographic composition of the population in northeastern Germany varies strongly at the local level. It is therefore unlikely that the association between socio-demographic explanatory variables and T2DM is realistically reflected by a global regression model. Previous studies applying GWR on Diabetes (4, 15) as well as on a wide range of other diseases (18, 55, 56) pointed out that the correlations between explanatory variables and T2DM vary strongly across space. We therefore hypothesize that this applies to our study area as well. The GWR methodology is an extension to the standard regression models and estimates a wide range of local parameters to reflect changes over space in the association between an epidemiological outcome and explanatory variables (57).

Similar to the OLS model, we used the log-transformed T2DM prevalence as the dependent variable with the same explanatory variables that were found to be significant in the OLS model.

We used the centroids of the association of municipalities as the input coordinates. Similarly to the KDE, the GWR methodology uses a circular kernel to calculate the local estimates. The GWR model fits for each coordinate a regression equation where the coordinates in the center of the kernel are the regression points. The data points inside the kernel are then weighted with decreasing weights from the center towards the edge of the kernel. The bandwidth of the kernel can be either fixed or adaptive and the shape of the kernel can follow a Gaussian or a bi-square distribution. The optimization of the bandwidth can be based on one of the four available criteria: (i) Akaikes Information Criterion (AIC); (ii) Akaikes corrected Information Criterion (AICc); (iii) Bayesian Information Criterion (BIC) and (iv) Cross Validation (CV) (57, 58). We thus evaluated all 14 possible combinations of kernel shape, bandwidth type and
bandwidth optimization method. The models without clustered residuals were further considered and out of those, the model with the lowest AICc value and highest adjusted $R^2$ was then chosen as the final model. The calculation of the GWR model was carried out in the GWR4 software. To enhance visualization of the spatially varying coefficients, we used the software’s “prediction at non-sample points” function and calculated the predicted values for a grid of northeastern Germany based on a cell size of 100m x 100m. The obtained values were then interpolated using ordinary kriging in ESRI ArcGIS 10.3.

**Ethics Statement**

The data and results used in this study were anonymized and do not contain any personal information. The use of anonymized data for research purposes does not require a vote by an ethics committee or an institutional research board.

**Results**

**Spatial Distribution of T2DM**

The overall raw prevalence of T2DM was 20.0% and the sex- and age-adjusted prevalence was 14.2%. However, the prevalence varied widely within the study area (Fig. 1). Generally, the prevalence was relatively low in the center of larger villages or urban areas and increased towards remote, rural areas. The highest prevalence and clusters with most cases could be observed in a ring in Brandenburg, surrounding Berlin. In Mecklenburg-Vorpommern, the number of clusters as well as the number of cases inside local clusters was lower than in Brandenburg.
**Fig. 1:** The spatial distribution of T2DM in northeastern Germany represented as a) KDE estimates of the raw rate and b) sex- and age-adjusted rates based on the five-digit postal codes

**Socio-demographic Risk Factors of T2DM**

Six variables were identified as significant predictors for T2DM in northeastern Germany (Table 1): (i) proportion of persons aged 65 – 79, (ii) proportion of persons aged 80 and older, (iii) proportion of unemployed persons aged 55 – 65; (iv) proportion of employed persons which are subject to social insurance contribution, (v) mean income tax and (vi) proportion of non-married couples, which live together in the same household. These six variables explained 44% of the variation in T2DM prevalence (Table 1). However, the residuals were clustered, reflecting that a global OLS model is not suitable to model the prevalence of T2DM.
**Table 1:** Results of the global OLS regression model. Significance levels: * ≤ 0.05; ** ≤ 0.01; *** ≤ 0.001.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>2.259540***</td>
<td></td>
</tr>
<tr>
<td>Persons aged 65 – 79 (%)</td>
<td>0.027251***</td>
<td>1.656689</td>
</tr>
<tr>
<td>Persons aged 80 and older (%)</td>
<td>0.010704**</td>
<td>1.650654</td>
</tr>
<tr>
<td>Unemployed persons aged 55 – 65 (%)</td>
<td>0.013354***</td>
<td>2.593295</td>
</tr>
<tr>
<td>Employed persons (%)</td>
<td>-0.006181**</td>
<td>1.602619</td>
</tr>
<tr>
<td>Mean Income tax</td>
<td>0.000780**</td>
<td>2.272369</td>
</tr>
<tr>
<td>Non-married couples (%)</td>
<td>0.014524*</td>
<td>1.452730</td>
</tr>
</tbody>
</table>

Adjusted R²                                           | 0.44        |
AICc                                               | -313        |
Global Moran’s I of residuals                        | I = 0.26 (p<0.001) |

**Spatially-Varying Risk Factors of T2DM**

By comparing all 14 possible combinations of bandwidth type, kernel shape and optimization methods in terms of their AICc value, adjusted R² and Moran’s I of the residuals (Table 2), the model using an adaptive bandwidth with a bi-square kernel shape and an AIC optimized bandwidth selection method fulfils the requirements of the residuals not being clustered and has the best model fit, both, in terms of the AICc value and adjusted R². This model explains 66% of the spatial variations of T2DM prevalence and has a much better fit (AICc: -374) than the global OLS model (AICc: -313). This suggests that a local model is more suitable to model the socio-demographic risk factors for T2DM than a global model.
Table 2: Comparison of bandwidth types, kernel shapes and bandwidth optimization methods

<table>
<thead>
<tr>
<th>Model (bandwidth type, kernel shape, optimization method)</th>
<th>AICc</th>
<th>Adjusted R²</th>
<th>Moran’s I of Residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive, Gaussian, AICc</td>
<td>-347</td>
<td>0.51</td>
<td>p&lt;0.001</td>
</tr>
<tr>
<td>Adaptive, Gaussian, AIC</td>
<td>-347</td>
<td>0.51</td>
<td>p&lt;0.001</td>
</tr>
<tr>
<td>Adaptive, Gaussian, BIC</td>
<td>-315</td>
<td>0.44</td>
<td>p&lt;0.001</td>
</tr>
<tr>
<td>Adaptive, Gaussian, CV</td>
<td>-347</td>
<td>0.51</td>
<td>p&lt;0.001</td>
</tr>
<tr>
<td>Fixed, Gaussian, AICc</td>
<td>-385</td>
<td>0.62</td>
<td>p&lt; 0.05</td>
</tr>
<tr>
<td>Fixed, Gaussian, AIC</td>
<td>-265</td>
<td>0.66</td>
<td>p&gt;0.05</td>
</tr>
<tr>
<td>Fixed, Gaussian, BIC</td>
<td>-316</td>
<td>0.44</td>
<td>p&lt;0.001</td>
</tr>
<tr>
<td>Fixed, Gaussian, CV</td>
<td>-370</td>
<td>0.64</td>
<td>p&gt;0.05</td>
</tr>
<tr>
<td>Adaptive, bi-square, AICc</td>
<td>-394</td>
<td>0.63</td>
<td>p&lt;0.001</td>
</tr>
<tr>
<td>Adaptive, bi-square, AIC</td>
<td>-374</td>
<td>0.66</td>
<td>p&gt;0.05</td>
</tr>
<tr>
<td>Adaptive, bi-square, BIC</td>
<td>-320</td>
<td>0.45</td>
<td>p&lt;0.001</td>
</tr>
<tr>
<td>Fixed, bi-square, AICc</td>
<td>-385</td>
<td>0.62</td>
<td>p&lt;0.01</td>
</tr>
<tr>
<td>Fixed, bi-square, AIC</td>
<td>40</td>
<td>0.68</td>
<td>p&gt;0.05</td>
</tr>
<tr>
<td>Fixed, bi-square, BIC</td>
<td>-316</td>
<td>0.44</td>
<td>p&lt;0.001</td>
</tr>
</tbody>
</table>

The cartographic visualization of the GWR regression coefficients revealed strong regional differences of the association between the examined socio-demographic variables and T2DM prevalence (Fig. 2).

The impact of proportion of persons aged 65 – 79 was strongest in the areas north of Berlin in Brandenburg and two districts in the western part of Mecklenburg-Vorpommern. In these areas, 1% increase in persons aged 65 – 79 will increase the prevalence of T2DM between 3.2% and 5.4%. The association between persons aged 65 – 79 and T2DM prevalence was not significant in several districts west of Berlin and the northeastern districts in Mecklenburg-Vorpommern.

The association to proportion of persons aged 80 and older was significant in those areas where persons aged 65 – 79 were not significant with the exception of the islands Rügen and Usedom. The strongest impact could be observed in parts of the districts Vorpommern-Greifswald, Mecklenburgische Seenplatte and Prignitz. In these
areas, 1% increase in persons aged 80 and older will increase the T2DM prevalence between 2.3% and 4%.

Unemployment rate among persons aged 55 – 65 was a significant positive predictor in several districts north of Berlin in Brandenburg and Mecklenburg-Vorpommern. In these areas, 1% increase in unemployment among the 55 – 65 year olds will increase the prevalence of T2DM between 3.8% and 6.6%. A significant negative association could only be observed in a small part of the districts Oder-Spree and Dahme-Spreewald. 1% decrease of unemployment among the 55 – 65 year olds will increase the T2DM prevalence between 1.3% and 6.4%.

The association between proportion of employed persons, which are subject to social insurance contribution, and T2DM changed sign across the study area. In the areas, where the proportion of employed persons was significant positively associated, 1% increase in employed persons was associated with 1.5% to 3.5% increase in T2DM prevalence. In the areas where the proportion of employed persons was significant negatively associated, 1% decrease of employed persons was associated with a 0.5% to 3.2% increase in T2DM prevalence. However, the association between employed persons and T2DM was only significant in a fraction of areas.

Similar to proportion of employed persons, the association between mean income tax and T2DM changed sign across the study area. In several districts north of Berlin, where the association between income tax and T2DM prevalence was positive, 10 Euro income tax per person per year will increase the T2DM prevalence by 0.1% to 3.2%. In the areas where the association to income tax was significant negative, 10 Euro less income tax per person per year will increase the T2DM prevalence between 1.6% and 3%.

The proportion of non-married couples sharing a common flat was only significant in several small parts of the districts Dahme-Spreewald and Teltow-Fläming. In these areas, 1% increase in non-married couples will increase the T2DM prevalence between 2.2% to 6.3%.
Discussion

The prevalence of T2DM varies strongly at the very local level and clusters especially in rural areas in Brandenburg and Mecklenburg-Vorpommern. Socio-demographic risk factors consisted of proportion of persons aged 65 – 79, proportion of persons aged 80 and older, unemployment rate among the 55 to 65 year olds, proportion of employed persons, which are subject to social insurance contribution, mean income tax and proportion of non-married couples sharing a common flat. However, all associations displayed strong regional differences.

The overall prevalence of T2DM was 20%. After adjusting for sex and age, the prevalence of 14.2 % was still higher than national estimates based on data derived from the telephone survey of the Robert-Koch-Institute (GEDA), which estimated the prevalence of known Diabetes to be at 8.8% among adults in Germany (3). However, estimates derived from surveys such as the GEDA study are rather underestimated as healthy participants are more likely to respond than chronically ill patients (20, 21). In this study, the estimated prevalence exceeds these previous estimates by far. As our study area comprises the most deprived areas in Germany (28), it is not surprising that
our estimates exceed those of the GEDA study. Additionally, the proportion of older inhabitants, persons with low levels of education and unemployed persons among the local AOK health insurances is generally higher than in other statutory health insurances. As a logical consequence, the prevalence of chronic diseases is higher in our population sample than in the rest of the population (25).

The spatial distribution of T2DM varied strongly and formed clusters on small geographic scales. This was reflected by the results of the bivariate kernel density estimation and the results of the spatial scan statistic. Spatial heterogeneity and local clustering is typical for a wide range of chronic diseases (12, 59-62). Our results are therefore in line with other studies but add an important level of spatial detail to previous research. The combination of the bivariate KDE and the spatial scan statistic complimented each other fairly well using the settings chosen in this study. However, we had to use a very conservative p-value for the cluster analysis, as the number of clusters using a p-value of 0.05 was simply too high to allow a detailed investigation.

We identified six risk factors for T2DM in northeastern Germany: (i) proportion of persons aged 65 – 79, (ii) proportion of persons aged 80 and older, (iii) proportion of unemployed persons aged 55 – 65; (iv) proportion of employed persons which are subject to social insurance contribution, (v) income tax and (vi) proportion of non-married couples, which live together in the same household.

The association of T2DM to older age groups was expected as T2DM displays a strong association to older age groups (3, 4, 22). The association of T2DM to the proportion of persons aged 65 – 79 and persons aged 80 and older is therefore in line with these studies although these associations were not in the entire study area significant.

Several studies pointed out that T2DM is associated with a lower socio-economic status (4, 14-16). This is reflected by the strong association of unemployed persons aged 55 – 65 to T2DM. Given the high proportion of older persons among the AOK insurants, it is not surprising that specifically the unemployment rate among persons aged 55 – 65 was significant, but not unemployment rate in general. Additionally, this reflects the value of stratified socio-economic data as these findings could allow a more targeted prevention strategy among the at-risk population group.

The association to employed persons, which are subject to social insurance contribution, has to be seen in the context of income tax. Employed persons were positively associated in the areas, where income tax was negatively (but not significant)
associated with T2DM prevalence. This reflects the association of T2DM to the lower-income groups (4, 15) and thus highlights the importance of determining location-specific association for T2DM. The negative association of employed persons to T2DM in specific areas can in part be explained by the exclusion criteria of employed persons in Germany. Excluded under this definition are for example persons working in marginal employment, soldiers, self-employed persons, non-working family members and government officials (63). Given the association of T2DM to lower socio-economic status, these results might indicate that in areas where the association to employed persons is negative, persons working in marginally employment and non-working family members are at major risk for T2DM.

Although income tax was overall positively associated to T2DM, the results of GWR point out that income tax was in several areas significant negatively associated, confirming the results of previous studies (4, 15). The positive association of income tax to T2DM prevalence is very specific to the area surrounding Berlin, which is often referred to as the commuter belt. This positive association reflects that in specific areas, a higher income may pose a risk factor for T2DM as well.

Several studies have shown that marital status has an effect on the overall health of the population. An unmarried status is often associated with a higher prevalence of chronic diseases and premature death (64), although not all studies can confirm this association (65). The positive association of non-married couples sharing a common flat to T2DM can therefore be considered as very specific to the commuting belt around Berlin. Further research on an individual level is necessary to confirm this association.

Although several studies found an association between land-use, built environment and obesity and T2DM (66, 67), we found only a very moderate association between the proportion of built surfaces and T2DM. After carefully reviewing the results of a GWR model including the proportion of built surfaces as independent variable, we concluded that this association was misleading in our study area as it was only significant in the most sparsely populated area in Brandenburg. This seems implausible as villages in this area are generally very small and green spaces are widely available and accessible in walking distance. We thus excluded the proportion of built areas as independent variable from our analysis. However, this highlights the value of local regression models over global regression models to question the plausibility of possible associations.
We found no associations between availability of GPs and the prevalence of T2DM. Thus, access to and availability of GPs has no influence on the diagnosis of T2DM in our study area. Since the majority of T2DM is detected among persons in their 40s and older (68), and diabetics in rural areas consulting GPs less frequently than diabetics in urban areas (69), it seems reasonable to assume that a substantial amount of diabetics in our study area only sought medical attention when symptoms of T2DM persisted as our population sample is older than the rest of northeastern Germany’s population. As a consequence, the number of undiagnosed diabetics in rural areas is potentially higher among middle-aged persons, which do not display any symptoms yet.

Strengths and Limitations

Strengths

In this study, we used a large database, consisting of 1.8 million insurants. Our results clearly demonstrate that a spatial analysis using “big data” of health insurance providers is feasible and can be used to provide a finer spatial resolution for prevalence estimates of T2DM than it is currently possible with survey data.

Several spatial-epidemiological studies highlight the benefits of performing a cluster test based on point data over administrative data (30, 70, 71). Detailed cluster detection based on point data could not only enhance prevention strategies (17, 30) but could also be used for a demand-driven allocation of healthcare facilities where they are needed most (48). In northeastern Germany, this is of particular importance as the population is very unevenly distributed and the smallest administrative unit – municipalities – vary strongly in size and population among the states (72). Further, Germany’s largest city Berlin counts as only one municipality. Five-digit postal codes were thus used for the sex- and age standardization to highlight intra-urban differences. German postal codes have the disadvantage of - specifically in predominantly rural regions - covering very large areas and are thus not very suitable for the allocation of future healthcare. As a consequence, our approach of combining a bivariate KDE with a cluster analysis may serve as an alternative and relative exact prioritization for allocating new GP resources in the near future.

Limitations

First, our study was based on health insurance claims of northeastern Germany’s largest statutory health insurance provider. Although the AOK Nordost covers
approximately one quarter of the population, the results cannot be assumed to sufficiently reflect the prevalence of T2DM for the whole population. Large socio-demographic differences exist between the insurants of the various statutory health insurance providers with the AOK having the largest proportion of persons with low income, low educational level and thus the highest prevalence of chronic diseases (25).

Second, we included all persons that were insured in 2012 with the AOK Nordost, irrespective of the length of insurance. We therefore did not exclude persons who died in 2012 from the analysis or persons being insured for short time-periods as these persons still contributed to the overall prevalence of T2DM.

Third, it is clear that the results of the bivariate KDE for T2DM represent the demographic distribution of insurants to a certain extent, given the strong association of T2DM to older age groups (3, 4, 22). However, age-standardization is currently not available for a bivariate KDE in the CrimeStat IV software. As a consequence, the combined results of the bivariate KDE and the spatial scan statistic are more relevant for immediate allocation of GPs than for long-term planning of future healthcare.

Fourth, although most clusters were concentrated in areas with above-average prevalence estimates of the KDE, a small proportion of clusters was also concentrated in areas with below-average prevalence estimates. This is attributable to the different settings used in this study for the bivariate KDE and the spatial scan statistic. As we used an adaptive kernel for the KDE and a fixed radius of 10km for the spatial scan statistic, higher prevalences cannot be sufficiently visualized if several hundred cases are concentrated in a very small location. This may occur for example with adjacent multi-story apartment blocks, which still constitute a significant cluster as detected by the spatial scan statistic but are smaller than the resolution offered by the KDE. When using fixed bandwidths of the same size for KDE and the spatial scan statistic simultaneously, this problem becomes less prominent (30).

Fifth, the associations examined in this study are based on aggregated data. Although our results generally reflect the results of other spatial-epidemiological studies on T2DM, it is necessary to review whether the associations revealed in this study at the ecological level are also valid associations on an individual level.

**Implications for Future Planning of Healthcare**

Our results clearly demonstrate that the prevalence of T2DM varies at very fine geographic scales. The small-scale spatial variability of T2DM thus challenges the
applicability of the spatial scale of central areas (Mittelbereiche) at which the allocation of GPs is currently planned (7, 73). Based on our results, a planning on smaller scales such as the association of municipalities would be more suitable to reflect the strong spatial variability of T2DM. It has been argued that the current provision of GPs – based on the ratio of 1 GP per 1671 inhabitants (7) – is too simplified and also outdated (8, 74). The association of T2DM to location-specific socio-demographic population characteristics demands a strong deviation from these ratios and calls for a stronger acknowledgement of increased medical needs among the elderly and socially underprivileged populations. The revised planning guidelines of the federal association of statutory physicians in 2013 would allow deviations from the current ratio for areas with a particular high prevalence of diseases or specific socio-economic characteristics (75). However, these revised planning guidelines still remain unspecific on how exactly a particular high prevalence or specific socio-economic characteristics can be translated into additional GP positions for a particular area. As a consequence, our analysis can only point out areas with a currently high medical demand and location-specific associations between T2DM and socio-demographic population characteristics.

Given that the spatial variability of T2DM is not only determined by current socio-demographic factors but also by the change of these factors over time (4), the results of our GWR analysis could serve as a first basis in developing approaches to model the expected, long-term future burden of T2DM to assist in allocating future GPs where they will be needed most.

Conclusion

This is to date the largest small-scale spatial-epidemiological study of T2DM in northeastern Germany. Our results clearly show that T2DM varies at the very local level and that a large variation of T2DM prevalence can be explained by location-specific, socio-demographic population characteristics. Future planning of healthcare would greatly benefit from smaller spatial scales and need to deviate from simple inhabitants to GP ratios to reflect the increased prevalence of chronic diseases in older and socially underprivileged population groups. These results are therefore valuable for the future planning of healthcare in northeastern Germany. Our approach of analyzing the spatial distribution of chronic diseases at the very local level and geographically weighted regression is not only useful for northeastern Germany, but could be an effective way of
targeting location-specific population groups with increased medical needs as precisely as possible in all countries, where chronic diseases are on the rise.
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CHAPTER 5

Case study on Pertussis in the Netherlands

published as:
Abstract

Background: Despite high vaccination coverage, pertussis incidence in the Netherlands is amongst the highest in Europe with a shifting tendency towards adults and elderly. Early detection of outbreaks and preventive actions are necessary to prevent severe complications in infants. Efficient pertussis control requires additional background knowledge about the determinants of testing and possible determinants of the current pertussis incidence. Therefore, the aim of our study is to examine the possibility of locating possible pertussis outbreaks using space-time cluster detection and to examine the determinants of pertussis testing and incidence using geographically weighted regression models.

Methods: We analysed laboratory registry data including all geocoded pertussis tests in the southern area of the Netherlands between 2007 and 2013. Socio-demographic and infrastructure-related population data were matched to the geo-coded laboratory data. The spatial scan statistic was applied to detect spatial and space-time clusters of testing, incidence and test-positivity. Geographically weighted Poisson regression (GWPR) models were then constructed to model the associations between the age-specific rates of testing and incidence and possible population-based determinants.

Results: Space-time clusters for pertussis incidence overlapped with space-time clusters for testing, reflecting a strong relationship between testing and incidence, irrespective of the examined age group. Testing for pertussis itself was overall associated with lower socio-economic status, multi-person-households, proximity to primary school and availability of healthcare. The current incidence in contradiction is mainly determined by testing and is not associated with a lower socioeconomic status.

Discussion: Testing for pertussis follows to an extent the general healthcare seeking behaviour for common respiratory infections, whereas the current pertussis incidence is largely the result of testing. More testing would thus not necessarily improve pertussis control. Detecting outbreaks using space-time cluster detection is feasible but needs to adjust for the strong impact of testing on the detection of pertussis cases.
Introduction

Pertussis is a highly infectious respiratory disease caused by *Bordetella Pertussis* and is especially severe in unvaccinated and incomplete vaccinated children (1). Despite the implementation of extensive vaccination schemes, the incidence of pertussis is increasing in many countries with a shifting tendency towards adults and elderly (2-7). In fully vaccinated children and adults with waning immunity, the symptoms are often mild and indistinguishable from other respiratory diseases (5). The clinical diagnosis of pertussis is challenging, not only because symptoms are often unspecific, but also because co-infection with respiratory diseases complicates diagnosis (5, 8, 9). Additionally, sensitivity and specificity of the applied laboratory tests are influenced by vaccination coverage, frequency of mild cases within the population, exposure to pertussis and age of the patient so that no single laboratory test can be considered as “gold standard” for confirming pertussis cases (10). The lack of universal standards to confirm pertussis infections thus further facilitates the spread of undiagnosed infections.

This is problematic, as transmission through infected, but undiagnosed members of the same household are held responsible for most transmissions to not or incomplete vaccinated infants (11). To further reduce transmission, several countries such as France, USA and Australia have incorporated adult booster doses in their respective vaccination schemes (12-15) and the Dutch health council recently recommended the introduction of maternal vaccination to the national vaccination program (16).

In the Netherlands, the pertussis incidence is amongst the highest in Europe and rates have increased since 1996 (17). The underlying reasons of this increase are not fully conclusive. Several studies attribute the increase of pertussis to a waning immunity in adults (2, 17) and new emerging strains of *Bordetella Pertussis* (18, 19). Other studies suggest that an increase of detected pertussis infections occurs mainly because of an increased awareness of the population and general practitioners (GPs) (20-22) and enhanced notification systems (21-23).

According to current general practitioner guidelines in the Netherlands, a clinical pertussis diagnosis is considered in patients having typical symptoms such as severe coughing who had contact with a proven pertussis case. Additional testing for pertussis is only recommended for patients in a household with an unvaccinated or incomplete vaccinated child younger than one year old and in households with a woman, which is...
more than 34 weeks pregnant (24). For all other groups, testing is rather induced by the patient than the GP (25).

As pertussis is a notifiable disease in the Netherlands (26) and many other countries, the resulting surveillance data on testing and infections is used to monitor changes over space and time (27-29). Despite previous findings that pertussis is highly heterogeneously distributed in space as well as in space-time (30, 31), a substantial amount of current surveillance activities on pertussis is still restricted to a temporal analysis only (7, 28, 29, 32), masking important regional variations and thus complicating an effective public health response.

Geographic Information Systems (GIS) and cluster detection methods – both, purely spatial as well as in time and space have proven useful to locate possible outbreaks of infectious diseases (33-35), including pertussis (30), resulting in a timely and effective response in affected areas. Such an approach might ultimately help to minimize the spread of pertussis at an early stage when the risk of transmission is highest (36).

Efficient pertussis control however, requires additional background knowledge about the determinants of pertussis testing and the determinants of the current pertussis incidence. However, personal patient information such as occurrence of infections within the same household, household composition, vaccination status and socio-demographic characteristics are mostly unavailable on an individual level due to privacy restrictions of surveillance data (37). Detailed population information on household composition, socio-economic variables and information on available healthcare and infrastructure is in the Netherlands only available on an aggregated level such as neighbourhoods or municipalities (38, 39).

In this context, spatial regression models at the ecological level have been increasingly applied in epidemiological studies of infectious diseases in recent years as regression modelling based on aggregated population data allows an analysis of possible risk factors that are unavailable on an individual level (39-41).

Geographically weighted regression modelling (GWR) is an extension of traditional global spatial regression models and measures how the association between disease risk and socio-demographic population characteristics varies over space. This approach often led to the conclusion that the key populations for certain diseases depend largely on the place of residence, resulting in more cost-effective, targeted public
health interventions aimed at those groups who are most at risk in specific locations (39, 42, 43).

This approach has shown to be effective in revealing associated determinants of several infectious diseases such as Hepatitis C (39), HIV (44) and Japanese encephalitis (42) but has also been useful to examine determinants of treatment seeking behaviour i.e. for Malaria (45) and could thus provide a feasible basis to examine the determinants of pertussis testing and the associated determinants of the current pertussis incidence.

The aim of our article is therefore (i) to examine spatial and space-time clustering of pertussis testing, incidence and test-positivity and (ii) to model the associations between socio-demographic, healthcare and infrastructure related determinants and pertussis testing and incidence using geographically weighted regression models.

Data and Methods

Ethics Statement

The medical ethics committee of the Maastricht University Medical Centre (Maastricht, the Netherlands) approved the study (11-4-136) and waived the need for consent to be collected from participants. Since retrospective data originated from standard care (in which one can opt-out for the use of their data for scientific research) and were analysed anonymously, no further informed consent for data analysis was obtained.

Laboratory Data

Pertussis laboratory data were collected between Jan. 1st 2007 and Dec. 31st 2013 in the province Limburg, the Netherlands, comprising a population of 1,121,820 inhabitants (46). Testing for pertussis was performed by GPs and hospitals in the area and the test-samples were then sent to the six laboratories in the region, which are capable of analysing the collected samples. The data for this study were therefore retrieved from the registries of these six laboratories in the province and included all pertussis tests requested by health care providers. In total, the data consisted of 15,429 tested persons of which 3,312 (21.5%) persons were tested positive. Positivity was either based on the test result of the PCR (5.5% of tests), culture (2.4% of tests) or serology (IgG, 92.2% of tests); for the latter the international standard cut-off value of IgG≥62.5 IU/ml or IgG≥13 VU/ml was used to be a sensitive and specific indicator of a pertussis infection in the past year (47, 48). This standardisation was made, instead of
using the laboratory interpretation, because laboratories used test cut-offs that differed between the laboratories and over time. When multiple serology was applied to test a person and test results were inconsistent, the standardised test result was positive when seroconversion occurred from a negative test to a positive test result. In 8.8% (1,361) of the tested persons, standardisation was not possible because IgG-titres were unavailable for the serological test. We were able to filter the laboratory result for most of these tests, but for a total of 1.0% (151) the test result remained missing.

Besides the results of the laboratory diagnosis, the available information included the four-digits postal code, sex, age and date of testing. In total 14,810 tested persons (96.0%) and 3,150 positive persons (95.1%) had valid postal codes assigned and were therefore included in our analyses.

Outcomes

As outcomes, we examined three different rates: (i) the proportion of tested persons per inhabitants (testing); (ii) the incidence of pertussis expressed as proportion of positive tested persons per inhabitants (incidence) and (iii) the proportion of positive to tested persons (test-positivity). Due to the different vulnerability between age groups (7), four demographic strata were used to calculate the rates outlined above: (i) children aged 0 – 14, (ii) adults between 15 – 64, (iii) persons aged 65 and older and (iv), total population. Although infants display the highest vulnerability to pertussis (1), an analysis of pertussis testing and incidence among 0-5 year olds was not advisable due to the low number of tests and infections in this age group.

Explanatory Variables

We assessed several socio-demographic, infrastructure and healthcare-related variables for their association with the proportion of tested persons and pertussis incidence among the different age strata. The data and map sources were available from Statistics Netherlands (49). The data were available per neighbourhood and had to be aggregated to the four-digits postal codes to match the pertussis laboratory data. In the Netherlands, a neighbourhood is an administrative area within a municipality with a homogenous socio-economic structure (38, 39, 49). Due to privacy restrictions of statistics Netherlands, data for each variable is only reported for a minimum of inhabitants or households. For example, the number of persons in a specific age group is only reported for neighbourhoods with more than 50 persons, while average income is
only reported for neighbourhoods with more than 100 persons (38, 39, 49). The population-weighted aggregation was therefore only based on the neighbourhoods, for which data were made available. The age stratified population data, which were used for the calculation of the proportion of tested persons and the Pertussis incidence, was only available for 2013 from the Central Bureau for statistics Netherlands. As transmission occurs mainly between members of the same households (11), testing between different demographic strata is expected to follow a comparable pattern. We therefore included testing among the other age groups as independent variables in a regression analysis for testing in a specific age group. To analyse the determinants of the incidence, we included the rate of tested persons within the same age group and the rates of infected persons in the other age groups as independent variables. This should in a later stage confirm through GWR in which areas the effect of testing and potential intra-household transmission is stronger than in other areas.

Exploratory Disease Mapping

As our study aimed to highlight geographic heterogeneity among different demographic strata and different epidemiological outcomes on a small spatial scale, the numbers in the numerator for each examined demographic strata and epidemiological outcome can be considered as fairly low. This leads to a large variance of the respective rate simply due to varying population densities of relatively arbitrary administrative boundaries. As pertussis testing and infections are highly depending on local characteristics, neighbouring areas can therefore be expected to display similar rates and abrupt changes are more likely to occur due to the effect of relatively arbitrary administrative boundaries - also referred to as the modifiable area unit Problem (MAUP) (50). We therefore applied a local empirical Bayesian smoothing approach where the respective rates are smoothed towards a local mean. The neighbours were defined as an area sharing a common edge or boundary (51). The analysis was carried out in GeoDa 1.2.0 (52). The resulting rates were then imported in ESRI ArcGIS 10.2.

Local Cluster Detection

Purely Spatial Cluster Detection

The spatial scan statistic is a local cluster test, which identifies the geographic location and statistical significance of local clusters (39, 53, 54). The rationale behind a cluster analysis in our study was to detect significant local clusters of high rates within
one demographic stratum and compare the location of clusters within the other demographic strata. In this study, we used two different models in SaTScan: For the proportion of tested persons and the incidence of pertussis, we used a purely spatial Poisson model (39, 55). The input data for this model consisted of the number of tested persons / positive tested persons and the population per demographic stratum as well as the centroid coordinates of each postal code (56). For the proportion of positive tested persons, we used a purely spatial Bernoulli model (54, 57). For this model, the input data consisted of the number of positive tested persons, the number of negative tested persons per demographic stratum and the centroid coordinates for each postal code (56). The spatial scan statistic then uses a circular scanning window, which is flexible in size up to a user-specified maximum or the standard setting of including up to 50% of the population inside a cluster. The scanning window gradually moves over the coordinates over the study area, evaluating all possible cluster locations and sizes. The statistical significance is evaluated by computing 999 Monte-Carlo replications (58). In our study, we set the maximum population at risk to be included in a possible cluster not to exceed 5%. This was done since the default settings in SaTScan are more likely to produce very large clusters and therefore contain locations of low relative risk simply because of the circular scanning window (59). The value of 5% of the maximum population at risk was based on the experience of a previous study in the area, which met our criterion of including only locations of elevated risk in a cluster (39).

**Space-time Cluster Detection**

A space-time cluster analysis was employed in this study to evaluate whether testing, incidence and test-positivity occur at the same geographical locations and in the same time periods, providing background information whether space-time clusters of pertussis incidence are correlated in space-time with testing.

The space-time cluster analysis in SaTScan is comparable to a purely spatial model, except that the scanning window may be represented as a cylinder, where the base of the cylinder represents the geographic location and the height of the cylinder represents the time component of the scanning window. The scanning window then moves over all centroid coordinates across the study area and evaluates all possible space-time clusters within the study area and study period (60). Similar to the purely spatial cluster analysis, we used for both, proportion of tested persons and incidence a space-time Poisson model and for the proportion of positive to tested persons, a space-
time Bernoulli model (61). In this study, we used a scanning window that may contain up to 10% of the background population and up to 12 months of the study period. The calculation of purely spatial and space-time clusters was carried out using SaTScan v9.4.1.

**Selection of Explanatory Variables**

To select a meaningful set of explanatory variables for the regression analysis, we used a data-mining tool called “exploratory regression” in ESRI ArcGIS 10.2. This tool is comparable to a forward step-wise regression. In each step, one additional variable is added to the regression equation and evaluated based on following criteria in our analysis: (i) The regression coefficients are statistically significant (p<0.05) and (ii) do not display multicollinearity (Variance Inflation Factor < 7.5) (62). We then chose a set of statistically significant explanatory variables as suggested by the exploratory regression that delivered a plausible explanation of the respective outcome (the proportion of tested persons or the pertussis incidence in the respective age group).

**Geographically Weighted Poisson Regression**

We constructed spatial regression models based on the variables suggested by the exploratory regression, which delivered a plausible explanation of the respective outcome. Global spatial regression models are often applied to determine the strength of the association between the dependent variable and a set of explanatory variables, but the obtained coefficients are averaged over the whole study area (51, 63). Our study area however, consisted of 258 postal codes and the socio-demographic composition and available infrastructure varies at local level. It is therefore unlikely that one single coefficient per explanatory variable would be a good estimator of the strength of the association for the whole study area. We therefore favoured a geographically weighted regression (GWR) approach over a global approach. Geographically weighted regression modelling measures how the relationship between a set of explanatory variables and an epidemiological outcome varies over space, resulting in more detailed understanding of the spatially varying key populations and local characteristics of the study area for different epidemiological outcomes (39, 41, 43, 45, 64).

The Poisson distribution among the available GWR models is most suitable for diseases, especially if observed counts of cases are low in certain areas (39, 65-67). The dependent variable was in the analysis for testing specified as the number of tests and in
the analysis for incidence as positive cases per postal code. The offset variable was specified as the number of inhabitants per postal code. The centroids of each postal code area were used as input coordinates. The geographically weighted Poisson regression (GWPR) calculates an additional global Poisson model to allow a comparison between a global and a local approach. The GWPR uses a kernel function to fit a regression equation for each postal code area, where the centre of the kernel is the regression point. The kernel function assigns decreasing weights to the observations, depending on the distance (bandwidth) of the respective observation to the centre. The bandwidth of the kernel in GWPR can be either fixed or adaptive and the shape of the kernel can follow a Gaussian or a bi-square distribution. The optimization of the bandwidth in a GWPR model can be based on one of the three available criteria: (i) Akaikes Information Criterion (AIC); (ii) Akaikes corrected Information Criterion (AICc) and (iii) Bayesian Information Criterion (BIC) (63, 68). We thus evaluated all 12 possible combinations of kernel shape, bandwidth type and bandwidth optimization method for the eight different dependent variables. The models without clustered residuals were further considered and out of those, the models with the lowest AICc value and highest adjusted $R^2$ were then chosen as the final models. The statistical significance of each coefficient per postal code was calculated using pseudo t-values (63). The statistic behind GWPR is described in detail elsewhere (63).

We assessed clustering of the residuals of the GWPR using the global Moran’s I test in ESRI ArcGIS 10.2. The computation of GWPR was carried out in the GWR4 software (68). The coefficients were standardized to allow a direct comparison of the strength of association among the examined explanatory variables. To enhance visualization of the spatially varying coefficients, we used the software’s “prediction at non-sample points” function and calculated the predicted values for a grid of Limburg based on a cell size of 100m x 100m. The obtained values were then interpolated using ordinary kriging in ESRI ArcGIS 10.2.

Results

Purely spatial analysis

Testing

The spatial distribution of the proportion of tested persons among the different demographic strata displayed strong local variations and local clustering (Fig 1a).
proportion of tested persons differed widely between the examined age groups and is highest in children (Table 1).

All demographic groups displayed strong local clustering. Despite the differences in the proportion of tested persons, local clustering displayed similar patterns among the different demographic strata. Local clusters were observed especially in the central and northern parts of the study area. In the southern part in contradiction, no clusters could be observed.

**Incidence**

The incidence of pertussis varied between the different demographic groups and was also highest in children (Table 1). Overall, the clusters of the pertussis incidence followed closely the locations of the observed clusters for testing (Fig 1b), reflecting a strong spatial correlation to the patterns of testing. The clusters of pertussis incidence among children partially overlapped with clusters among adults and the clusters among adults overlapped in certain areas with those for seniors.

**Test-positivity**

Test-positivity was again highest in children, but the positivity rate did not differ much between adults and seniors (Table 1). Test-positivity in children was the only rate that did not display any local clusters (Fig 1c). Among adults, seniors and the total tested persons, only a small number of clusters were observed. Except for one cluster in the southwestern part of the study area for the total tested persons, the clusters observed for test-positivity overlapped with the clusters for testing and incidence.
**Fig 1:** Spatial distribution of a) pertussis testing, b) incidence and c) test-positivity, 2007 - 2013
Table 1: Rates of testing, test positivity and population incidence. SD = standard deviation

<table>
<thead>
<tr>
<th>Age</th>
<th>Tested (%)</th>
<th>Positive tested (%)</th>
<th>Incidence (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>0 – 14</td>
<td>2.39</td>
<td>1.52</td>
<td>29.77</td>
</tr>
<tr>
<td>15 -64</td>
<td>1.27</td>
<td>0.75</td>
<td>18.45</td>
</tr>
<tr>
<td>&gt;65</td>
<td>0.92</td>
<td>0.93</td>
<td>18.22</td>
</tr>
<tr>
<td>All ages</td>
<td>1.36</td>
<td>0.72</td>
<td>21.27</td>
</tr>
</tbody>
</table>

Space-time Analysis

Testing

In all demographic groups, space-time clustering started generally in the beginning of 2012 and lasted partially until the beginning of 2013 (Fig 2a). Only in children, one cluster in 2007 and one cluster starting in 2011 could be observed. Space-time clustering for testing thus started relatively uniform across the study area in the beginning of 2012.

Incidence

In adults, seniors and among the total population, the space-time distribution of clusters for the pertussis incidence followed closely the space-time distribution of clusters for testing (Fig 2b). The majority of clusters were observed in the beginning of 2012, lasting partially until the beginning of 2013 and were located in the same locations as space-time clusters for testing. In children however, space-time clusters were also observed in 2007 and 2009, for which no space-time clusters for testing were observed.

Test-positivity

The distribution of space-time clusters for positivity differed strongly from the observed clusters from testing and pertussis incidence (Fig 2c). In children, a cluster observed in 2009 in the centre of the study area overlapped with a cluster for pertussis incidence. In seniors, a cluster observed in 2012 in the northwestern part overlapped...
with the clusters for testing and pertussis incidence. The other clusters were scattered over the entire study area and study period.

**Fig 2:** Space-time clusters of a) testing, b) incidence and c) test-positivity, 2007 - 2013
Geographically Weighted Poisson Regression

Determinants of Testing

For pertussis testing, the Gaussian kernel type using a fixed, AICc optimized bandwidth fulfilled the requirements of the residuals not displaying spatial autocorrelation among all evaluated demographic groups (Table 2). The local models generally outperformed the global models, reflecting important local differences in the associations between testing and the examined explanatory variables.

**Testing in children:** For testing in children, testing in adults was the strongest predictor, followed by a moderate association to testing in seniors. The negative association to unmarried persons reflects that parents, which have ever been married, are a determinant for testing in children. The negative association to mean property value indicates that children in deprived neighbourhoods are more likely to get tested for pertussis.

**Testing in adults:** Testing in children and seniors had the strongest impact on testing in adults. The positive association to household size indicates that adults in multi-person households are more likely to get tested. Similar to testing in children, mean property value was negatively associated. Additionally, testing in adults was associated with proximity to primary schools and GPs, but was also associated with increasing distance to pharmacies.

**Testing in seniors:** Testing in adults had the strongest impact on testing in seniors. The strength of the association to testing in children was relatively weak. Additionally, testing in seniors was negatively associated with proportion of households with high income.

**Testing in the total population:** The strongest predictor for testing among the total population was the positive association to household size, followed by the negative associations to mean property value, proximity to GPs and primary schools. The proportion of children and distance to pharmacies were overall positively associated. However, none of the predictors was significant in the entire study area. The results of the GWPR model additionally point out important local variations of the association between testing among the total population and the examined explanatory variables (Fig 3).
**Table 2:** Poisson regression models for pertussis testing, stratified by age. Significance levels: * = 0.05; ** = 0.01; *** = 0.001. Only significant predictors are reported

<table>
<thead>
<tr>
<th>Variable</th>
<th>0 - 14</th>
<th>15 - 64</th>
<th>&gt;65</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tested 0 – 14 (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tested 15 – 64 (%)</td>
<td>0.2033***</td>
<td></td>
<td>0.0818**</td>
<td></td>
</tr>
<tr>
<td>Tested seniors (%)</td>
<td></td>
<td>0.2865***</td>
<td>0.3874***</td>
<td></td>
</tr>
<tr>
<td>Children (%)</td>
<td></td>
<td>0.0610***</td>
<td></td>
<td>0.0525***</td>
</tr>
<tr>
<td>Unmarried (%)</td>
<td></td>
<td>-0.0418*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>One person households (%)</td>
<td></td>
<td>-0.0769***</td>
<td></td>
<td>-0.1567***</td>
</tr>
<tr>
<td>property value (Euro)</td>
<td>-0.0576***</td>
<td>-0.0419***</td>
<td></td>
<td>-0.1380***</td>
</tr>
<tr>
<td>HH with high income</td>
<td></td>
<td></td>
<td>-0.0750**</td>
<td></td>
</tr>
<tr>
<td>Dist. Prim. school (km)</td>
<td></td>
<td>-0.0354*</td>
<td></td>
<td>-0.0973***</td>
</tr>
<tr>
<td>Dist. GP (km)</td>
<td></td>
<td>-0.1930***</td>
<td></td>
<td>-0.1367***</td>
</tr>
<tr>
<td>Dist. Pharmacy (km)</td>
<td>0.0700***</td>
<td></td>
<td>0.0441**</td>
<td></td>
</tr>
<tr>
<td>AICc global</td>
<td>608</td>
<td>1151</td>
<td>523</td>
<td>2722</td>
</tr>
<tr>
<td>Deviance expl. global</td>
<td>0.35</td>
<td>0.51</td>
<td>0.40</td>
<td>0.17</td>
</tr>
<tr>
<td>AICc local</td>
<td>543</td>
<td>697</td>
<td>469</td>
<td>925</td>
</tr>
<tr>
<td>Deviance expl. local</td>
<td>0.44</td>
<td>0.83</td>
<td>0.49</td>
<td>0.81</td>
</tr>
<tr>
<td>Moran's I of residuals</td>
<td>l=0.06;</td>
<td>l=-0.00;</td>
<td>l=0.03;</td>
<td>l=-0.01;</td>
</tr>
<tr>
<td>p&gt;0.05</td>
<td>p&gt;0.05</td>
<td>p&gt;0.05</td>
<td>p&gt;0.05</td>
<td>p&gt;0.05</td>
</tr>
</tbody>
</table>
Determinants of Pertussis Incidence

For modelling the pertussis incidence, the Gaussian kernel type using a fixed, AIC optimized bandwidth fulfilled the requirements of the residuals not displaying spatial autocorrelation among all evaluated demographic groups (Table 3). The local models outperformed the global models, although the difference was not as pronounced as the difference between global and local models in testing.

Incidence in children: In children, testing was the only significant predictor for the pertussis incidence.

Incidence in adults: In adults, testing was by far the strongest predictor. The strength of the association to the incidence in children and seniors was comparably small. One-person households were – similar to testing in adults – negatively associated. A significant association to proximity to hospitals could also be observed.

Incidence in seniors: Testing was also the strongest predictor in seniors, followed by the incidence in adults.

**Fig 3:** Results of the geographically weighted Poisson regression of pertussis testing among the total population
Incidence in the total population: Among the incidence for the total population, testing had again the strongest impact on the pertussis incidence. The strength of the negative association to households with low income and proximity to hospitals was comparatively weak. The visualized results of the GWPR model point out that testing was significant in the total study area, despite strong local differences in the strength of this association. The negative association to households with low income and proximity to hospitals was only significant in specific areas (Fig 4).

Table 3: Poisson regression models of pertussis incidence stratified by age. Significance levels: * = 0.05; ** = 0.01; *** = 0.001. Only significant predictors are reported

<table>
<thead>
<tr>
<th>Variable</th>
<th>0 - 14</th>
<th>15 - 64</th>
<th>&gt;65</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tested 0 – 14 (%)</td>
<td>0.5191***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tested 15 – 64 (%)</td>
<td>0.4425***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tested seniors (%)</td>
<td></td>
<td>0.5591***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tested total (%)</td>
<td></td>
<td></td>
<td>0.4692***</td>
<td></td>
</tr>
<tr>
<td>Incidence 0 – 14 (%)</td>
<td>0.0819**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incidence 15 – 64 (%)</td>
<td></td>
<td>0.3093***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incidence senior (%)</td>
<td>0.0654**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children (%)</td>
<td></td>
<td></td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>One pers. hh (%)</td>
<td>-0.0975***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immigrants (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>property value (Euro)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HH with low income (%)</td>
<td></td>
<td></td>
<td>-0.0546**</td>
<td></td>
</tr>
<tr>
<td>Dist. Kinder garden (km)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dist. Pharmacy (km)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dist. Hospital (%)</td>
<td>-0.1481***</td>
<td>-0.0676*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC global</td>
<td>273</td>
<td>285</td>
<td>275</td>
<td>375</td>
</tr>
<tr>
<td>Deviance expl. global</td>
<td>0.53</td>
<td>0.60</td>
<td>0.36</td>
<td>0.65</td>
</tr>
<tr>
<td>AIC local</td>
<td>268</td>
<td>280</td>
<td>249</td>
<td>309</td>
</tr>
<tr>
<td>Deviance expl. local</td>
<td>0.55</td>
<td>0.65</td>
<td>0.47</td>
<td>0.78</td>
</tr>
</tbody>
</table>
Table 7.1: Moran’s I of residuals

<table>
<thead>
<tr>
<th>Description</th>
<th>Moran’s I</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moran’s I of residuals</td>
<td>I=0.02</td>
<td>p&gt;0.05</td>
</tr>
<tr>
<td></td>
<td>I=-0.00</td>
<td>p&gt;0.05</td>
</tr>
<tr>
<td></td>
<td>I=-0.04</td>
<td>p&gt;0.05</td>
</tr>
<tr>
<td></td>
<td>I=-0.01</td>
<td>p&gt;0.05</td>
</tr>
</tbody>
</table>

Fig 4: Results of the geographically weighted Poisson regression of pertussis incidence among the total population

Discussion

The main findings of this study are: (i) The determinants of pertussis testing reflect to a certain extent the healthcare seeking behaviour of the general population for common respiratory infections; (ii) the current pertussis incidence is mainly determined by testing and (iii) outbreak detection for pertussis is feasible using surveillance data but needs to adjust for the strong impact of testing.

Determinants of Pertussis Testing

Pertussis testing follows to an extent the healthcare seeking behaviour of the general population for common respiratory infections. This can be seen by the associations of proximity to GPs and distance to pharmacies as both compliment each other. Especially in areas where distance to GPs was negatively associated, distance to
pharmacies was positively associated. Self-medication for common respiratory infections resulting in coughing is typical in countries where over the counter medication is available (69). Our results thus could indicate that in areas, where a pharmacy is easily accessible, self-medication for coughing is the first option to choose, whereas in areas where a physician is close, patients with symptoms related to coughing are more likely to consult a GP (70). As a result, testing for pertussis is to an extent related to treatment-seeking behaviour for common respiratory infections. The association to proximity to primary schools in certain areas indicates potentially an increased awareness of pertussis vulnerability among parents and GPs for children enrolled in primary schools (71). An overall positive association of pertussis testing among the general population to the proportion of children within the study area was expected as the incidence of pertussis in children is generally higher than in other age groups (72). The negative association to unmarried persons and mean property value both display a comparable spatial pattern. This could indicate that in families, where the parents have ever been married and are located in a more deprived area are tested more frequently for pertussis, at least in the areas where both associations were significant. Previous studies noted a lower participation rate in childhood immunization schemes among persons with a lower socio-economic status (73). These associations could therefore be seen as an indicator for an increased awareness of a higher vulnerability to pertussis among this population group, although it has to be noted that the vaccination coverage in the Netherlands is generally very high with approximately 95% (74). Additionally, higher healthcare use is typical for persons living in deprived areas (75).

When analysing the determinants of pertussis testing in specific age groups, we found that testing in the adjacent age group had the strongest impact on testing in the examined age group. This strong association between the examined age groups corresponds well to previous studies suggesting that intra-household transmission is the most likely route of infection (11, 76) and thus logically leads to testing among the same households.

**Determinants of Pertussis Incidence**

The spatial and space-time distribution of clusters for pertussis incidence followed closely the spatial and space-time distribution of pertussis testing, reflecting a strong spatial and space-time correlation between testing and incidence.
We found evidence that space-time clustering of testing for pertussis and the pertussis incidence itself increased across the total study area in the first quarter of 2012, irrespective of the examined demographic group. An increase of diagnosed pertussis cases between 2011 and 2012 has also been noted by the US (77), Great Britain (78) and Spain (79). When we searched for newspaper articles related to pertussis in the Netherlands within the NexisLexis database (www.nexislexis.com), we found that the number of newspaper articles related to pertussis increased sharply in 2012 as compared to the previous years.

Other studies also suggest a “positive feedback loop” where an increase of diagnosed pertussis cases subsequently causes an increase in testing, which in turn results in an increase of diagnosed pertussis cases again (80, 81). In our study area, the strong increase of testing and pertussis incidence in 2012 could be the result of a combination of several factors; an increased awareness of GPs due to the noted increase in other countries (77-79), stronger media attention and the noted “positive feedback loop” (80, 81). The effect of the “positive feedback loop” is indicated by the fact that space-time clusters for testing and incidence occurred mostly in the same areas and time periods across all evaluated age groups. These findings highlight the importance of monitoring changes in pertussis testing in addition to monitoring the pertussis incidence.

The GWPR analyses confirmed what became already apparent during the spatial and space-time analyses. Regardless of age group, testing was the most important predictor of the pertussis incidence. The second most important predictor for the pertussis incidence in a specific age group was the incidence of pertussis in the adjacent age groups. As our analysis is based on aggregated data, we see these associations as an indicator for intra-household transmission (11, 76).

In children, testing was the only predictor for pertussis. No other variables were found to be significant in a regression analysis. Thus, the current incidence among the most vulnerable group does not exhibit any socio-economic associations and can be explained by testing only. In adults, we found an additional association to proximity to hospitals. Increased exposure to pertussis and outbreaks among persons employed in hospitals has been previously noted in several countries such as the US (82) and France (83). The results of our analysis for adults thus indicate a possible exposure to pertussis in our study area. The positive association to household-size indicates, that for adults living in multi-person households, intra-household transmission might be an important
risk factor as well, despite the findings of previous studies that intra-household transmission occurs mainly from parents to children (11, 76).

The results of the GWPR model for the pertussis incidence among the total population confirm that testing is the most important predictor for pertussis, despite local differences in the strength of this association. The negative association to households with low income in a small part of the study area was the only significant variable related to socio-economic status. An overall assumption that pertussis is related to specific socio-economic characteristics is therefore not possible. Similar to adults, an association to proximity to hospitals was observed in a small part of the study area. However, further research on an individual level would be necessary to confirm whether an increased pertussis exposure in hospitals exists in this area.

**Outbreak Detection using Space-time Cluster Detection**

Our results clearly demonstrate that space-time cluster detection is feasible using surveillance data and the methods described in this study. However, in light of the similar increase in testing and incidence in 2012 and its potential association to an increased awareness of the population and GPs, it is necessary to adjust for the impact of testing. This is reflected by the fact that we mostly detected space-time clusters for pertussis incidence in 2012, where the majority of clusters overlap with those for testing. We found only in children clusters in earlier years in 2007 – 2009, which did not overlap with clusters for testing. It is clear that the incidence of pertussis has to be strongly correlated to testing, no matter which algorithm is used. Logically, pertussis incidence is not suitable in our study area to detect outbreaks. By using test-positivity as indicator however, we could locate space-time clusters within the whole study area and study period, which were not the results of testing only. Test-positivity as indicator is to a certain extent adjusted for testing in a space-time analysis as a similar increase in positive cases and tested persons would not increase the ratio of positive cases to tested persons in the three-dimensional cylindrical scanning window used by the spatial scan statistic. Our results clearly demonstrate that test-positivity could be a better indicator for locating outbreaks, which are not the results of testing only. This conclusion is supported by previous studies, which evaluated the temporal correlation of pertussis incidence to testing behaviour over time (80, 81).

When surveillance data – as in our study - are used to locate outbreaks, a prospective space-time cluster analysis using daily updated surveillance data would
allow a detection of recent outbreaks in an automated surveillance system as early as possible. Prospective space-time cluster detection has been widely applied in syndromic surveillance (84, 85) and an automated, space-time analysis could be implemented for pertussis as well (86).

Implications for Pertussis Surveillance

The surveillance data for pertussis in our study were collected by the respective local laboratories and had to merged manually for our study area to allow a retrospective analysis for a whole province. Surveillance of pertussis would thus greatly benefit from an automated near real-time data transfer of each respective laboratory to a centralized institution to allow a detailed, prospective analysis of possible disease outbreaks as early as possible. However, such an approach should focus on a day-wise analysis rather than a month-wise analysis as employed in this study to capture possible outbreaks as precisely as possible (35).

Strengths and Limitations of this Study

Strengths

First, a major strength of this study is that the design of this study can be repeated for the whole country to confirm whether testing is also in the whole of the Netherlands the most important predictor of pertussis.

Second, the majority of studies on pertussis focus on a purely temporal analysis (7, 28, 29, 32). Our approach of analysing the spatial and space-time distribution of pertussis therefore provides a novel level of detail as our approach of detecting clusters in space as well as in space-time could allow a more focused detection of outbreaks, resulting in a more timely and cost-effective response.

Third, we analysed the spatial distribution of pertussis testing and incidence at the smallest possible spatial scale, for which surveillance data and population data can be combined without violating privacy restrictions of surveillance data. The four-digit postal code areas are very suitable for small-scale spatial-epidemiological analyses in the Netherlands (38) and thus allow a very detailed analysis of the determinants of pertussis testing and incidence.

Fourth, the use of GWPR allowed us to examine the spatially varying associations between the evaluated outcomes (testing and incidence) and the examined predictor variables. We could therefore clearly see in which areas several predictors such as
distance to GPs, pharmacies and hospitals were significant. Our results can therefore be used to allow more targeted investigations - for example - if working in hospitals in the areas outlined in our study comprises an exposure factor on an individual level as well.

Fifth, our study highlighted that the detection of outbreaks using space-time cluster detection is feasible, when using test-positivity as indicator.

Limitations

First, we used the international standard IgG cut-off value of 62.5 to consider a diagnosed pertussis infection. As a consequence, the incidence in our study does not necessarily reflect the notification data, which is based on laboratory interpretation.

Second, our analysis was based on aggregated data. The associations detected in our study may not necessarily reflect determinants of pertussis testing and incidence on an individual level. Given the current privacy protection of surveillance data (37), the ecological analysis employed here allowed us to analyse potential determinants that are unavailable on an individual level. Therefore, further research is necessary to confirm whether the associations captured in the ecological analysis really reflect associations on an individual level as well.

Third, we may have missed associations simply because several variables were not available within the data of Statistics Netherlands such as educational level. Lower educational level has been shown to be an important risk factor for poorer health outcomes (87) and could thus also be a possible risk factor for pertussis as well.

Fourth, the GWR4 software currently allows only a purely spatial geographically weighted regression but does not account for space-time differences (63). Given the strong temporal component of Pertussis testing and infections, a geographically weighted temporal regression might yield more detailed results. However, given the mathematical complexity of such a model (88), this approach could not be implemented in this study.

Fifth, we could not account for the role of vaccinations in our study, as this information is not available in the examined surveillance data. Potentially, data on vaccination among children and booster doses among adults could have a strong impact on the serological test results presented here and could be of additional value for future analyses.

Sixth, we could not verify whether the space-time clusters detected for pertussis incidence or test-positivity capture true outbreaks. However, we think it is reasonable to
assume that space-time clusters for the pertussis incidence, which are the results of testing only, are not of interest for the detection of outbreaks. Ultimately, verifying the detected space-time clusters with known outbreaks should be discussed with public health officials residing in the area.

Seventh, we performed a month-wise space-time cluster analysis because a day-wise analysis did consume considerable computation time (35). Our results are therefore not as temporally precise as it would be technically possible with the surveillance data of our study.

Eight, it would be useful to compare both approaches to detect outbreaks – purely temporal algorithms with the results of the space-time cluster analysis - to evaluate (i) which method allows a more focused outbreak detection and (ii), to evaluate whether the purely temporal algorithms or the space-time cluster detection delivers fewer false alarms. However, such a comparison was beyond the scope of this paper.

Conclusion

We found empirical evidence that testing for pertussis and the current pertussis incidence in our study area increased similar to other countries in 2012. Testing was higher in deprived areas and was also associated with proximity to primary schools and availability of healthcare. Testing for pertussis thus reflects to an extent the overall healthcare seeking behaviour for common respiratory infections. The pertussis incidence in our study area is largely the result of testing and does not display a specific socio-economic association. The main population at risk for pertussis remains therefore still unknown. Given the strong association of detected pertussis cases to testing, it is questionable whether more testing would enhance pertussis control.

The detection of outbreaks using space-time cluster detection is feasible and could help to facilitate an early and appropriate public health response. However, this approach has to be adjusted for the strong dependency to testing and is probably most efficient when using test-positivity as indicator.
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CHAPTER 6

General discussion
Main Findings

This thesis assessed the value of Geographic Information Systems (GIS) and spatial epidemiological methods for demand-based planning and allocation of healthcare and targeted prevention strategies. The chosen approach in this thesis could successfully locate areas of high-risk for interventions and identify location-specific populations at risk for the provided case studies. GIS and spatial epidemiological methods have thus proven to be useful tools to inform evidence-based strategies for a demand-based planning and allocation of healthcare and targeted prevention strategies. The main finding of this thesis is that a one-size-fits-all approach is not very effective for both, demand-based planning and allocation of healthcare, but also for targeted prevention strategies. Cost-effective public health policies need to acknowledge that geographic aspects are important determinants of health and should therefore aim to shape future policies more towards local needs.

Aims of this thesis

This thesis aimed to analyse how GIS and spatial epidemiological methods are useful tools to inform evidence-based strategies in public health. Three areas of application were examined where GIS and spatial epidemiological methods can provide an added value:

1. Demand-based planning and allocation of healthcare

Chapter 4 examined how spatial epidemiological methods can inform strategies to plan healthcare more effectively by analysing the spatial distribution as well as clustering of type 2 Diabetes Mellitus and associated population-based risk factors based on data of northeastern Germany’s largest statutory health insurance provider.

2. Evidence-based prevention strategies

Chapter 2, 3, 4 and 5 assessed how spatial regression modelling can identify the main population at risk for various diseases. The main population at risk for fever in rural areas of India was identified in chapter 2. Chapter 3, 4 and 5 expanded the spatial regression approach by examining how the association between Hepatitis C (chapter 3), type 2 Diabetes Mellitus (chapter 4), pertussis (chapter 5) and socio-demographic population characteristics varies within the respective regions.
3. Detection of outbreaks for public health surveillance

Chapter 5 analysed how space-time cluster detection can identify possible pertussis outbreaks based on laboratory data for pertussis testing.

Research questions of this thesis

1. Is there an added value of the spatial scan statistic to identify areas for prevention strategies?

This thesis assessed the use of the spatial scan statistic to identify and prioritize high-risk areas for interventions. The spatial scan statistic was favoured in this thesis over other local cluster tests such as the local indicator of spatial association (LISA) or the Besag-Newell-test (1) for following reasons: The spatial scan statistic facilitates the analysis of point as well as polygon data (2, 3), incorporates Bernoulli and Poisson distributions and allows a modification of the scanning window (3, 4). Additionally, the spatial scan statistic allows the identification of possible disease outbreaks in space and space-time. It is therefore currently the most flexible local cluster test and for those reasons the most widely used (1).

The application of the spatial scan statistic clearly identified areas with higher than expected disease risk in all four case studies. It is important to note however, that its usefulness should not be judged only by the ability to detect areas of significantly elevated risk. Especially for areas with few observations as in the case study on fever in India (n = 38) or the case study on Hepatitis C in the Netherlands (n = 126), spatial empirical Bayesian smoothing of disease rates would be sufficient to detect areas with elevated disease risk. When the goal is to prioritize areas for interventions however, the spatial scan statistic is a powerful method as it calculates for each cluster a likelihood rank, which can be used to prioritize specific areas (4). This was demonstrated in the case study on Hepatitis C. For large-scale address-based geocoded point data as it was used in the case study on type 2 Diabetes Mellitus, the identification of high-risk areas using the spatial scan statistic is inevitable as it is not possible to estimate the number of cases behind the surface of the kernel density estimation alone. Even when spatial empirical Bayesian smoothing is applied to polygon data consisting of a large number of observations, the application of a local cluster test is superior to a purely visual inspection alone as smaller administrative units in urban areas might be overlooked while larger administrative units with fewer inhabitants in rural areas would dominate the map. This was especially evident for the analysis of the sex- and age-adjusted rates
of type 2 Diabetes Mellitus on postal code level \((n = 598)\). A major limitation of the spatial scan statistic is the use of a circular scanning window \((4)\). This can lead to areas of low risk being included inside a cluster and therefore increases the risk of detecting false positives. The default setting of including up to 50% of the population at risk is not advisable in most cases \((5)\). For different diseases in different geographic contexts, several settings need to be evaluated to find a meaningful search radius, capable of minimizing the risk of detecting false positives \((2, 5, 6)\). To account for this limitation, it is advisable to compare the results of a disease mapping approach to the results of the spatial scan statistic \((5)\). This comparison has been conducted in all four case studies and helped to determine a useful maximum search radius.

2. **How can GIS and spatial regression modelling facilitate demand-based allocation of healthcare?**

Chapter 4 examined how spatial epidemiological methods can inform strategies to plan healthcare more effectively by displaying how type 2 Diabetes Mellitus varies at the very local level and where significant hotspots are located. These hotspots may serve as indicator for areas, where specialized medical care should be allocated. The additional knowledge gained from the spatial regression approach that type 2 Diabetes Mellitus is associated with a lower socio-economic status contributes to the on-going discussion in Germany to include measures of area deprivation into planning of healthcare \((7)\).

3. **Is geographically weighted regression a suitable method to identify location-specific risk groups for targeted prevention strategies?**

While there is an abundance of global spatial regression models in public health \((1)\), only few spatial regression modelling approaches are available to analyse spatially varying associations. The main approaches used in spatial epidemiological research remain geographically weighted regression (GWR) \((1)\) and Bayesian spatially varying coefficient models (SVC) \((8, 9)\). GWR was favoured in this research as the application of SVC still remains computationally challenging and difficult to implement \((8)\), while the use of GWR is facilitated through the free available GWR4 software \((10)\) and the R package “GWmodel” \((11)\). For these reasons, GWR is more popular than the SVC model. In three case studies, GWR was successfully used to identify location-specific determinants of Hepatitis C in the Netherlands, type 2 Diabetes Mellitus in Germany and pertussis testing and infections in the Netherlands. Based on the experience of applying
GWR on different datasets in different geographic contexts, GWR has proven useful to identify location-specific risk groups for infectious and chronic diseases. Nonetheless, several methodological issues need to be discussed in the subsequent paragraphs.

3.1. **Which statistical properties of geographically weighted regression modelling have to be considered to obtain useful results?**

First, the dataset needs to include a sufficient amount of observations. Based on a simulation study conducted in 2011, Paéz et al. point out that the results of GWR are unreliable for datasets with fewer than 160 observations. A low number of observations poses the risk of extreme coefficients although the “true” underlying spatial process may not vary as much as indicated by GWR (12). It is important to consider that the statistical methodology of GWR has continuously improved since the publication of this simulation study and now includes diagnostics to assess whether the underlying process is stationary or not (11). Additionally, GWR provides goodness-of-fit-statistics to compare its performance to a global baseline model (10). Comparing the goodness-of-fit statistics of a global model to those of a local model is an important step, which should always be conducted (11, 13). In three case studies, the local approach provided a better fit than the global approach. The case study on acute undifferentiated fever was the only case study where a local approach did not provide a better fit than a global approach. This was due to the low number of observations of this dataset (n = 38). Although the case study on Hepatitis C also included less than 160 administrative units (n = 126), the local approach provided a better fit than the global approach. Several other studies similarly applied GWR on datasets with fewer than 160 administrative units (14, 15). Based on the experience from the case studies in this thesis, it may be suggested that GWR can be successfully applied also on smaller datasets, assured that the goodness-of-fit statistics point out that a local model provides a better fit than a global model. This can be assessed by comparing Akaike’s corrected information criterion (AICc) and the explained variance (adjusted R²) of the competing global and local models (11, 13).

Second, the choice of kernel distribution and size of bandwidth play an important role in how the associations between disease risk and possible risk factors vary over space in the model. Both, the GWR4 software and the R package “GWmodel” provide a vast amount of possible settings for the kernel distribution and size of the bandwidth (11, 16). A major quality criterion of a spatial regression model is the absence of residual spatial autocorrelation (13). This is an important criterion, which should always be
compared – not only between a global model and a local model – but also between possible local candidate models. In the case studies on type 2 Diabetes Mellitus and pertussis, several combinations of kernel distribution and bandwidth size had to be evaluated to find a model capable of eliminating residual spatial autocorrelation. Additionally, although one combination may be able to eliminate residual spatial autocorrelation, it may not necessarily be the best model according to the goodness-of-fit statistics. This became especially apparent in the case study of type 2 Diabetes Mellitus. It is therefore highly recommendable to examine all possible combinations of kernel distributions and bandwidth sizes to find the best fitting model. During the time of this thesis, the “GWmodel” package in R was introduced. Not only does it provide a larger amount of kernel distributions and further statistical diagnosis tests than the GWR4 software (11), the R software allows writing a script to automatically compare all different settings of a GWR model and to test for residual spatial autocorrelation within one software, speeding up computation time and minimizing the amount of tasks, which have to be performed manually (11).

Third, a major critique about GWR is the unreliability of the coefficient estimates, especially in situations where the coefficients change sign across the study area. This makes the interpretation of the coefficient estimates counter-intuitive in certain areas (12, 17, 18). This problem is not only apparent in simulation studies, but is also evident in several spatial epidemiological studies based on real-world data (19, 20). The change of sign of coefficient estimates also became apparent in all three case studies using GWR. This issue was alleviated when the coefficient estimates were displayed together with significance thresholds, as areas with counter-intuitive coefficient estimates were in most cases insignificant. However, not all studies report statistical significance of coefficient estimates of a GWR model, making the interpretation of the results challenging (19, 20). GWR coefficient estimates are logically only meaningful when they are reported with corresponding significance thresholds to minimize the risk of possible false conclusions.

3.2. What are current limitations of geographically weighted regression modelling?

Despite being a very flexible spatial regression modelling approach with an extensive amount of adjustment options, several studies see the use of GWR only as exploratory
but inappropriate for statistical inference (21, 22). GWR has several methodological limitations, which need to be addressed in this context:

First, GWR calculates the spatially varying coefficients within a circular kernel (23). As a result, the coefficient estimates depend highly upon the bandwidth of the kernel. If the bandwidth is too small, the coefficient estimates are exaggerated and unstable. If the bandwidth is too large, there will be only little variation in the coefficient estimates and local processes remain hidden. The subjective choice of the bandwidth and its impact on the resulting coefficient estimates is currently the main core argument why GWR cannot be considered as an inferential method (21). This problem became apparent in all case studies as the choice of bandwidth largely determined the amount of variability of the coefficient estimates. To account for this issue, the optimal bandwidth and kernel function was based on objective goodness-of-fit-statistics of the respective kernel and bandwidth rather than a subjective choice. In addition, a circular form of the kernel does not necessarily represent the true form of the underlying spatial process. Most spatial processes are irregularly formed and the use of a circular kernel poses the risk of over-generalization of coefficient estimates (8). This limitation is inherent to most local spatial statistics including kernel density estimation (24), kriging (25) and the spatial scan statistics (4) and is thus not a limitation of GWR alone.

Second, unlike global spatial regression modelling approaches, GWR does not calculate one single regression equation over the entire dataset, but rather divides the dataset into as much regression equations as there are observations. This approach in turn challenges the calculation of significance of the local regression coefficients, as multiple testing is unavailable due to problems arising from these multiple local regression equations. As a result, significance values of the regression coefficients can be considered only as an approximation, but not as exact significance values (21).

Third, the application of a GWR model requires substantial knowledge about the study area to question the plausibility of the results. This became apparent during the analysis of type 2 Diabetes Mellitus. During the initial analysis, the variable “proportion of built surfaces” was included as possible explanatory variable. While an association between built environment and type 2 Diabetes Mellitus has been noted in the literature (26), this association was only significant in the most sparsely populated regions of the study area, where green spaces are easily accessible. Based on knowledge about this area, the variable was then removed from the analysis. If only the results of a global model would have been reported, this association would be seen as in line with previous
research (26). The local approach in contradiction showed that this association would be misleading in the study area. This limitation can therefore be seen as a huge advantage over global regression models as local models facilitate questioning the plausibility of the results.

Fourth, excess zeros within an outcome variable are difficult to account for in GWR and lead to exaggerated coefficient estimates. This became apparent in the case study on pertussis as the coefficient estimates were highly exaggerated when interpreted as change in the number of cases with a one unit change of the explanatory variable. If a large amount of observations has zero cases, zero-inflated Poisson models would be more suitable than the standard Poisson framework employed within GWR (27). However, zero-inflated Poisson models are currently unavailable in the GWR framework (11). To account for this problem in the case study on pertussis, the explanatory variables were standardized. The resulting coefficient estimates thus allowed only an exploratory interpretation where the effect of an explanatory variable was stronger in comparison to other explanatory variables.

The question whether GWR is only an exploratory method or can be used as inferential method still remains difficult to answer after the case studies in this thesis because the only competing model with which it can be compared is modelled in a Bayesian framework. Unfortunately, the Bayesian SVC model remains challenging to implement in existing software (8, 9). It is important to consider that this question can also not be answered conclusively in existing literature (21, 23). Given the theoretical assumption that associations between disease occurrence and aggregated population characteristics vary over space due to cultural, social and environmental processes on an individual and ecological level (28), allowing associations to vary over space in a regression model seems more plausible than assuming that associations are constant across space. It is however also clear, that current methodological limitations prevent GWR from providing exact regression parameters. Despite this limitation, the knowledge who is where at risk is still more meaningful for public health policies than knowing only who is at risk, even when the estimates should be considered as approximations only. The possibility to target specific risk groups in specific locations based on the results of GWR is therefore of more practical relevance than knowing only which population group is at risk.
4. Can geographically weighted regression and space-time cluster detection facilitate the detection of possible pertussis outbreaks in the Netherlands?

Chapter 5 demonstrated that space-time cluster detection could be used to identify possible outbreaks in space and time for pertussis. However, the spatial regression approach clearly confirmed that the current incidence of pertussis is mainly the result of testing behaviour of the general population and general practitioners. As a result, this case study provided evidence that the incidence of pertussis based on the total population is not a useful indicator to detect outbreaks of pertussis, given the strong increase of pertussis cases with testing. To detect possible outbreaks of pertussis, which are not the result of testing behaviour only, test-positivity – defined as ratio of positive tested persons to all tested persons – is a more suitable indicator as input for the space-time cluster analysis. The space-time cluster analysis in the SaTScan software could successfully locate clusters in space and time and has thus proven useful to detect possible outbreaks of pertussis.

Recommendations to implement GIS in public health departments

This thesis has shown that GIS and spatial epidemiological methods are useful tools to inform evidence-based strategies at the local level. The implementation of GIS in public health departments should consider several recommendations arising from this dissertation:

First, spatial analyses are still not considered a standard methodology in public health studies. Specialized training is necessary to acquire the skills to handle spatial data and to be able to analyse them in an epidemiological context. Such training should include experienced professionals with similar research backgrounds.

Second, with the increasing availability of commercial or open-source GIS and statistical software, public health departments may find it difficult to choose appropriate software. Based on the case studies of this dissertation, following GIS software can be recommended: If the data is available aggregated only and requires only little data preparation, free open-source GIS software such as QGIS (29) is sufficient. If the data is available based on exact addresses and requires more sophisticated data preparation and analyses on transportation networks, commercial GIS software such as ESRI ArcGIS (30) is still considered as gold standard. Spatial statistical software is more challenging to choose from as the various programmes are often designed to fulfil only one specific task. This dissertation relied on SaTScan (4) for the local cluster analysis, GeoDa (31) for
spatial empirical Bayesian smoothing and global spatial regression modelling, GWR4 (16) for geographically weighted regression modelling and CrimeStat IV (24) for the kernel density estimation. It is important to recognize that the majority of spatial statistical analyses in this dissertation can also be carried out using the R programming language (32). Although the learning curve of R is steep, the time spent on learning how to use R pays off in settings where analyses have to be carried out repeatedly (33). Incorporating GIS at local public health departments therefore becomes feasible, even in settings with only limited financial resources.

Third, GIS has potentially more benefits at the local level rather than the national level. Local knowledge of limitations associated with data collection and characteristics of the study area, which may be unknown at the national level, have to be taken into consideration to provide realistic and practically useful results.

Recommendations for public health professionals

The general application of the methods used in this thesis is covered in detail in the accompanying manuals of the respective programmes. Spatial empirical Bayesian smoothing and global regression modelling are covered in the GeoDa workbook (31), the spatial scan statistic is covered in the SaTScan user manual (4) and geographically weighted regression modelling is described in the GWR4 user manual (16). Bivand’s book on spatial modelling in R provides tutorials of these methods in the R programming language (33). While the application of spatial empirical Bayesian smoothing and global spatial regression modelling is relatively straightforward, the use of the spatial scan statistic and geographically weighted regression modelling is very sensitive to the choice of settings used to conduct the analysis. Several practical recommendations based on the four case studies can be provided:

1. Spatial scan statistic: As the usefulness of the detected clusters depends upon the size of the scanning window, it is necessary to compare different possible scanning window sizes. In the four case studies, smaller window sizes tended to deliver results, which are of more practical use than the standard settings. A cluster can be defined as practically useful if it does not include areas with a relative risk below average. Several iterations with different scanning window sizes may be necessary to find only clusters containing areas with a relative risk above average. To examine, whether the detected clusters meet this criterion, it is
recommended to visualize the clusters in addition to the cartographic analysis of disease risk.

2. Limitations of data collection: Several diseases such as pertussis are rather driven by testing behaviour than real outbreaks. To examine risk factors of similar diseases, the proportion of tested persons should be included in a spatial regression model to account for the impact of testing. This approach provides more realistic estimates of the association to possible risk factor as the important role of testing is accounted for in this approach.

3. Geographically weighted regression modelling: A global spatial regression model always precedes a GWR to assess the requirements of an appropriate spatial regression model: All variables are significantly associated with the outcome, the explanatory variables are free from redundancy and the residuals are free from spatial autocorrelation (13). As a major critique of GWR is the subjectivity of bandwidth size and kernel distribution (21), all possible combinations of bandwidth size, kernel distribution and optimization method should be compared by Akaike`s corrected information criterion, deviance explained by the model and clustering of the residuals to objectively find the best fitting model.

Limitations of this dissertation

First, socio-demographic and socio-economic risk factors for diseases were analysed on an aggregated population level. Possible risk factors derived from an ecological analysis do not necessarily constitute risk factors on an individual level. This problem is termed “ecological bias” and is inherent to all studies based on aggregated population characteristics (34, 35). The ecological bias is not a limitation for planning and allocation of healthcare as healthcare is typically planned based on larger spatial scales where broader processes are of interest (14, 34). However, targeting individuals with specific socio-demographic characteristics based on the results of an ecological analysis remains challenging if these associations were derived from large-scale administrative units with considerable in-area variation (35). Small administrative units with homogenous population characteristics are preferable to identify demographic and socio-economic population characteristics. The effect of the ecological bias is usually small in small-scale spatial epidemiological studies with a few hundred or thousand inhabitants, but increases with size of the administrative units (35). It can therefore be assumed that this bias is relatively small for analyses based on postal codes in the
Netherlands and analyses based on the association of municipalities in Germany. In the case study based on counties in India however, this effect could be relatively large. The strength of the ecological bias could however not be assessed in this thesis and still remains unknown.

Second, the identified associations depend on the available population characteristics. It was not possible to evaluate whether the diseases of the four case studies are related to lower levels of education, as this information was not available for the four case studies.

Third, the usefulness of an ecological study design depends on the quality and spatial resolution of population data. This became especially apparent in the case study of fever in India. The relatively large counties, on which the analysis was based, constitute the smallest spatial scale for which population data were available during the time of the analysis. Additionally, population data in India are updated only every ten years (36). In how far population data from the census of India for 2001 are still meaningful for spatial epidemiological data of 2009 could not be evaluated.

Fourth, causality based on an ecological study design is difficult to assess. Although there is an association between chronic diseases and lower socio-economic status at the ecological level (19), an ecological study design is unable to assess whether chronic diseases are the result of a lower socio-economic status (e.g. through lower levels of education, resulting in an unhealthy lifestyle) or whether chronic diseases led to a lower socio-economic status through work impairment or loss of workplace (37).

Despite these limitations, spatial ecological studies allow the analysis of large, anonymised epidemiological data and readily available population characteristics. Spatial ecological studies therefore allow inference about possible demographic and socio-economic risk factors, which are unavailable on an individual level. This critical information would often remain unknown without time-consuming study designs relying on voluntary participation of individuals. As spatial ecological studies facilitate the prioritization of areas for interventions, can be conducted in a very time- and cost-effective manner and can be adapted to most available epidemiological datasets, their importance for public health policies is likely to increase in the near future.

Conclusions

GIS and spatial regression modelling empower decision-makers with important background knowledge about high-risk areas and the main population, which is most at
risk in specific locations. This knowledge is important to allocate financial resources for demand-based, cost-effective planning and allocation of healthcare and targeted prevention strategies.

This thesis clearly demonstrated that a one-size-fits-all approach of public health policies is often inappropriate. Future public health policies need to acknowledge the importance of geographic aspects of health and disease and should aim to shape policies more towards local needs.
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Summary
The case studies in this thesis describe the use of Geographic Information Systems (GIS) in public health. The main focus lies in the assessment of GIS and spatial epidemiological methods for planning and allocation of healthcare and targeted prevention strategies.

Chapter 2: Case study on Acute Undifferentiated Fever in India

The System for Early-warning based on Emergency Data (SEED) is a pilot project to evaluate the use of emergency call data with the main complaint acute undifferentiated fever (AUF) for syndromic surveillance in India. Although the main focus of syndromic surveillance lies in the detection of possible disease outbreaks, additional information about the main population at risk is necessary for targeted interventions and future preparedness strategies. By analysing the emergency calls of a small, remote area geographically and by merging the emergency call data with socio-economic population characteristics, we found that the incidence of fever was higher in rural areas and showed strong regional variation. The results of the spatial regression analysis clearly identified scheduled tribes and household industries as the main population at risk and proximity to forests as an environmental risk factor. These results are especially important in the Indian context, where laboratory confirmed disease data are scarce and emergency call data could provide a suitable alternative as proxy for infectious diseases.

Chapter 3: Case study on Hepatitis C in the Netherlands

Hepatitis C Virus (HCV) infections are a major cause for liver diseases. A large proportion of these infections remain hidden to care due to its mostly asymptomatic nature. Population-based screening and screening targeted on behavioural risk groups had not proven to be effective in revealing these hidden infections. By geocoding the HCV tests collected between 2002 and 2008 in the southern part of the Netherlands and merging them with socio-demographic population data at the four-digits postal code level, local hotspots of high HCV prevalence could be detected and the main population at risk in specific locations could be identified. The risk group for HCV consisted of persons living in one-person households, persons with low income, non-western immigrants and persons living in deprived areas. Combining the information where local hotspots are with the background knowledge which population group is most at risk in these hotspots provides a useful starting point for future screening interventions.
Chapter 4: Case study on Type 2 Diabetes Mellitus in Germany

The provision of general practitioners (GPs) in Germany still relies mainly on the ratio of inhabitants to GPs at relatively large scales and barely accounts for an increased prevalence of chronic diseases among the elderly and socially underprivileged populations. As health insurance is mandatory in Germany, geocoded health insurance claims can be used to analyse the spatial distribution of chronic diseases as indicator for the demand for primary care. Data from northeastern Germany’s largest statutory health insurance provider was used to analyse the spatial distribution of type 2 Diabetes Mellitus (T2DM). The results clearly show that T2DM varies at the very local level and is strongly clustered, especially in rural areas. The results of the spatial regression analysis emphasize that a lower socio-economic status is – at least in some areas – an important predictor of T2DM. The results of our analysis provide very detailed information, where hotspots of T2DM in northeastern Germany are located. The background knowledge, that T2DM is driven by lower socio-economic status further facilitates the recent political discussion to include measures of lower socio-economic status into the current guidelines of planning and allocation of primary care in Germany.

Chapter 5: Case study on Pertussis in the Netherlands

Despite high vaccination coverage, pertussis incidence in the Netherlands is amongst the highest in Europe with a shifting tendency towards adults and elderly. Early detection of outbreaks and preventive actions are necessary to prevent severe complications in infants. We therefore analysed geocoded laboratory registry data collected between 2007 and 2013 in the province South Limburg. We could successfully locate space-time clusters for pertussis testing, incidence and test-positivity. The space-time clusters for pertussis incidence largely overlapped with pertussis testing. The spatial regression approach further confirmed that the current pertussis incidence is largely the result of testing. More testing would therefore not necessarily improve pertussis control. Although the detection of pertussis outbreaks would be feasible using space-time cluster detection, such an approach should rather use test-positivity as indicator to account for the strong association between testing and the current pertussis incidence.
Chapter 6: General Discussion

In chapter 6, the main findings of this thesis are discussed. The main results of this thesis are that GIS and spatial epidemiological methods are suitable to locate high-risk areas and to identify the main populations at risk in specific locations for the analysed diseases. The results of the four case studies emphasize that a one-size-fits-all approach is not very effective for both, planning and allocation of healthcare and targeted prevention strategies. Future public health policies need to acknowledge that geographic aspects are important determinants of health and should aim future interventions more towards local needs.
Nederlandse samenvatting
De case study’s in deze thesis beschrijven het gebruik van Geografische Informatie Systemen (GIS) in de openbare gezondheidszorg. De hoofdfocus ligt op de evaluatie van inzet GIS en ruimtelijke epidemiologische methoden ten behoeve van planning en toewijzing van gezondheidszorg en doelgerichte preventiestrategieën.

Hoofdstuk 2: case study van Acute Ongedifferentieerde Koorts in India

Het System for Early-warning based on Emergency Data (SEED) is een pilotproject om de bruikbaarheid van data van noodoproepen van de belangrijkste syndroom ‘acute undifferentiated fever (AUF)’, ten behoeve van syndroomsurveillance in India te evalueren. Alhoewel het belangrijkste doel van syndroomsurveillance ligt in het opsporen van mogelijke ziekte-uitbraken is additionele informatie over de belangrijkste risicopopulatie noodzakelijk voor gerichte interventies en toekomstige preventiestrategieën. Door de noodoproepen van een klein, afgelegen gebied geografisch te analyseren en door de data van de noodoproepen samen te voegen met sociaal-economische bevolkingskarakteristieken ontdekten we dat de incidentie van koorts in plattelandsgebieden hoger was en het toonde grote regionale verschillen. De resultaten van de ruimtelijke regressie-analyse wezen duidelijk bepaalde stammen en bedrijfjes aan huis als grootste risicopopulaties aan en de nabijheid tot bosgebieden als omgevingsrisicofactor.

Deze resultaten zijn vooral belangrijk in de Indiase context waar weinig laboratoriumbevestigde ziektedata aanwezig zijn en waar data over noodoproepen een geschikt alternatief zouden kunnen vormen als indicatie voor infectieziekten.

Hoofdstuk 3: Case study van hepatitis C in Nederland

Hepatitis C-virusinfecties (HCV) vormen een belangrijke oorzaak voor leverziekten. Een groot deel van deze infecties blijft verborgen voor de zorg omdat het meestal een asymptomtisch verloop heeft. Bevolkingsonderzoek en screening gericht op gedragsgerelateerde risicogroepen bleken niet effectief om deze verborgen infecties op te sporen. Door geocodering van de HCV-testen verzameld tussen 2002 en 2008 in het zuidelijk deel van Nederland en door deze samen te voegen met socio-demografische bevolkingsdata op vier-cijferig postcodeniveau, werden lokale hotspots met hoge HCV-prevalentie gevonden en kon de belangrijkste risicogroep op specifieke locaties worden geïdentificeerd. De risicogroep voor HCV bestond uit eenpersoonshuishoudens, personen met een laag inkomen, niet-westerse immigranten en personen uit
achterstandswijken. De informatie waar lokale hotspots zich bevinden, gecombineerd met de achtergrondinformatie welke populatiegroep het grootste risico loopt binnen deze hotspots, levert een goed uitgangspunt voor toekomstige screeninginterventies.

**Hoofdstuk 4: Case study van diabetes mellitus type 2 in Duitsland**

Het systeem voor de verdeling van huisartsen per inwoner in Duitsland hangt hoofdzakelijk af van een standaard aantal inwoners en houdt amper rekening met de verhoogde prevalentie van chronische ziekten onder ouderen en achtergestelde bevolkingsgroepen. Aangezien in Duitsland ziektekostenverzekering verplicht is, kan geocodering van ziektekostendeclaraties worden gebruikt om de ruimtelijke verdeling van chronische ziekten te analyseren als indicator voor zorgvraag. Data van de grootste (wettelijke) ziektekostenverzekeraar in Noordoost Duitsland werden gebruikt om de ruimtelijke verspreiding van diabetes mellitus type 2 (DM2) te analyseren. De resultaten tonen duidelijk aan dat DM2 op zeer lokaal niveau varieert en sterk geclusterd is, m.n. in landelijke gebieden. De resultaten van de ruimtelijke regressie analyse benadrukken dat een lagere sociaal economische status – tenminste in bepaalde gebieden – een belangrijke voorspeller voor DM2 is. De resultaten van onze analyse leveren zeer gedetailleerde informatie over waar hotspots van DM2 in Noordoost Duitsland zijn gelegen. De achtergrondkennis dat DM2 wordt aangedreven door een lage SES-status draagt bij aan de recente, politieke discussie om maatregelen bij een lagere SES-status te inclueren in de huidige richtlijnen van plannen en toewijzen van primaire zorg in Duitsland.

**Hoofdstuk 5: Case study over pertussis in Nederland**

Ondanks de hoge vaccinatiegraad is de incidentie van pertussis in Nederland één van de hoogste in Europa met een neigende verschuiving naar volwassenen en ouderen. Vroege detectie van uitbraken en preventieve acties zijn nodig om ernstige complicaties bij zuigelingen te voorkomen. Hiervoor analyseerden wij geocodeerde laboratoriumdata in de provincie Limburg, verzameld tussen 2007 en 2013. We konden met succes locatie-tijd-clusters voor het testen op pertussis, de incidentie en de testpositiviteit opsporen. De locatie-tijd-clusters voor pertussisincidentie vertoonden een grote overlap met het testen op pertussis. De ruimtelijke regressiebenadering bevestigde dat de huidige pertussisincidentie grotendeels het resultaat is van testen. Meer testen zou daarom niet noodzakelijkerwijs de bestrijding van pertussis verbeteren.
Hoofdstuk 6: Algemene discussie

In hoofdstuk 6 worden de belangrijkste bevindingen van deze thesis besproken. De belangrijkste resultaten van deze thesis zijn dat GIS en ruimtelijke epidemiologische methodes geschikt zijn om hoog-risicogebieden te traceren en om de belangrijkste risicogroepen op specifieke locaties voor de geanalyseerde ziekten te identificeren. De resultaten van de 4 case study’s benadrukken dat een algemene aanpak niet erg effectief is, zowel voor toewijzen van gezondheidszorg als voor gerichte preventiestrategieën. Toekomstig public health-beleid dient te onderkennen dat geografische aspecten belangrijke determinanten van gezondheid zijn en het zou toekomstige interventies meer moeten richten op lokale behoeften.
Acknowledgements
After an exhaustive and exciting time conducting the research for this dissertation, now is finally the time to lay down the finishing touches and to thank everyone involved in this undertaking. It was an intensive and inspiring period of my life. The process of writing this dissertation was shaped by many persons, which I have met along the way:

First, I would like to thank my supervisors:

Prof. dr. Christian Hoebe for believing in me to do a PhD and always providing thoughtful and supporting guidance where it was needed. Dear Christian, the meetings we had were full of positive and inspiring discussions. I learned a lot about seeing the data we work with in their broader context. This helped me to understand the importance of the daily and practical context for epidemiological research.

Prof. dr. Thomas Krafft for offering me the opportunity to work in an interesting, international, and very inspiring environment. Dear Thomas, I have to express my gratitude to you for providing me the chance to see the many interesting areas of medical geography and expanding my academic horizon. Learning to be scientifically sound and critical was an important lesson, which is invaluable for my career. Also, I would like to thank you very much for providing me a place to stay at yours and Eva's place during my visits in Maastricht.

Dr. Nicole Dukers-Muijrers for being a very inspiring co-author on many papers during this dissertation. Dear Nicole, your knowledge of all the many aspects of epidemiological research was truly inspiring and helped me to look at things from many different angles.

Prof. dr. Jürgen Schweikart for being a very supportive and interested supervisor. Dear Jürgen, having a person with such a deep history and knowledge of GIS as supervisor was a real enhancement of this thesis. I cannot express my gratitude for the great and many discussions and advices on a scientific, but also on a personal level.

Also, I would like to thank Marita Moskwyn and Andrea Keste from the AOK Nordost for their amazing support of my daily work and for the opportunity to use part of it in my dissertation.

Further, my sincere gratitude belongs to all co-authors, I have had the pleasure to work with: Dr. Alexandra Ziemann, Eva Pilot, Dr. Oliver Grübner, Dr. Biranchi Jena, Dr.
Ramana Rao, Jonas Pieper and Dr. Werner Maier. I hope we can work together again sometime in the future.

A large proportion of keeping up the spirit and work ethic during such a long undertaking stems from taking a break from complicated, scientific matter. I therefore owe a big thank you to all my friends that supported me indirectly through their love and happiness. The countless skateboarding sessions, workouts at the gym and fun evenings at the bar helped me not to lose my focus in the long run. Let’s do it again, my friends.

I struggle to find words to express my gratitude for my significant other and love of my life, as words will not do my gratefulness any justice. You have endured me through challenging times, made me laugh and smile, and walked along with me the path of life for already more than eight years. I love you for all of this and so much more.

Finally, I would like to thank my parents for giving me the gift of life and being not only parents but also friends. Being from a non-academic family and having your support to start a scientific career nonetheless was a true blessing. I thank you so much.
Curriculum Vitae
Boris Kauhl was born in 1984 in Laupheim, Germany. He studied geography at the University of Cologne and received his diploma in Geography in 2012. During his studies, he found strong interest in medical geography and interned at the World Health Organization regional office for southeast Asia (WHO SEARO) in New Delhi, India. Inspired by this internship, he wrote his diploma thesis about the use of emergency calls for the surveillance of infectious diseases in Andhra Pradesh, India. During this time, he came in contact with the numerous applications of Geographic Information Systems (GIS) in public health.

From 2010 to 2012 he worked as student research assistant and later from 2012 to 2014, he worked as researcher for Maastricht University under the supervision of Prof. dr. Thomas Krafft. At Maastricht University, he closely collaborated with the emergency medical dispatch centre in Tyrol, Austria to establish an early warning system for unusual health threats and conducted GIS-based analyses of emergency calls. Further areas of work included close collaboration with the South Limburg Public Health Service (GGD ZL) for the spatial analysis of infectious diseases. He also held lectures and provided trainings of GIS for students at Maastricht University.

In 2015, he joined the AOK Nordost – northeastern Germany’s largest statutory health insurance provider – where he currently works as expert consultant for the department of medical care. His main areas of expertise at the AOK Nordost consist of GIS-based analyses of chronic diseases, access to and planning of healthcare. For one of his analyses, he was awarded with the science award 2017 for regional healthcare research from the central institute of statutory health insurance physicians in Germany.
Publications
2017


2016

2015


2014


2012


2010

Nicole Rosenkötter, Boris Kauhl, Luis Garcilla-Castrillo Riesgo, Francisco Javier Llorca Diaz, Janneke Kraan, Alexandra Ziemann, Martina Schorbahn, Thomas Krafft, Helmut Brand (2010). Retrospective data analysis and simulation study as basis for an automated syndromic surveillance system - Results from the SIDARTHa project. *Bad Honnef.*
Valorisation of this thesis
Relevance of research results

The innovative aspect of this research is the provision of new insights on the importance of geographic aspects for demand-based planning and allocation of healthcare and targeted prevention strategies. The insight that geographic aspects are important determinants of health and disease has broad implications that are useful beyond science.

There are three areas where these research results could improve public health policies beyond academia:

1. Demand-based planning and allocation of healthcare
2. Improvement of current prevention strategies
3. Improvement of public health surveillance through implementation of geographic information systems and spatial epidemiological methods

Demand-based planning and allocation of healthcare

The case study on type 2 Diabetes Mellitus in Germany is important for demand-based planning and allocation of healthcare in northeastern Germany. This case study is part of a larger and on-going project between the AOK Nordost health insurance and the Beuth University of Applied Sciences to enhance the current planning and allocation of primary healthcare in northeastern Germany. The current planning of general practitioners (GPs) is still based on a target ratio of 1671 inhabitants per GP and does not acknowledge a higher prevalence of chronic diseases in socially disadvantaged areas nor the accessibility of GPs in rural areas. Since the planning and provision of GPs is planned between health insurance providers and the association of statutory health insurance physicians, health insurance providers have a high interest to detect an increased medical demand of their insurants to provide healthcare where it is needed most. This in turn decreases the chance of expensive and possibly avoidable complications. Logically, spatial analyses of chronic diseases are important for evidence-based negotiations where new GPs should be allocated. Providing background knowledge about geographic determinants of chronic diseases thus helps to model the expected demand for healthcare in the future. Detecting areas with increased medical demand and identifying associated determinants of chronic diseases is not only important for type 2 Diabetes Mellitus, but also for several other chronic diseases with high prevalence rates such as hypertension or cardiovascular diseases. The knowledge that a lower socio-economic status is a strong determinant for chronic diseases
facilitates the current debate about including additional population-based variables such as area deprivation into planning of healthcare. The discussion about the consideration of area deprivation as driving factor for healthcare needs is still relatively young in Germany when compared to other countries.

**Improvement of current prevention strategies**

The results of the four case studies are relevant for prevention strategies for different actors in the healthcare sector:

1. **General practitioners**

   Disseminating the results of the case studies on hepatitis C and type 2 Diabetes Mellitus to general practitioners in the respective region could facilitate the implementation of preventive screenings. Although hepatitis C and type 2 Diabetes Mellitus are fundamentally different, these two diseases have one particular characteristic in common: Both diseases are often asymptomatic in the beginning and have a high probability of adverse health outcomes if they remain undetected. For both diseases, preventive screening could help to provide early diagnosis and necessary medical care and could thus minimize the risk of potentially preventable complications – such as liver cirrhosis in the case of hepatitis C and lower extremity amputations in the case of type 2 Diabetes Mellitus. The onset of type 2 Diabetes Mellitus could even be prevented or delayed if possible pre-diabetic conditions such as glucose intolerance are detected early enough. Providing GPs with background knowledge about local clusters and location-specific risk groups for these diseases could therefore enable GPs to offer free testing to patients belonging to local risk groups.

2. **Health insurance providers**

   The AOK Nordost health insurance is the second key actor for whom the results of the case study on type 2 Diabetes Mellitus are relevant. Early diagnosis of Diabetes is likely to reduce the amount of potentially preventable complications. However, demographic and socio-economic risk factors remain largely unknown within the database. The AOK Nordost can benefit in several ways from the results of this case study: They provide important information about the location-specific risk groups. This information can be used to invite insurants with similar socio-demographic risk factors for preventive screenings. Additionally, health insurance providers in Germany have
intensive care programs for chronic diseases – the so-called disease management programs - where participating GPs provide intensive care for insurants with one or several chronic diseases. The areas highlighted as local clusters for type 2 Diabetes Mellitus can help the AOK Nordost to invite GPs to participate in disease management programmes for type 2 Diabetes Mellitus. This approach might ultimately benefit insurants by reducing the risk of potentially preventable complications through planning and allocation of more specialized and intensive medical care.

3. Local public health agencies

The results of the case study on hepatitis C have been used by the public health service South Limburg (GGD ZL) to facilitate preventive screening programmes in the areas highlighted as clusters in Maastricht. This shows the importance of a spatial ecological analysis for practical prevention strategies. By disseminating the results of the case studies for acute undifferentiated fever, hepatitis C and pertussis to other local public health agencies, public health departments in the Netherlands and India can be motivated to conduct similar studies. It is likely that the risk factors may be different in other regions. Enabling local public health agencies to assess location-specific risk groups for prevalent diseases within their jurisdiction could be an effective way to enhance preventive strategies, tailored towards local needs.

Improvement of public health surveillance through implementation of geographic information systems and spatial epidemiological methods

The three case studies based on surveillance data in India and the Netherlands have clearly demonstrated the added value of analysing surveillance data geographically, ranging from an analysis of location-specific risk groups in the case of hepatitis C, the analysis of possible determinants of testing to the identification of possible disease outbreaks in space and space-time for pertussis. With geographic identifiers becoming increasingly available in datasets generated by surveillance systems, important opportunities for prevention and effective public health response emerge from the spatial analysis of surveillance data. All analytical methods used in this dissertation were available in sophisticated open-source software such as SaTScan, GeoDa, CrimeStat and GWR4. With the increasing additional availability of spatial statistical methods within the R programming language and enhancements in open source GIS software such as Quantum GIS, spatial epidemiological methods can be easily
implemented even in public health departments with limited financial resources. This is important for GGD ZL as it empowers GGD ZL to conduct analyses of different diseases and develop further prevention strategies. Communicating these possibilities to other public health departments also could be an effective way to make further use of the potential of spatially referenced surveillance data for effective public health strategies.