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General introduction



Chapter 1

Hearing serves many ecological purposes such as communication or identification of
events. In natural environments, meaningful auditory perception requires the tracking
of sounds in the presence of other concurrent sounds. Sounds are pressure waves
generated by mechanical vibrations. When multiple sound sources are present, the
emitted waves combine so as to produce a composite wave in which the acoustic
characteristics of the individual waves, such as frequency and amplitude, are
distorted. Nevertheless, the auditory system is reliable in extracting sounds of interest
even under such challenging acoustic conditions. This remarkable aspect of hearing
lies at the heart of our ability to form meaningful perceptual entities and has been
described in an influential theoretical framework called Auditory Scene Analysis
(Bregman, 1990).
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Figure 1. The continuity illusion. A, Visual continuity illusion (adapted from Bregman, 1990). Random visual
shapes (left) become recognizable as fragments of the letter “B” when a visual mask fills the gaps between
the fragments (right). B, Auditory continuity illusion. When a silent gap in an interrupted target sound (left) is
filled with a masking sound, the target can be perceived as continuing through the masker (right). This may
be accompanied by the perceptual restoration of the target during the masker (gray dotted line).

A striking illustration of scene analysis and of the robustness of the auditory system
against interfering sounds in particular is the auditory continuity illusion (Fig. 1B). The
continuity illusion describes the phenomenon of perceiving a sound as apparently
continuous, although the sound is physically interrupted by other louder sounds. This
phenomenon may be accompanied by the perceptual restoration of the missing
sound during the interruption. Continuity illusions apply to sounds of different
complexity, such as noise, tones, sweeps, melodies, and speech (for reviews, see
Bregman, 1990; Warren, 1999), and they have been reported for several animals
such as birds (Braaten & Leary, 1999), cats (Sugita, 1997), and monkeys (Miller et
al., 2001; Petkov et al., 2003). The existing evidence suggests that the phenomenon
may emerge from fundamental mechanisms that facilitate smooth perception of
fragmented sounds in noisy environments. However, these mechanisms are poorly
understood: It is yet unclear where and how in the brain the continuity illusion may
arise.

Understanding these mechanisms is crucial not only for advancing the knowledge
of the auditory system in general, but also for improving hearing aids and artificial
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speech recognition devices that perform sub optimally in noisy environments. The
studies presented in this thesis aim at broadening this knowledge. Before tackling the
underlying mechanisms in the following chapters, the present chapter first introduces
important concepts for studying the continuity illusion. Specifically, the notion of
sensory-perceptual transformations of sounds is discussed, and general principles of
sound processing in the brain are outlined. Furthermore, an overview of the methods
for investigating sensory-perceptual phenomena is given, followed by a review of
previous research on the continuity illusion. Finally, an outline of the research aims
and content of the thesis is given.

1 Sensory-perceptual transformations: A theoretical framework for
studying the neural basis of the continuity illusion

The continuity illusion implies the subjective experience of a sound that is not present
in the actual sound wave that entered the ear. Therefore, the illusory sound is
constructed from the sensory input by the auditory system. This constructive process
can be understood as a sensory-perceptual transformation of the sound wave. Sound
waves produced in natural environments generally comprise a wide variety of
acoustic features, such as frequency-modulations or amplitude-modulations. These
features depend on the sound sources that generate these waves, and thus they are
critical for sound source identification. However, sound object perception may not
depend on the rapidly varying acoustic features alone but also on the perceptual
interpretation of these features on a larger time scale. Especially in noisy scenes, the
acoustic input may be highly redundant and therefore irrelevant features can be
ignored. This is illustrated, for example, by the classical cocktail party effect (Cherry,
1953), in which a relevant sound is experienced as more salient than other ambient
sounds.

In terms of information processing, subjective hearing experiences can be
understood as arising from ‘transformed’ representations of sound waves (Smith &
Lewicki, 2006; Wang et al., 2008). This emergent property of sound may be achieved
in the auditory system by redundancy compression (Barlow, 1961; Chechik et
al., 2006) and abstraction (Griffiths & Warren, 2004). More specifically, basic acoustic
features can be extracted from the auditory stimulus and may be analyzed for their
non-randomness (regularities, or patterns) (Naatéanen et al., 2001). The extracted
regularities may be further retained as more abstract stimulus representations that
are then analyzed for higher-order regularities, and so on. In these theoretical terms,
meaningful auditory perception emerges gradually from interpreting non-random
acoustic features of sensory stimuli.

The transformation of a sound wave into an auditory experience may not be fixed:
Sound percepts generally depend not only on the actual sound wave, but also on
other acoustic and cognitive factors. Experimental manipulation of these factors thus
can be exploited for investigating how the auditory brain ‘makes sense’ of the
auditory world, which is of major interest for the studies presented in this thesis.
Important factors are, for example, the acoustic context and prior auditory
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experience: Exposure to loud sounds, for instance, may render subsequent sounds
softer (e.g. Durlach & Braida, 1969). Selective attention also plays a role
(Broadbent, 1958; for reviews see Carlyon, 2004; Alain & Bernstein, 2008), as
exemplified by bistable perceptual phenomena and the cocktail party problem. As
mentioned before, auditory illusions are especially useful in studying sensory-
perceptual transformations as they involve constructed percepts of sounds which are
not present in the actual sensory input.

2 Basic principles of the neural processing of sound

Sound processing in the brain involves several stages of stimulus analysis that are
defined by the functional characteristics of auditory neurons. The neural processing
of sound begins in receptor cells in the cochlea of the inner ear. These so-called hair
cells translate sound waves that entered the ear into neural signals. These signals
are transmitted via the auditory nerve to a series of interconnected neuronal
structures, collectively referred to as the auditory pathway. The most relevant
structures include the cochlear nuclei and the superior olivary nuclei in the brainstem,
the inferior colliculi in the midbrain, the medial geniculate nuclei in the thalamus, and
the primary and secondary auditory cortices in the temporal lobes of the cerebrum.

A characteristic feature of neurons along the auditory pathway is their tuning to
particular sound frequencies: Individual auditory neurons are excited selectively by
sounds that contain frequencies within particular bandwidths. These neurons thus
‘decompose’ auditory stimuli into their constituting spectral components, analogous to
a mathematical procedure called Fourier analysis. Given their broad frequency
tuning, auditory neurons can be conceptualized as bandpass filters that transmit
restricted portions of the stimulus spectrum (Fletcher, 1940). The filtering
characteristics of auditory neurons are flexible: Frequency tuning becomes more
complex along the ascending auditory pathway (Miller et al., 2002). Different regions
in auditory cortex, for example, may be specifically tuned to sounds of different
complexity, such as melodies (Patterson et al., 2002) or voices (Belin et al., 2000).
Frequency tuning may be further modulated by ‘bottom-up’ factors such as the
preceding auditory input, and by ‘top-down’ factors like attention (Fritz et al., 2003).
These bidirectional influences are facilitated by afferent and efferent connections
throughout the auditory pathway.

Another characteristic feature of the auditory pathway is that neurons tuned to
neighboring frequencies are situated adjacently on the epithelium. Arrays of these
neurons constitute topographic representations of the sound spectrum. These so-
called tonotopic maps can be conceptualized as banks of bandpass filters which
represent auditory stimuli in orderly arranged and partially overlapping frequency
channels. In terms of information processing, the auditory pathway may thus
implement a hierarchy of serial and parallel stimulus analysis stages in which the
neural representation of the sound spectrum undergoes several transformations
(Rauschecker et al,, 1997; Lee et al., 2004). The functional architecture of the
auditory pathway may enable sound processing as depicted above (see

10
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paragraph 1): While sensory representations in the cochlea closely resemble the
acoustic properties of auditory stimuli, representations in the auditory cortex may
reflect more the perceptual properties of the sensory input (Nelken, 2004; Las et
al., 2005; Chechik et al., 2006).

3 Methods for investigating sensory-perceptual transformations

Sensory-perceptual phenomena can be studied at the behavioral level by using
psychoacoustic methods or at a neurophysiologic level by using functional magnetic
resonance imaging (fMRI) or electroencephalography (EEG), for instance. These
methods were also employed in the studies presented in this thesis.

3.1 Psychoacoustic methods

Psychoacoustic methods involve systematic varying one or more acoustic
dimensions of an auditory stimulus, while measuring the effects on the subject’s
auditory experience (Fechner, 1860). These methods are useful, for example, for
quantifying the sensitivity of the auditory system to changes in particular sound
properties. Perceptual limits can be assessed on basis of thresholds, which are
specific values along an acoustic dimension at which subjects can just detect the
presence of a particular sound (Gescheider, 1997). However, detection is not an all-
or-none phenomenon: Subjects may or may not detect a target sound across
presentations of stimuli close to threshold. This implies that identical stimuli may
evoke different perceptual conditions. Psychoacoustic designs may generally benefit
from prior knowledge of neural principles of sound processing (see paragraph 2) in
the sense that stimuli can be designed more specifically to tap particular neural
mechanisms. For example, notched-noise stimuli can be used to estimate the filter
characteristics of cochlear neurons (Patterson, 1976). Psychoacoustic methods were
applied in the studies presented in chapter two and six of this thesis and guided the
design of all the stimuli employed in the neurophysiologic investigations described in
the other chapters.

3.2 Functional magnetic resonance imaging

Neurons in the brain increase their oxygen consumption when they are activated by
sensory stimuli and/or cognitive processes. This increased oxygen demand is
compensated for by increased local inflow of oxygenated blood. This hemodynamic
response is slightly delayed and induces local variations in blood volume and in the
relative concentration of oxygenated and deoxygenated blood. Based on the different
magnetic resonance properties of oxygenated and deoxygenated blood, fMRI can be
used to localize brain regions of increased blood-oxygenation level (Ogawa et
al., 1992).

FMRI provides a non-invasive and indirect measure of localized neural activity on
basis of the hemodynamic response, at a spatial scale of a few millimeters. It should
be noted that the gradient coils of the MR scanner produce loud acoustic artifacts

11
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during the acquisition of MR images. To avoid masking of auditory stimuli by scanner
noise, auditory fMRI experiments require the presentation of stimuli in silence
between successive image acquisitions. With such ‘sparse’ sampling methods,
uncontaminated stimulus-evoked BOLD signals can be measured after each stimulus
presentation, facilitated by the sluggishness of the hemodynamic response (e.g. Belin
et al., 1999; Hall et al., 1999; Talavage & Edmister, 2004). The temporal resolution of
sparsely sampled fMRI is inherently low, typically in the range of several seconds. A
major application for auditory fMRI is the localization of brain regions in which neural
activities correlate with particular cognitive aspects of a given auditory task. FMRI
was applied in the studies presented in chapter three and five.

3.3 Electroencephalography

When sensory stimuli and/or cognitive processes trigger neuronal action potentials,
post-synaptic dendritic currents are induced, accompanied by electrical field
potentials. When several parallel-oriented neurons in a cortical patch are
synchronously active, their field potentials sum up. Using EEG, the resulting net
cortical field potentials can be measured at scalp sites that are perpendicular to the
evoking neurons. Scalp EEG activities oscillate at multiple frequencies, even in the
absence of sensory input (Berger, 1930). To extract time-locked changes in the
ongoing EEG, as evoked by experimental stimuli for example, EEG data need to be
averaged across several stimulus presentations. Two different features of the EEG
signal are relevant in this regard: First, phase-locked EEG changes can be isolated
by averaging in the time domain. These event-related potentials (ERPs) typically
show prominent peaks at several latencies with respect to the evoking event.
Second, time-locked, frequency-specific EEG changes can be extracted by averaging
in the frequency domain. These signals display event-related modulations in
oscillations, which may be related to changes in the synchronized interactions of
different neuronal populations (Lopes da Silva, 1991; Singer, 1993).

EEG provides a non-invasive measure of neural activity on basis of electrical field
potentials, at a spatial scale of several centimeters (Epstein, 1983). This low spatial
resolution is related to the fact that EEG is insensitive to activity in neurons that are
oriented tangentially to the scalp. Furthermore, field potentials are distorted during
their propagation through brain tissue, resulting in loss of spatial resolution at the
scalp. Nevertheless, EEG provides high temporal resolution in the range of a few
milliseconds. A major application for EEG is thus the chronometry of neural activities:
Potentials or oscillations that are time-locked to particular cognitive aspects of a
given experimental task may be used as indicators for the timing of particular neural
processes. EEG was applied in the study presented in chapter four of this thesis.

3.4 Statistical considerations: Controlling for confounding variables

While psychoacoustic methods allow only limited insights into neural mechanisms,
their combination with neurophysiologic methods, such as fMRI or EEG, allows
directly comparing subjective auditory measures with objective measures of neural
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activity. Specific insights can be gained, for example, by experimental manipulation of
the acoustic stimulus (independent variable), while measuring simultaneously the
consequences on neural activity and auditory perception (dependent variables). A
problem with interpreting the measured neural activities may arise from
multicollinearity among the different variables. Specifically, neural activity may
correlate not only with perception, but also with the stimulus manipulation, thus
limiting conclusions about sensory-perceptual transformations in the brain.
Fortunately, there are ways of disentangling acoustic influences and perceptual
influences (e.g. Logothetis & Schall, 1989). First, partial correlations may be
extracted by decorrelating the two collinear factors. This permits investigating the
contribution of one factor that is uncorrelated to the contribution of another factor.
Second, switches in perception may be extracted and analyzed across presentations
of the same bistable stimulus. This facilitates the investigation of perceptual
influences independent of the influences of the evoking stimulus. Finally, illusory
stimuli may be used as they can be compared to stimuli that evoke closely matched
non-illusory percepts. This allows isolating acoustic influences.

Controlling for confounding variables is also achieved by using acoustically simple
stimuli, such as synthetic tones. A problem with natural stimuli like speech, for
example, is that subjects may spontaneously switch their attention to different sound
features, such as the identity or the gender of a speaker. Compared to natural
sounds, the acoustic properties of tones can be controlled more precisely and they
are less likely to trigger undesired confounding mental processes. Since the auditory
system decomposes sounds into their frequency components (see paragraph 2),
tones can be considered as schematic ‘building blocks’ of more complex sounds and
hence they are useful to study more general auditory mechanisms. These
methodological considerations are crucial for all the studies presented in this thesis.

4  Previous research on the auditory continuity illusion

Since its discovery by Miller and Licklider (1950), the acoustic conditions that
determine the continuity illusion have been investigated extensively (for reviews, see
Bregman, 1990; Warren, 1999). One prerequisite for the phenomenon is the masking
of the silent gap in the interrupted sound (target) by the louder sound
(Houtgast, 1972; Warren et al., 1972). Masking may occur when the louder sound
(masker) contains similar frequencies as the target, thus rendering the gap inaudible.
Another prerequisite is that the target fragments that surround the gap contain similar
frequencies. Furthermore, the fragments need to constitute meaningful extensions of
each other (Ciocca & Bregman, 1987). Under these conditions, the fragments may be
grouped and produce a continuity illusion of the target. The continuity illusion is not
an all-or-none phenomenon, but a graded perceptual state which may fade out or
fade in during long interruptions (Wrightson & Warren, 1981; Warren et al., 1994;
Bregman, 1990).

Despite these and several other psychoacoustic findings, the neural mechanisms
underlying the continuity illusion remain poorly understood. At the beginning of this

13
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project, only two neurophysiologic studies had addressed this issue. The first study
identified neurons in cat primary auditory cortex presumably involved in the
processing of the spectrotemporal properties of the target and the masker (Sugita,
1997). The only study in humans (Micheyl et al., 2003) demonstrated that changes in
the masking of an interrupted target sound are accompanied by changes in the
mismatch-negativity. The mismatch-negativity is a short-latency ERP thought to
reflect the pre-attentive detection of unexpected acoustic events in auditory cortex
(Naatanen et al., 2001). Therefore, these results suggested that continuity illusions
may recruit auditory cortical regions involved in pre-attentive processing of masking
changes. The problem with this interpretation is that neither of the two studies could
investigate influences of actual continuity illusions since behavioral data were not
obtained during the physiological measurements. Neurophysiologic evidence
regarding the mechanisms underlying the continuity illusion is thus scarce. This issue
is addressed in the studies presented in chapter three to five.

5 Research aims and outline of the thesis

The general purpose of the present thesis is to broaden our understanding of the
ability to track sounds in noisy environments. The main research question addressed
by the different studies is: How does the auditory system construct smooth and
meaningful sound percepts from noisy acoustic stimuli? The mechanisms underlying
this phenomenon are investigated by means of the continuity illusion, and the
findings are interpreted in the proposed framework for sensory-perceptual
transformations (see paragraph 1).

The psychoacoustic study presented in chapter two aims at fine-tuning different
acoustic parameters of masking noise for neurophysiologic investigations of the
continuity illusion of tones. Another purpose of this study is the modelling of
interactions between the acoustic parameters that induce masking, and of their
effects on the continuity illusion. The stimulus parameters derived from that study are
used in a subsequent fMRI study presented in chapter three. This study attempts to
localize auditory cortical regions that are involved in processing of acoustic properties
of masking noise and in perceiving continuity illusions. The same stimuli and
paradigm are applied in the EEG study discussed in chapter four. This study
investigates the relative timing of the previously identified processes. Chapter five
presents an fMRI study that is identical to the previous fMRI study, except that voice
sounds are employed as stimuli. This study asks whether cortical processes involved
in continuity illusions of complex natural sounds differ from those involved in illusions
of simple synthetic tones. Chapter six describes a psychoacoustic study that
addresses the question whether the continuity illusion adapts to different acoustic
contexts. Finally, chapter seven summarizes the findings of these studies and
proposes a neural model for the continuity illusion.

14
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Quantification of acoustic influences on illusory

continuity and proposal of a neural filter model

Abstract

A sound that is briefly interrupted by a silent gap is perceived as discontinuous.
However, when the gap is filled with noise, the sound may be perceived as
continuing through the noise. It has been shown that this continuity illusion depends
on the masking of the omitted target sound, but the underlying mechanisms have yet
to be quantified thoroughly. In this paper we systematically quantify the relation
between perceived continuity and the duration, relative power, or notch width of the
interrupting broadband noise for interrupted and non-interrupted amplitude-
modulated tones at different frequencies. We fitted the psychometric results to
estimate the range of the noise parameters that induce auditory grouping. To explain
our results within a common theoretical framework, we applied a power spectrum
model to the different masking results and estimated the critical bandwidth of the
auditory filter that may be responsible for the continuity illusion. Our results set
constraints on the spectral resolution of the mechanisms underlying the continuity
illusion, and provide a stimulus set that can be readily applied for neurophysiologic
studies of its neural correlates.

Reprinted from: Riecke L, Van Opstal J, Formisano E. (2008). The auditory continuity illusion: A parametric
investigation and filter model. Percept Psychophys, 70, 1-12., with permission from The Psychonomic
Society.
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Chapter 2

1 Introduction

The human auditory system can identify and select relevant sounds in loud and noisy
environments in which the sensory input is a mixture of acoustic signals. One
illustration of this phenomenon is the auditory continuity illusion (Miller &
Licklider, 1950) in which a sound is perceived as continuous even though parts of it
have been replaced by another sound, e.g. a noise burst (Fig. 1). The illusion has
been observed for steady-state tones, frequency-modulated (FM) sweeps, familiar
melodies, and even for complex speech signals. In all cases, the addition of an
interrupting sound makes the overall stimulus more perceptible: Thus the
phenomenon has been labeled perceptual restoration, synthesis, fusion, or induction.
The illusion has been demonstrated in humans as well as in non-human species
(monkeys [Miller et al. 2001; Petkov et al.,, 2003], cats [Sugita, 1997], and birds
[Braaten & Leary, 1999]), suggesting a general constructive mechanism of auditory
perception that operates at multiple levels of abstraction. The illusion seems to reflect
perceptual sensitivity to faint, but expected sounds and robustness against
contaminating noise, resulting in an enhanced perceptual signal-to-noise ratio (SNR).
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Figure 1. The auditory continuity illusion, exemplified for steady-state tones. A, Two tones interrupted by a
silent gap are perceived as two independent entities. B, lllusion of a single entity when a broadband noise
masker is added to the gap, a percept that is similar to a physically continuous tone (C).

But how can the continuity illusion of the target sound arise from a stimulus in which
that sound is in fact discontinuous? This question is of particular interest as it may
shed light into more general mechanisms of auditory perception. It is known that the
omitted target can be perceptually restored only when it has been replaced by
another sound that would be able to mask the target if it were actually present
(Warren et al., 1988; for reviews, see Bregman, 1990; Warren, 1999). Auditory
masking refers to a perceptual phenomenon in which one sound, the masker,
renders another sound, the target, inaudible. Masking occurs when the spectrogram
of the masker obliterates the spectrogram of the target. This effect can be attenuated
by removal of the overlapping frequency band from the masker (i.e. insertion of a
spectral notch), and it can be enhanced by increasing the masker’s intensity relative
to that of the target (i.e. decreasing the SNR) (Bregman, 1990). Masking may result
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in the continuity illusion if the target precedes and continues after the masker
(Warren, 1999), which reflects the tight coupling between the two phenomena
(Houtgast, 1972; Warren et al., 1972). The salience of the continuity illusion thus
depends on the degree of masking which, in turn, depends on the degree of
spectrotemporal concealment of the target by the masker (Bregman, 1990;
Warren, 1999). The salience of the continuity illusion is further influenced by the
duration of the masker (Kluender & Jenison, 1992). Earlier studies with pure tones
have demonstrated prominent continuity illusions with masker durations of 10—
300 ms (Warren, 1999). For longer-duration maskers, however, the illusion tends to
fade, evoking percepts of partially continuous targets. Thus, the illusion is not an all-
or-none phenomenon, but reflects a gradual extrapolation of the preceding target that
extends perceptually through (parts of) the masker (Bregman, 1990; Warren et al.,
1994).

According to the Gestalt principles of auditory grouping (Wertheimer, 1938;
Bregman, 1990), spectral and temporal proximity of the interrupted tone and masking
noise burst are required to induce continuity illusions. However, these Gestalt
principles ignore the effect of the relative spectral power of masker and target (see
above). Furthermore, despite extensive psychophysical evidence for the proximity
requirement, the underlying grouping mechanisms remain poorly quantified. For
example, it is unknown whether the proximity principles vary with center frequency. A
conceptual problem in the study of the continuity illusion arises with the use of very
brief maskers (100 ms or less) (e.g. Petkov et al., 2003; Darwin, 2005) and of
maskers that contain power in the target’s frequency (i.e. the on-frequency) band
(e.g. Darwin, 2005; Lyzenga et al., 2005). Without comparison of continuity illusions
to non-illusory continuity percepts of appropriate control stimuli, it remains unclear
whether listeners could hear the actual targets in very brief maskers. Strictly
speaking, if the masker contains the on-frequency band the frequency channel of the
target sound is physically continuous and no illusory filling occurs in that channel.
Furthermore, previous studies have used different target sounds to investigate how
individual stimulus parameters may influence the illusion (Bregman, 1990;
Warren, 1999), but more abstract parameters (e.g. interactions between the
spectrotemporal concealment and the relative spectral power) were not investigated
and thus cannot be derived ad hoc from the individual earlier studies.

According to a current view the continuity illusion can be considered to result from
neural mechanisms that extract abstract stimulus properties in order to form
perceptual objects (Griffiths & Warren, 2004; Darwin, 2005). In the present study we
will apply the concept of the auditory filter to provide a constraint on such neural
mechanisms. The auditory filter model considers the auditory system as a bank of
overlapping linear band-pass filters, and accounts for the fact that masking of a tone
is restricted to a narrow spectral band, the so-called critical band (CB) around the
tone’s frequency (Fletcher, 1940). According to the power spectrum model (Patterson
& Moore, 1986), the detection of a tone in noise occurs in the auditory filter closest to
the tone’s frequency, and the total noise power passing through that filter determines
the amount of masking. The CB is often expressed in terms of the equivalent
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rectangular bandwidth (ERB), which is considered as a measure of the spectral
resolution of the auditory system around the tone’s frequency (Moore, 2003).

Typically, auditory filters and ERBs have been used to interpret masking threshold
data from rippled- or notched-noise experiments (Patterson, 1976). Here, we
consider as masking thresholds a range of limiting stimulus parameters that lead to
continuity illusions (Houtgast, 1974) and apply the concept of an auditory filter to the
continuity illusion. We propose that the “illusory” filter properties need not be identical
to those of the classical filter. According to this idea, the auditory filter contributes to
the formation of a continuity illusion by grouping all frequencies within its CB. For
example, if the sensory input to the filter comprises a spectral notch smaller than the
CB, and if masking conditions are met, then the frequencies within the critical band,
whether they are physically present or not, are merged to fill in the notch at the output
of the filter. Such a filter might thus function as an integrator whose ERB represents
only the frequencies that are capable to yield the continuity illusion.

The present study aims at the quantification of the proposed mechanisms involved
in the continuity illusion. We designed a series of psychophysical experiments in
which we systematically assessed the perceptual consequences of varying the
masking noise across large parameter ranges. Noise burst-interrupted amplitude-
modulated (AM) tones of different frequencies were used to generate spectrally
balanced stimulus sets comprising a physically discontinuous and a physically
continuous tone, respectively. Using the method of constant stimuli and a scaling
procedure in a repeatedly presented paradigm, we analyzed the perceptual
responses from a large pool of listeners, and quantified the relation between the
salience of the perceived continuity of the target tone and the duration, relative
power, or notch width of the noise masker while controlling for potential frequency
effects. These parameters are known to control the masking potential of the noise
and, therefore, the salience of the continuity illusion. We analyzed the salience of our
illusions by comparing illusory to non-illusory continuity evoked by physically
discontinuous and continuous targets, respectively. By fitting the psychometric results
we predicted the range over which each noise parameter could establish the illusion.
Adopting the power spectrum model, we determined the ERB of the auditory filters as
a function of the tone’s frequency for a range of detection thresholds. Our results
indicate that strong illusions involved filters similar to those reported by classical
masking studies, suggesting that common masking mechanisms may account for
these illusions. For partial illusions the filters’ width increased, suggesting a neural
mechanism that may be different from that involved in masking.

2 Materials and methods

2.1 Participants and stimuli

29 volunteers (age: 22 + 2 years, mean * standard deviation [SD], 25 females),
mainly undergraduate students from the University of Maastricht, were paid for their
participation and gave their informed consent. All participants had normal hearing
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abilities as assessed with an initial hearing test before every experiment. Out of the
29 listeners, 16, 12, and 12 listeners participated in the noise duration, SNR, and
notch width experiment, respectively, with nine listeners participating in two
experiments, and one listeners (one of the authors) participating in all three
experiments. Except this last listener, all listeners were uninformed about the
experimental background.

Tones interrupted by a noise burst were used to generate two different stimulus
types. The experimental stimulus comprised three temporally non-overlapping
sequential segments. The target tone was removed from the center segment and
replaced by a noise masker, resulting in a discontinuous target. The control stimulus
was identical to the experimental one in all other respects, except that the target
remained in the center segment while the temporally overlapping masker was
superimposed, resulting in a continuous target. The non-illusory continuity percepts
of targets in control stimuli served to assess the salience of illusory continuity
percepts evoked by experimental stimuli. Moreover, a correct continuity percept of
the control stimuli provided listeners with a reference for perceptual ratings of the
respective experimental stimulus.

Stimulus duration was set to 2800 ms. To equate for overall sound level, stimuli
were equated on the root mean square (RMS) amplitude. This might have resulted in
slight intensity differences between targets. According to informal observations and
listeners’ reports, the putative differences were virtually inaudible. Tones of five
different frequencies (500, 930, 1732, 3223, 6000 Hz) were used as targets to test for
the generality of the continuity illusion across different frequencies. Carrier tones
were amplitude-modulated with a sinusoidal modulator (3-Hz frequency, 100%
depth). All tones had linear rise and fall times of 3 ms. Broadband white Gaussian
noise bursts were temporally and spectrally centered on the stimulus at linear and
logarithmic scales, respectively. The non-modulated noise was filtered with a two-
octave band-pass finite impulse response (FIR) filter centered on the target
frequency. To create a spectral notch, frequency bands around the target frequency
were removed using a FIR band-reject filter. Noise had linear rise and fall times of
3 ms. Ramp centers were synchronized with those of the respective tone off- and
onsets. Stimuli were digitally generated in Matlab 7.0.1 (The MathWorks, Inc., Natick,
MA, USA) using a 44.1-kHz sampling rate and 16 bits per sample. Non-spatial mono
stimuli were delivered binaurally via headphones using a Creative Sound Blaster
Audigy 2ZS sound card (Creative Technology, Ltd., Singapore) and Presentation
9.30 software (Neurobehavioral Systems, Inc., Albany, CA, USA).

Three experiments were conducted (Fig. 2). The noise in the stimulus was
characterized by three parameters: duration (in ms), relative amplitude (in dB) given
by

SNR(dB) = 20° IogloaeTo.ne ampll.tudeg (1)

gNmse amplitude g

and notch width (in octaves). In each of the experiments, one parameter was
manipulated while the other two were set to their near-limiting values still associated
with continuity illusions.
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Figure 2. Experimental manipulations. Per experiment, a different noise parameter was varied in six steps
across trials. Parametric manipulations were applied similarly to both experimental and control stimuli. The
gray scale represents different levels of masker intensity.

In the first experiment, noise duration was varied in six steps (200, 400, 600, 900,
1400, 2000 ms), while noise amplitude was set to equal tone amplitude (SNR: 0 dB)
and the notch width was set to zero. In the second experiment, noise duration was
set to 600 ms (a near-limiting value in the preceding experiment, see Results),
whereas SNR was varied in six steps (-8, -6, -3.5, 0, +6, +12 dB) and notch width
was set to zero. In the third experiment, noise duration was set to 600 ms, and SNR
to -3.5 dB (near-limiting values in the preceding experiments, see Results), whereas
notch width was varied (0, 0.25, 0.5, 0.75, 1, 1.25 octaves). The stimulus parameters
are summarized in Table 1.

Noise duration SNR Notch width
experiment experiment experiment
Noise duration 200-2000 ms 600 ms 600 ms
SNR 0dB -8to +12 dB -3.5dB
Notch width 0 octaves 0 octaves 0-1.25 octaves

Table 1. Stimulus parameter settings in the experiments. The following parameters were fixed across
experiments: Stimulus duration (2800 ms), tone frequency (500, 930, 1732, 6000 Hz), tone AM (3 Hz), noise
bandwidth (2 octaves).

2.2 Task and design

Listeners set the overall sound intensity to an individual hearing level (~82 dB SPL on
average) that remained fixed throughout the experiment. The current task was a
modified version of the standard continuity illusion paradigm (Bregman, 1990) that we
designed specifically for potential future applications in neuroimaging environments.
Listeners were instructed on a screen to attend to targets in stimuli and to rate how
likely the tone appeared to continue during the entire noise burst on each trial.
Ratings were entered through a button press on a four-point scale (1: “most likely
continuous”, 2: “probably continuous”, 3: “probably discontinuous”, 4: “most likely
discontinuous”) while the rating-button key remained visible on the screen throughout

22



Stimulus optimization and filter model

the task. Within each trial, a 2800-ms stimulation period was visually indicated by a
green cross that turned red during the following response period. The upper
response limit was 5000 ms; earlier responses terminated response periods earlier
and initiated the next trial. After reading the instructions, listeners practiced on 18 test
trials. The test stimuli also included the minima and maxima of the parametric
stimulus range so that listeners could adjust their rating scale to the stimulus scale
available in the subsequent experiment.

In each experiment, three factors or independent variables (indicated in italics in
the following) were systematically varied: stimulus (two types: experimental, control),
frequency (five values, see Stimulus generation), and noise parameter (duration,
SNR, or notch width with six levels each: see Tab. 1 for details). This resulted in a
2 x 5 x 6 within-subject design with 60 conditions per experiment. One stimulus was
presented and one response was measured per trial. Trial duration varied from 3300
to 8300 ms (500-ms inter-trial interval + 2800-ms stimulus + 0-5000 ms response
time). In total, 360 trials were presented per experiment resulting in an average
experiment duration of approximately 30 minutes. Trials were organized in three
types of blocks each of which included two adjacent levels of the noise parameter.
More precisely, the first, second, and third block type comprised stimuli at noise
parameter levels one and two, three and four, and five and six, respectively. Each
block type was presented three times resulting in a total number of nine blocks
presented per experiment. Block order was balanced and pseudo-randomized so that
successive blocks were never of the same type. Successive blocks were always
separated by a task break. Listeners were free to terminate breaks once they felt
confident to resume the experiment. Within each block, 2 x 5 x 2 = 20 different
conditions (stimulus x frequency x noise per block) were presented twice resulting in
a total number of 40 trials per block. The two noise levels and the five frequencies
were both balanced and randomized within blocks. Out of all trials, %; was
experimental trials and /3 was control trials; the stimulus types were randomized
within and between blocks. We quantified the mean response on each condition,
averaged across nine (experimental stimulus) and three (control stimulus) repetitions,
ranging from value one (“most likely continuous”) to value four (“most likely
discontinuous”).

2.3 Statistical analysis and calculation of ERBs

Group data were statistically analyzed in SPSS 12.0.1 (SPSS inc., Chicago, ILL,
USA) using general linear models (GLMs), and univariate as well as multivariate tests
for repeated measures. Stimulus, frequency, and noise were included as three within-
subject factors in the model with two, five, and six levels, respectively. For all three
experiments, the three-way interaction among these factors turned out to be non-
explanatory regarding the variance in the perceptual response. The non-significant
interaction term was thus removed and the reduced GLM was re-analyzed. Two-way
interactions were treated step-wise according to the same schema. Two independent
factors were analyzed separately for main effects, while two dependent factors were
analyzed for simple effects (i.e. one factor was investigated separately per level of
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the other factor and vice versa). Pair-wise comparisons between conditions within
experiments were performed using Paired Samples t-tests, whereas pair-wise
comparisons between conditions between experiments were performed using
Independent Samples t-tests. Inflated type-l error probabilities caused by multiple
comparisons were corrected for using Bonferroni’'s method.

The power spectrum model (Patterson & Moore, 1986) and the notched-noise
method (Patterson, 1976) were adopted to estimate the auditory filter bandwidth from
detection thresholds of the illusory tone in the notched-noise masker at two different
notch widths. Specifically, a fixed-tone paradigm was used in which the expected
level Ps (in dB SPL) of an illusory tone at frequency fo (in Hz) was kept constant while
the noise spectrum level No (in dB SPL/Hz) varied with the notch width Af (in Hz) at
detection threshold. Ps was defined as the level of the tones surrounding the noise.
Thresholds of the continuity illusion in the SNR and notch width (NW) experiments
were defined by an average rating score of 2.5. Since the continuity illusion is a
gradual phenomenon (see Introduction) the choice for a subjective criterion may have
affected ERB estimation. To take this into account a range of additional thresholds
was also examined. The corresponding noise spectrum levels were predicted from
fitting a third-order polynomial to the psychometric results, using the least-squares
error criterion. Assuming a perfectly rectangular filter centered on f, with constant
weighting function in its pass-bands, the efficiency of the target detection process at
filter output is

PS
ARRETYEIS @)
where W is the masker bandwidth within the filter bandwidth ERB at detection
threshold. Note that for notched noise, W is smaller than ERB, whereas for non-
notched noise W, is smaller than or equals ERB. Assuming that masker bandwidth
(BW: two octaves) exceeded ERB (Fig. 3), Equation (2) becomes

Ksnr = & ?3)
ERB” No,snrR
for the SNR experiment and
Ps,nw
= z 4
(ERB - Df)” No,nw
for the notch width experiment. According to the power spectrum model (Patterson &
Moore, 1986) the threshold for detecting a tone corresponds to a constant ratio of
tone power to total masker power at the output of the filter. Thus,

Knw

Ksnr = Knw 5)
at detection threshold, and Equations (3) and (4) can be solved for ERB:
_ Df
ERB = 1. Ps,nw ™ No,snr (6)

Ps.snr” No,nw

where Psand Np are expressed on a linear scale.
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Figure 3. Auditory filter and power spectrum model. Spectra of tone targets and noise maskers at detection
threshold in the SNR (left) and notch width (right) experiment are outlined in relation to the auditory filter on
linear-linear scales. The black rectangles delineate the assumed shape of the auditory filter with an
equivalent rectangular bandwidth ERB. It is assumed that for detection of a tone with frequency f, and fixed
level P (represented by the black vertical lines) in noise a filter is recruited that is linearly centered on fo. The
dotted gray lines delineate the white noise masker with bandwidth BW and constant spectrum level No. In
the notch width experiment, the masker comprised a spectral notch of width Af placed non-symmetrically
around fo on a linear scale. The shaded area represents the total noise power transmitted by the filter at
detection threshold which is assumed to be constant across the two different conditions.

The ERBs were calculated according to Equation (6) from group-averaged data for
each tone frequency, which implies that listeners used a constant rating scale
between experiments. To test this assumption, ratings were first analyzed across
experiments considering only conditions including identical stimuli (i.e. noise duration:
600 ms versus SNR: 0 dB, and SNR: -3.5 dB versus notch width: O octaves).
Comparison between identical conditions in different experiments revealed that rating
differences between experiments did not reach significance neither for control nor for
experimental stimuli at any frequency. The identical conditions were either ranked
closely (noise duration: 600 ms and SNR: 0 dB) or more remotely (SNR: -3.5 dB and
notch width: O octaves) to each other on the respective stimulus scale. Thus, identical
stimuli were rated similarly and independently of the stimulus scale available in the
various experiments, supporting the assumption of constant rating scales and
justifying the application of the power spectrum model to our data.

3 Results

3.1 Effects of noise duration, SNR, and notch width on perceived continuity

Figure 4A—C shows the psychometric curves in the noise duration, SNR, and notch
width experiment, respectively, averaged across listeners and frequencies, whereas
Figure 5 shows the corresponding curves for each frequency. The effects of noise
duration, SNR, and notch width on ratings differed significantly for experimental and
control stimuli (stimulus x duration: ps11 < .00001; stimulus x SNR: ps7 < .00005;
stimulus x notch: ps 7 < .0005): Experimental stimuli were rated as progressively more
continuous when noise duration, SNR, and notch width decreased (Fig. 4A-C, solid
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circles); these effects were significant at all frequencies (duration: ps 11 < .01; SNR:
ps,7 < .0005; notch: ps7 = .0005), except for 1732-Hz and 6000-Hz stimuli in the SNR
experiment (ps7 > .05). Control stimuli were rated as progressively less continuous
when noise duration, SNR, and notch width decreased (Fig. 4A—C, open circles), but
these trends did not reach significance at any frequency (duration: psi1 > .1; SNR:
ps,7 > .05; notch: ps7 > .1). Thus, the perceived continuity of physically discontinuous
targets, but not that of physically continuous targets, depended on the noise masker
properties.

A B c
Noise duration SNR Notch width

Most likely
discontinuous

@ Discontinuous target
(O Continuous target

Rating (a.u.)

Probably
discontinuous

Threshold

Probably
continuous

Most likely - ) O ® ®
continuous b
200 400 600 900 1400 2000 -8 -6 -35 0 +6 +12 0 0.25 0.5 0.75 1 1.25
(ms) (dB) (octaves)

Figure 4. Mean percept (+ SE) of experimental stimuli (solid circles) and control stimuli (open circles) in the
noise duration (A), SNR (B), and notch width (C) experiment averaged across listeners and frequencies. The
solid lines represent the fitted polynomial functions and the dotted horizontal lines represent perceptual
ambiguity between discontinuity and continuity. Illusory stimuli are indicated by asterisks. a.u., arbitrary units.

Regarding differences between illusory and non-illusory continuity, listeners
perceived physically discontinuous targets as continuity illusions (i.e. rating scores
of 2.5 or less) in 73.3, 63.3, and 53.3 % of the experimental conditions of noise
duration, SNR, and notch width experiment, respectively (Fig. 4A-C, Fig. 5, see
asterisks). The control stimuli were generally rated as continuous, irrespective of
noise duration, SNR, or notch width. Occasional incorrect discontinuity ratings in
individual listeners were observed in 6.7, 6.1, and 2.5 % of the control conditions of
noise duration, SNR, and notch width experiment, respectively, and occurred mainly
at short noise durations and low SNRs. Thus, the short noise durations and low
SNRs evoked the most continuity illusions as well as the most incorrect discontinuity
ratings. The perceptual differences between experimental and control stimuli (i.e. the
vertical distances between solid and open circles in Fig. 4A—-C) decreased with
decreases in noise duration, SNR, and notch width, suggesting that listeners had
illusions that gradually assimilated the ‘real’ continuity percepts of the control stimuli.
Control stimuli were generally rated as more continuous than experimental stimuli, a
difference that was evident for 81.8 % of the conditions associated with continuity
illusions (duration: pis5 < .001; SNR: p11 < .0005; notch: p11 < .001). Only for low SNRs
of -8 and -6 dB these stimulus type differences did not reach significance (pi1 > .1).
Thus, except for very intense noise maskers, listeners could implicitly differentiate
between illusory and non-illusory continuity.
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Figure 5. Mean percept (+ SE) of experimental stimuli (solid circles) and control stimuli (open circles) per
frequency (rows) across listeners. The solid lines represent the fitted polynomial functions and the dotted
horizontal lines represent perceptual ambiguity between discontinuity and continuity. lllusory stimuli are
indicated by asterisks. The plots have the same scales as those in Figure 4A—-C.

Regarding limiting stimulus parameter values, continuity illusions were reported for
noise durations up to about 900 ms, for noise intensities at least as high as tone
intensity (i.e. SNR < 0 dB), and for notch widths up to half an octave, pooled across
frequencies (Fig. 4A—C, see asterisks). The limiting noise parameter values at which
percepts of experimental stimuli would shift between non-illusory and illusory
continuity were predicted by the fitted functions and are shown in Table 2. Fitting of
the polynomials to the experimental psychometric results yielded a coefficient of
determination R® of 0.99 + 0.01 (mean + SD) for the frequency-pooled data and an
R? of 0.96 + 0.03 for the non-pooled data.
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Noise duration SNR Notch width ERB
[ms] [dB] [octaves] [octaves]

f1 =500 Hz > 2000 17 0.19 0.23
f, =930 Hz 1100 1.2 0.41 0.56
f3 =1732 Hz 1568 1.9 >1.25 14
fs = 3223 Hz 956 1.0 0.64 0.96
fs = 6000 Hz 938 1.2 0.79 1.02
Pooled f 1406 1.3 0.58 -

Table 2. Predicted limiting noise parameter values inducing shifts between non-illusory and illusory continuity
percepts (i.e. detection threshold 2.5) of physically discontinuous targets and estimated auditory filter
bandwidths in octaves, displayed for each frequency and pooled across frequencies.

3.2 Critical bandwidth of the auditory filters

The predicted limiting SNR and notch width values (i.e. rating score of 2.5) were
considered as detection thresholds (Tab. 2). For these conditions, the average
testing level Ps was estimated as 81.7 dB SPL. Small testing level differences
between experiments APs might have been induced by stimulus level normalization
(average APs: 1.4 dB SPL) and could be neglected (Moore & Glasberg, 1981;
Glasberg & Moore, 1982). The average noise levels were estimated as 79.7 and 84.5
dB SPL in the SNR and notch width experiment, respectively. These values
corresponded to noise spectrum levels (power densities) No of 45.6 and 52.1 dB
SPL/Hz, respectively. The ERB values at the individual frequencies were estimated
as 78, 356, 1571, 2072, and 4084 Hz, and are plotted in Figure 6 (circles). The
corresponding ERB values in units of octaves were 0.23, 0.56, 1.4, 0.96, and 1.02
octaves (Tab. 2).

Fitting of a linear function revealed that the obtained ERB values could be
approximated by the equation

ERB(fo) = 0.7 x fo — 124.3 7

with an accuracy of R® = 0.97, where ERB and f, are expressed in Hz. The obtained
ERB values exhibited a monotonic increase with fo, consistent with filter widths
obtained from classical masking experiments (crosses; Glasberg & Moore, 1990).
Thus, the bandwidth of the masker frequencies that were required for tonal continuity
illusions increased with the center frequency of the illusion. Application of additional
detection thresholds was constrained to those rating scores that were common to
SNR and NW experiment for each center frequency. Figure 7 shows that when
threshold was increased (i.e. the continuity illusion faded) the estimated ERBs values
increased consistently across center frequencies.
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Figure 6. Equivalent rectangular bandwidth ERB of the auditory filters underlying continuity illusions (circles)
as a function of tone frequency fo, plotted on logarithmic-logarithmic scales. The fitted linear function (see
upper equation) approximates the obtained ERB values, exhibiting a monotonic increase with fo. A similar
psychometric function was suggested by Glasberg and Moore (1990, see lower equation) on basis of
classical notched-noise masking studies. The ERB values predicted by this function (crosses) exhibit a
similar trend but the increases are smaller at high center frequencies.
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Figure 7. Equivalent rectangular bandwidth ERB of auditory filters underlying continuity illusions of varying
strength as a function of detection threshold, plotted on logarithmic-linear scales for each center frequency.
The fitted linear functions (gray lines) approximate the obtained ERB values (symbols), exhibiting an increase
at higher detection thresholds (i.e. at weaker continuity illusions) consistently across center frequencies.
Detection thresholds of 2.0 and 3.0 correspond to the ratings ‘probably continuous’ and ‘probably
discontinuous’, respectively. The ERB values predicted for the intermediate threshold (rating score 2.5)
correspond to the circles in Figure 6. a.u., arbitrary units

3.3 Frequency effects

As suggested by Figure 5, the center frequency had no effect on the effects of noise
duration, SNR, and notch width, except for experimental conditions in the noise
duration and SNR experiment (frequency x duration: p115 < .05 [> .1]; frequency x
SNR: p111 < .01 [> .1]; frequency x notch: pi11 > .1 [> .1]; control stimuli in
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parentheses). The absence of a general frequency x noise interaction supported the
pooling of the results across frequencies (Fig. 4A—C). As indicated by the asterisks in
Figure 5, stimuli of 500, 930, 1732, 3223, and 6000 Hz were rated as continuity
illusions in 61.1, 50, 83.3, 55.6, and 66.7 % of the experimental conditions across
experiments. Regarding the respective control conditions, 3.8, 1.7, 5.8, 2.5,
and 11.25 % were rated incorrectly as discontinuous. There was no significant effect
of frequency on the number of illusory continuity or incorrect discontinuity percepts,
but a high correlation (Spearman’s R = 0.9) between the two percept types across
frequencies. Listeners perceived the longest continuity illusions mainly at 500 Hz,
whereas the most filled-in illusions (i.e. illusions at the largest notch width) were
perceived mainly at 1732 Hz (Fig. 5). Remarkably, these illusions lasted up to 2000
ms or involved noise maskers with spectral gaps of up to 1.25 octaves.

4  Discussion

The aim of our research was to quantify the mechanisms that may underlie the
continuity illusion. Based on our psychometric results, we estimated detection
thresholds for continuity illusions for different noise maskers at different center
frequencies and calculated the critical bandwidth of the proposed auditory filters that
may underlie continuity illusions. By including continuous control stimuli we assessed
the salience of illusory continuity percepts relative to that of ‘real’ (non-illusory)
continuity percepts.

4.1 Masker duration, level, and bandwidth influence illusory but not non-
illusory continuity

Our results show that the duration, level, and bandwidth of a noise masker influence
the perceived continuity of physically discontinuous tones (Fig. 4A—C). As expected,
the most salient continuity illusions were observed for short gaps that were strongly
masked. For longer gaps or weaker maskers, the illusions gradually shifted to non-
illusory discontinuity percepts. The physically continuous tones were always
perceived as continuous independent of the noise maskers. The absence of a
significant masker effect for the control stimuli suggests that listeners could not
differentiate between masked and non-masked continuous tones. The auditory
system might thus smoothly embed continuous sounds of interest in the ongoing
context irrespective of the background noise level.

The result that the continuity illusion becomes increasingly prominent with
decreases in SNR and notch width is consistent with previous results
(Houtgast, 1972; Warren et al., 1972; Warren et al., 1988; Kluender & Jenison, 1992;
Sugita, 1997; Petkov et al., 2003) and supports the spectral proximity principle. In the
SNR experiments, the masker contained the on-frequency band and thus had
spectrotemporal overlap with the target. The results indicate that the continuity
illusion requires an average SNR of 1.3 dB or less, depending on the frequency.
Thus, mere acoustic power within the on-frequency channel is not sufficient for the
illusion to arise. Unless masked by a sound of similar or greater intensity, the target’s
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offset might induce an unexpected spectral edge that might be interpreted as an
object offset, thereby yielding a discontinuity percept (Bregman, 1990).

In the notch-width experiments, the masker was sufficiently intense to mask the
target (i.e. SNR: -3.5 dB), although the spectral notch did not conceal the
spectrogram of the interrupted target. Interestingly, despite the physical discontinuity
in the on-frequency band, our data from the notched-noise experiment predicted
continuity illusions for average notch widths of up to 0.58 octaves, which supports
that physical continuity within the target frequency band is not required for the illusion
to arise (Houtgast, 1972). We observed the strongest effects at 1732 Hz, for which a
1.25-octave notch still produced continuity illusions. The perceived continuity and
masking can thus not be explained solely on the basis of concealment among two
spectrograms. Rather, the missing on-frequency band must have been filled-in by a
mechanism that may be related to masking.

4.2 A proposed role of the auditory filter in the continuity illusion

Our notched-noise experiments show that the continuity illusion of a tone requires
only the frequencies that match and/or surround the tone’s frequency, whereas more
remote frequencies do not seem to have an influence. In addition, the SNR
experiments indicate a minimal noise power below which the continuity illusion
disappears. The results of these two experiments can be jointly understood through
the concept of the auditory filter.

The auditory filter is a physiologically plausible model as the frequency tuning
curves of auditory neurons have a certain bandwidth around the cell's best
frequency. This bandwidth appears to increase along the ascending auditory
pathway. Given this neuronal property, a notched-noise stimulus may be represented
as a neurally filtered version of its spectrogram (Shamma, 2001) in which sharp
edges and narrow notches have been smoothed and partially restored. Depending
on the size of the neurons’ spectrotemporal receptive fields, the processing of
notched noise during an interruption of a less intense target sound might induce
spatial-temporal overlap of activations in representations of proximate frequency
bands. Given the continuity in the target frequency band before and after the noise,
this may account for the perceptual filling-in of the preserved continuous activation in
the target frequency representation (Warren et al., 1972; Beauvois & Meddis, 1996).
Electrophysiological research recently reported a possible neural correlate of such a
mechanism in monkeys’ primary auditory cortex during the integration of auditory
streams (Fishman et al., 2004).

We found that the reconstructed critical bandwidth of spectral integration (i.e. ERB)
increases monotonically with the filter's center frequency (Fig. 6). Comparison of the
ERBs at different center frequencies in octave units (Tab. 2) showed that the highest
relative ERB occurred at 1732 Hz. This result is also reflected by listeners’ ratings in
the notch width experiments, showing the largest ratio of illusions as well as the
largest range of filled-in notches for these stimuli. Presumably, frequencies around
the 1732-Hz band (which is at the logarithmic center of the human hearing range) are
more likely to be perceptually grouped than more peripheral frequencies. Stated
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differently, the spectral resolution of the mechanisms underlying continuity illusions
may be low when they operate on bands that are well-resolved otherwise.

Our results are qualitatively consistent with classical masking studies (for review,
see Glasberg & Moore, 1990) and with an earlier pulsation threshold study (Houtgast,
1974), both of which also reported monotonic increases of ERB with center
frequency. Our results show that this increase is more pronounced for continuity
illusions than for masking (slope 0.7 versus 0.1, Fig. 6). Note that Houtgast (1974)
reported ERB values that were two times smaller for pulsation thresholds than for
simultaneous masking thresholds, irrespective of the center frequency. Several
causes may underlie this apparent difference. First, Houtgast investigated the
perceived temporal character of pure tones that alternated repeatedly with rippled-
noise bursts of very short duration (125 ms). Second, the testing levels in Houtgast's
study were about 40 dB lower than in our study. Previous research has shown that
the ERB increases with the testing level (e.g. Weber, 1977; Lufti & Patterson, 1984;
Moore & Glasberg, 1987) especially at high center frequencies (Rosen & Stock,
1989; Baker & Rosen, 2006). However, the reported effects of level were smaller
than those observed in our study. Third, listeners in Houtgast's study were aware of
the tone’s absence and received feedback about their performance by adjusting the
noise level on each trial; these two factors may have lowered the detection threshold.

Differences in detection threshold between pulsation and masking were already
reported by Warren and colleagues (1988) who also alternated maskers and targets
of short (300 ms) duration and provided listeners with feedback during threshold
estimation. The estimated detection thresholds for illusions of infratonal sounds in
noise were lower than those for masking and were about 8 dB SPL lower than those
reported in our study. Since the continuity illusion is a gradual phenomenon (see
Introduction) and masking filters are typically estimated from more objective criteria,
the reported difference in pulsation and masking threshold possibly reflects a
difference between estimation techniques (i.e. detection of a perceptually restored
sound versus a physically present sound). Interestingly, the detection threshold for
the illusion was reported to increase when the target's amplitude fluctuated below
10 Hz, which may also explain the observed increases in filter width for our illusory
tones which were amplitude-modulated at 3 Hz (for a potential neural account see
Warren et al., 1988). Investigating whether the choice for a particular detection
threshold affected our estimation of filter widths, we found that increases in detection
threshold (i.e. focusing on less complete illusions like those obtained at long noise
durations, Fig. 4) were indeed associated with qualitative increases in ERB
estimation, whereas at stricter criteria for continuity the width of the illusory filter may
assimilate that of the masking filter (Fig. 7).

In sum our results suggest that decreases in the strength of the continuity illusion
can be accounted for by filters of increasing bandwidth. Such wide-band filters may
‘smooth’ the spectrogram of tone and noise more and, therefore, facilitate their
integration across larger bands while weakening the noise’s local masking effect.
This may lead to drops in the perceptual SNR, i.e. to fuzzier and less certain
continuity percepts. For very strong continuity illusions, narrow-band filters seem to
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be involved. Such filters may integrate the stimulus within narrower bands while
preserving the noise’s masking power, supporting the idea that masking-related
mechanisms may underlie salient illusions. More research is required to investigate
whether illusory perceptual grouping and tonal masking obey different principles at
different stages of processing along the auditory pathway.

4.3 A proposed role of an acoustic short-term buffer in the continuity illusion

Our result that the illusion becomes increasingly prominent for decreases in masker
duration is consistent with previous results (Kluender & Jenison, 1992; Warren, 1999)
and supports the temporal proximity principle. While earlier pure tone studies have
reported continuity illusions of up to 300 ms, our results show that appropriate stimuli
can evoke illusions of up to 900 ms on average, even extending up to 1400 ms. One
potential reason for these long illusions may be the amplitude modulation of our
target sounds. A potential amplitude modulation effect on the duration of the illusion
has so far not been investigated, but the modulation rate and depth of the continuity
illusion are preserved with non-modulated maskers (Lyzenga et al., 2005) and may
influence the strength of masking (Warren et al., 1988). A second contributing factor
to long illusions might be the explicit instruction to listeners to attend to targets.
Attention has also been shown to facilitate perceptual grouping of auditory events in
streaming tasks (Alain & Arnott, 2000; Carlyon et al., 2001; Cusack et al., 2004).

We observed that the upper noise duration limit and thus the temporal proximity
principle depend on the center frequency of the continuity illusion (Fig.5). In
particular, we obtained the longest continuity illusions of 2000 ms for 500-Hz tones.
Since the illusion arises post hoc, i.e. based on the continuity of the target after the
masker (Warren, 1999), an acoustic short-term buffer (Cowan, 1984) is likely
involved. Specifically, the proposed buffer may retain the pre-masker target and
match it with the post-masker target within a critical window of temporal integration.
Our results put constraints on the proposed buffer's latency and suggest that within
the preferred human hearing range the buffer performs best for low frequency bands.

Interestingly, we observed that the ratio of continuity illusions correlated with the
ratio of incorrect discontinuity percepts of physically continuous tones. Presumably,
listeners were more prone to interpret discontinuous targets as continuity illusions
when the tone, if present during the same masker, was difficult to identify. This was
indeed the case for the shortest noise duration and the lowest SNR. Consistent with
the proposed acoustic short-term buffer (Cowan, 1984), the perceptual difficulties
with 200-ms noise bursts might be ascribed to the time scales at which unified
identifiable auditory objects are represented: The time scales might be too large to
perceptually resolve partial sensory information occurring within such a short time
window. The proposed mechanism might sample the continuity illusion stimuli more
globally as integrated abstract objects, rather than as redundant continuous signals
(e.g. Darwin, 2005).
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4.4 Potentially confounding ranging effects

A limitation of the method of constant stimuli is that the observed effects of the
stimulus parameterization might be contaminated by listeners’ response bias.
Moreover, the blocked design of our experiments might have encouraged listeners to
adjust their rating scales to the different stimulus scales available within different
blocks, rather than to the entire experiment, which would have confounded between-
condition comparisons. However, there are two reasons why listeners were more
likely to adjust their rating scales to the entire experiment. First, our results show a
significant monotonic trend across conditions in all three experiments (Fig. 4A-C),
which would not be expected for ratings based on within-block scaling. Second,
before each experiment listeners were trained on 18 non-blocked trials including the
most extreme conditions on the stimulus scales, familiarizing them with the entire
stimulus scale presented in the subsequent experiment. Similarly, our result that
ratings of identical conditions did not differ significantly between experiments further
suggests that listeners used a relatively stable rating scale independent of the
available blocked stimulus scales. Thus, the assumptions underlying the between-
condition and between-experiment comparisons were supported by our data.

45 A well-adapted stimulus set for neurophysiologic studies on the
continuity illusion

So far, human neurophysiological data on the neural mechanisms underlying the
continuity illusion are scarce (Micheyl et al., 2003) and there is a strong need for
further research (Husain et al., 2005). Our results provide a well-adapted stimulus set
for future neurophysiologic studies of the continuity illusion. Specifically, the center
frequencies are logarithmically centered on the human’s best hearing range and
have representations roughly equidistant along the tonotopic gradient on the cortical
surface (Merzenich et al., 1976), rendering them ideal for experiments on tonotopy
(e.g. Formisano et al., 2003). Moreover, the stimuli evoke AM tone illusions of several
hundreds of milliseconds, i.e. the putative neural correlates may be sampled even
with low temporal resolution techniques. AM stimuli were previously reported to
enhance the SNR of auditory stimulus-evoked functional magnetic resonance
imaging (fMRI) signals (Hart et al., 2003). Furthermore, the salience of the illusions
can be parametrically altered by notch width changes in the noise, providing a
paradigm that can be readily applied. A similar paradigm has already been applied
successfully by Davis & Johnsrude (2003) who investigated the neural correlates of
speech intelligibility across different maskers and masking levels with fMRI.

A potential problem is that brain signals related to percept changes are difficult to
dissociate from those related to stimulus changes. However, one could exploit our
paradigm to define perceptually ambiguous stimuli that were rated equally often as
continuous and discontinuous (Tab. 2). Such a repeatedly presented ambiguous
stimulus would allow to define the experimental protocol post hoc according to the
different perceptual responses, which is an efficient strategy to eliminate confounds
from physical stimulus changes (e.g. Cusack, 2005).
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FMRI-based localization of neural representations
of acoustic and illusory continuity in auditory

cortex

Abstract

A sound that is interrupted by silence is perceived as discontinuous. However, when
the silence is replaced by noise, the target sound may be heard as uninterrupted.
Understanding the neural basis of this continuity illusion may elucidate the ability to
track sounds of interest in noisy auditory scenes, but yet little is known. In the present
functional magnetic resonance imaging study in humans we report that activity in
primary auditory cortex reflects perceived continuity of illusory tones in noise.
Exploiting a parametric manipulation of the illusory stimuli, we show that stimulus-
evoked activity does not correlate with the basic acoustic properties of tones or
noises, but rather with the abstract dependencies among them. Importantly, changes
of neural responses to acoustically identical stimuli parallel changes of listeners’
report of perceived continuity of these same stimuli, thus confirming the perceptual
nature of these responses. Our findings show that, beyond the sensory
representation of an auditory scene, primary auditory areas play a constructive role in
the grouping of scene segments into unified auditory percepts.

Reprinted from: Riecke L, Van Opstal J, Goebel R, Formisano E. (2007). Hearing illusory sounds in noise:
Sensory-perceptual transformations in primary auditory cortex. J Neurosci, 27, 12684-12689., with
permission from The Society of Neuroscience.
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1 Introduction

We can recognize sounds of interest remarkably well even when these are masked
by background noise. For example, when a tone is interrupted by noise, the
interrupted sound may be heard as continuing through the noise. This continuity
illusion illustrates the constructive nature of perception that may serve to enhance
sensitivity to expected signals and to ensure robustness against background noise.
Psychoacoustic research investigated the continuity illusion for various sounds
(tones, sweeps, melodies, vocalizations, and speech), and in several species (birds
[Braaten & Leary, 1999], cats [Sugita, 1997], monkeys [Miller et al., 2001; Petkov et
al., 2003], humans [e.g. Warren, 1999]), suggesting that common perceptual
mechanisms may operate at multiple levels of abstraction. The current view holds
that the gap induces sudden energy changes in the frequency channel of the
interrupted sound (target) which are therefore perceptually interpreted as target off-
and onsets. When such changes in the so-called on-frequency band are masked by
another sound (masker), they become less salient and the masker may be
interpreted as containing the target. The continuity of the target after the gap
facilitates the emergence of the illusory target during the interruption
(Bregman, 1990).

The neural correlates of the continuity illusion are poorly understood. Previous
research identified neurons in cats’ primary auditory cortex (AC) presumably involved
in the processing of the spectrotemporal properties of targets and maskers
(Sugita, 1997). A recent electrophysiology study (Petkov et al., 2007) reported that
neurons in monkey core area Al respond to illusory tones interrupted by noise as if
these tones were continuous. These results thus suggest that activity in primary AC
reflects perceptual rather than acoustic stimulus properties. In humans, the only
neurophysiological study (Micheyl et al., 2003) so far demonstrated that changes in
the on-frequency band of the target tone are accompanied by changes in the level of
the mismatch-negativity. The mismatch-negativity is a short-latency event-related
scalp potential thought to originate from AC; it may reflect the processing of an
acoustic short-term buffer that detects unexpected acoustic deviances in predictable
stimulus sequences (Naatanen et al., 2001). Therefore, these results suggest that
stimuli evoking continuity illusions recruit areas in AC involved in pre-attentive
detection of unexpected on-frequency band changes. Unfortunately, neither study
could relate brain activities to listeners’ actual percepts as behavioral data were not
obtained during the physiological measurements.

In the present human functional magnetic resonance imaging (fMRI) study we
measure blood oxygenation level dependent (BOLD) responses in AC to illusory and
non-illusory tones (targets) with different levels of masking and we identify the
regions in which activity levels co-vary with the subjective report of perceived
continuity. The masking of the omitted on-frequency bands was varied across four
parametric levels, and listeners rated the targets’ overall perceived continuity on a
four-point scale while functional images were collected. To dissociate brain regions
related to continuity illusions from those related to non-illusory continuity percepts we
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presented interrupted and uninterrupted targets. We optimized stimuli and task for
fMRI demands in a preceding psychoacoustics study (Riecke et al., 2008).

2 Materials and methods

2.1 Participants

Eleven human volunteers (mean age: 26 years, seven women) with normal hearing
abilities participated after providing informed consent. The local ethics committee
approved the experimental protocol.

2.2 Stimuli, design, and task

Tones of varying frequency (500, 930, 1732, 3223 Hz) with sine-modulated amplitude
(3 Hz) were used as targets. Broadband Gaussian-noise bursts were used as
maskers. Noise bursts were band-passed and band-stopped (notched) with both
filters centered on the on-frequency band. To vary the masking level, the width of the
spectral notch was parameterized across 0, 0.25, 1.25, and 2 octaves. Maskers were
superimposed on the spectrotemporal center of targets on a logarithmic-linear scale.
In interrupted target stimuli, onsets and offsets of gaps and maskers were
synchronized. All onsets and offsets were linearly ramped with 3-ms rise—fall times.
Uninterrupted target stimuli were spectrotemporally matched, except that no gaps
were inserted in the target. All stimuli were matched for overall spectral power and
sampled with 16 bits at 44.1 kHz in Matlab 7.0.1 (The MathWorks Inc., Natick, MA,
USA). Stimulus parameter settings are summarized in Figure 1A.

Before imaging, listeners were trained to attend to targets and to rate their overall
perceived continuity on a four-point scale (labeled with “most likely continuous”,
“probably continuous”, “probably discontinuous”, “most likely discontinuous”).
Experimental conditions (Fig. 1B) were presented during blocks of stimulation, each
of which comprised four targets of either low (500, 930 Hz) or high (1732, 3223 Hz)
frequencies in randomized order delivered diotically via Commander XG headphones
(Resonance Technology Inc., Northridge, CA, USA) at 70 dB sound pressure level
(SPL). Different stimulation blocks were matched and randomized with respect to
their number and order so that successive blocks always differed. Stimulation blocks
alternated with stimulation-free baseline blocks of same duration (20 s) during which
listeners rated the preceding stimuli.
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Figure 1. Stimulus and experimental design. A, Spectrogram and parameter settings, exemplified for a
target stimulus of 1732 Hz, interrupted for 600 ms by a noise burst containing a 0.25-octave notch. The
noise and the notch were logarithmically centered on the target frequency. AM, amplitude modulation; SNR,
signal-to-noise ratio. B, Schematic stimulus spectrograms and labels of all eight stimulus conditions. Dots
represent AM of tone targets which contain a temporal gap (upper) or not (lower). Gray rectangles represent
noise maskers comprising a spectral notch of varying width.

2.3 Imaging and data preprocessing

Images were collected with a Siemens Allegra 3-Tesla magnetic resonance imaging
system (Siemens Medical Systems, Erlangen, Germany). BOLD signal changes were
measured with a head coil using a gradient echo planar imaging (EPI) sequence
(time to echo: 30 ms, acquisition time: 2200 ms, repetition time [TR]: 5000 ms, field of
view: 256 x 256 mmz, matrix size: 128 x 128, slice thickness: 2 mm). During each
experiment, 134 volumes were collected, each comprising 28 axial contiguous slices
centered on the Sylvian fissure and covering the entire AC. In total, 40 functional runs
were obtained (seven listeners x four runs, four listeners x three runs). Structural T1-
weighted volumes optimized for gray-white matter contrast were obtained using
three-dimensional modified-driven equilibrium with Fourier transform pulse
sequences (voxel resolution: 1 x 1 x 1 mm?®).

The clustered volume EPI technique that was applied allowed for presentation of
auditory stimuli in silence between subsequent volume acquisitions (e.g. Jancke et
al., 2002; Van Atteveldt et al., 2004). To increase statistical detection power and
support listeners’ attentiveness (Sha et al,, 2000; Gaab et al., 2007) we used a
relatively short TR, compared to that of other sparse temporal sampling techniques
(e.g. Hall et al., 1999). To minimize the resulting risk of the overlapping between
stimulus-related BOLD responses and residual BOLD responses to preceding
acoustic scanner noise that may arise from usage of such short TR (e.g. Belin et
al., 1999; Hall et al., 1999; Talavage & Edmister, 2004) we took the following steps.
First, we used carrier frequencies that avoided the peaks of the EPI noise spectrum
(fundamental frequency at ~1250 Hz) and presented the stimuli in silence, which
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resulted in clear spectrotemporal separation between the acoustic stimuli and the
scanner noise. Second, our listeners wore double ear protection (ear plugs and ear
muffs) which attenuated the EPI noise level by ~50 dB SPL and allowed for stimulus
presentation at a level perceived as much higher than that of the preceding EPI
noise. Finally, listeners were instructed to attend to carrier frequencies, but not to the
ambient EPI noise, which may have further enhanced the contrast-to-noise (CNR)
ratio of the measured BOLD signals (Jancke et al.,, 1999; Hall et al., 2000). The
results (see supplemental Fig. S1A) indicate appropriate CNR in our BOLD data.

The collected fMRI data were analyzed using Brain Voyager QX 1.7 (Brain
Innovation, Maastricht, The Netherlands) and Matlab. Pre-processing included head
motion correction (no head motion exceeded 1.5 mm), inter-slice acquisition time
correction, temporal high pass filtering (cutoff: 7 cycles per time course), functional-
anatomical image co-registration, normalization to Talairach space, and cortical
surface reconstruction. To maximally preserve anatomical specificity, group analysis
was performed using cortical alignment methods (Goebel et al., 2006) and non-
smoothed functional data. Analysis was also performed in conventional Talairach
space using functional data spatially smoothed with a 4-mm full-width half-maximum
Gaussian kernel.

2.4 Statistical analysis

2.4.1 General linear model analysis

Listeners’ perceived continuity rating data were averaged across block repetitions
and analyzed in SPSS 12.0.1 (SPSS inc., Chicago, ILL, USA) using a general linear
model (GLM) and an analysis of variance for repeated measures. For fMRI data,
group statistical maps were obtained with a vertex-by-vertex (or voxel-by-voxel, for
Talairach space-based analysis) two-level random-effect analysis of the BOLD signal
time series. At the first-level, a GLM was computed for each experiment using
separate predictors for each listener. The predicted time courses were adjusted for
the hemodynamic response delay by convolution with a double-gamma
hemodynamic response function. At the second level, group contrast t-maps were
obtained based on the parameter estimates (beta values) derived from the first level
analysis.

In the stimulus-based analysis of the fMRI data, the GLM included two predictors
for interrupted and uninterrupted targets, respectively: A binary predictor coded for
target presentation, and a linearly scaled predictor coded for the notch width
parameterization, respectively. The contrast between the notch width
parameterization for interrupted versus uninterrupted targets was computed to
identify voxels exhibiting significant masker x gap interactions. The subsequent
analyses in regions of interest (ROIs) involved assessment of BOLD response
differences between individual conditions, based on a GLM that included a binary
predictor for each condition (Fig. 1B).

In the subsequent percept-based analysis of the fMRI data, two linearly scaled
predictors that coded for listeners’ ratings of perceived continuity of interrupted and
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uninterrupted targets (respectively) were added to the GLM. To allow for detection of
perceptual changes that were unrelated to stimulus changes, the two predictors were
orthogonalized with respect to all other stimulus-related predictors in the model as
described in the following.

2.4.2 Orthogonalization

A general problem in physiological studies of perception stems from the fact that
percept changes are typically induced by concomitant stimulus changes (stimulus-
related changes). Given this collinearity, correlated BOLD signal changes can be
attributed to changes in the stimulus changes and in the concomitant percept.
However, percept changes may also occur in the absence of concomitant stimulus
changes (stimulus-unrelated changes); e.g. the same stimulus may be perceived
differently, depending on subjective factors like the amount of attention that the
listener paid to the stimulus. BOLD signal changes that correlate with such stimulus-
unrelated changes can be attributed exclusively to percept changes but not to
stimulus changes.

In the current study, to test whether there was such additional stimulus-unrelated
variance that could be explained exclusively by subjective changes (i.e. by perceived
continuity changes), stimulus-related variance was first removed from the measured
BOLD responses. To this end, the stimulus-unrelated variance from listeners’
perceived continuity data was extracted, using a linear algebra procedure called
Gram-Schmidt orthogonalization (Wilf, 1962). Since this procedure operates in vector
space, the variance in each predictor (see GLM analysis) was first transformed into
its vector representation (Bandettini et al., 1993). The Gram-Schmidt process then
extracted the component of a given vector that was orthogonal to all the components
of another given vector. Specifically, the procedure extracted the part of variance in
one predictor that was linearly uncorrelated to the variance in another predictor. This
allowed for computation of two perceived continuity predictors (one for interrupted
and one for uninterrupted targets) that were unrelated to the respective notch width
predictors. Each of these linearly scaled predictors thus allowed identifying voxels
with significant rating-related BOLD changes that occurred without concomitant
changes in the respective notch width predictor. In other words, these predictors
allowed for an analysis of partial correlations, i.e. the calculation of the relative
amount of variance in the BOLD response that was explained exclusively by changes
in the perceived continuity.

2.4.3Thresholding

Random-effect maps were thresholded based on a three-dimensional extension of
the randomization procedure described by Forman et al. (1995). First, a voxel-wise
threshold was set to tip = 3.5 (uncorrected p < 0.005). Thresholded maps were then
submitted to a whole-brain correction criterion based on the estimate of the map’s
spatial smoothness and on Monte Carlo simulations for estimating cluster-level false-
positive rates after 1000 iterations. Maps were applied the minimum cluster size
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threshold which yielded a corrected cluster-level false-positive rate of p < 0.05.
Multiple comparison-corrected maps were superimposed on the cortical surface that
was obtained from alignment of individual cortices (cortex-based analysis), or on the
average volume (Talairach space-based analysis). The most significant clusters were
defined as ROIs.

2.4.4ROI time course analysis

ROI analysis of BOLD signal time courses was based on mean amplitudes defined
by a time window around the peak of the condition-related average time courses.
Mean amplitudes associated with the different notch width conditions for interrupted
and uninterrupted target stimuli were normalized with respect to the mean amplitude
in the respective zero-octave notch condition.

2.4.5Best-frequency mapping

To identify the locations of auditory cortical fields (ACFs), a best-frequency mapping
technique (Formisano et al., 2003) was applied to the cortically aligned functional
data. The analysis considered only vertices in which activity differed significantly
between targets versus baseline (supplemental Fig. S1A). The two lower and upper
carrier frequencies were binned into a low-frequency and high-frequency condition,
respectively. Using GLM analysis, a frequency-selectivity index FS of the two
associated predictors was computed as the ratio of their subtracted beta values to
their summed beta values. Ratios were color-coded at each vertex with hue and
saturation coding for the field sign and value of FS, respectively.

3 Results

3.1 Behavioral results

Consistent with our recent results obtained outside the scanner (Riecke et al., 2008),
behavioral data analysis revealed that perceived continuity increased significantly
with masking levels for only interrupted targets but not for uninterrupted targets
(masker x gap interaction: Fs7e = 164.4, p < 10°*; Fig. 2B). FMRI data analyses on
the cortical sphere and in Talairach space yielded consistent results (see below).

3.2 Stimulus-based imaging results

Interrupted and uninterrupted targets evoked widespread activities in bilateral AC
relative to baseline (ti0 = 4.6, cluster size > 100, corrected p < 0.05; supplemental
Fig. S1A). The analysis of the parametric manipulation of the masker in these regions
(based on the contrast between the parametric notch width predictors for interrupted
versus uninterrupted targets) revealed that activity levels in the right lateral
transverse gyrus (Heschl’'s gyrus [HG]) and in adjacent superior temporal gyrus
(STG) correlated significantly differently with the masking levels of interrupted versus
that of uninterrupted targets (masker x gap interaction: tio = 2.6, cluster size > 50,
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corrected p < 0.05; Fig. 2A, supplemental Figs. S1B, S2, blue regions). Comparable
effects were also observed in the left hemisphere (tip = 3.5, cluster size > 100,
corrected p < 0.05; supplemental Fig. S1B). The most significant clusters in the right
hemisphere were defined as ROIs and the patterns of their masker x gap interactions
were further specified (Fig. 2A, supplemental Fig. S1B, blue arrows). For interrupted
targets, increases in masking were associated with significant increases in the
strength of the continuity illusion (Fs7o = 98.4, p < 10° Fig. 2B, supplemental
Fig. S3) and significant decreases in brain activity in lateral HG and STG (Fig. 2B,C,
supplemental Fig. S3; ROI analysis: tip = 2.6 and 4.6, p = 0.02 and 0.0009), whereas
for uninterrupted targets no such parametric effects were observed (ROl analysis:
tio= -1.1 and -0.2, p = 0.3 and 0.8). At the highest masking level (no-notch
condition), interrupted targets were perceived as continuity illusions, and were not
associated with significant activity differences in STG compared to the non-illusory
continuity percepts of uninterrupted targets (ROI analysis: tip = -1.9, p = 0.08).

3.3 Percept-based imaging results

The analysis so far suggested that lateral HG and STG play a role in the detection of
changes in the on-frequency band as well as in the concomitant change in the
perception of the overall continuity of the stimulus. To investigate whether the same
regions were also involved in changes in listeners’ actual percepts alone (i.e. without
concomitant on-frequency band changes) another analysis was performed based on
the reports of listeners’ perceived continuity that had been collected during the
functional measurements (see Materials and Methods). Strikingly, this analysis
revealed that the changes in perceived continuity that were unrelated to acoustic
stimulus changes correlated significantly with activity in a lateral portion of the right
HG for only interrupted targets (rating x gap interaction: tio = 2.6, cluster size > 50,
corrected p < 0.05, Fig. 2A, green regions; ROI analysis for interrupted and
uninterrupted targets: tio = 4.9 and -0.6, p = 0.0005 and 0.5 respectively, Fig. 2C;
ROI locations indicated in Fig. 2A, supplemental Fig. S1B, green arrows).
Comparable effects were also observed in the left hemisphere (ti0 = 3.5, cluster
size > 100, corrected p < 0.05; supplemental Fig. S1B). As these changes in the
BOLD responses were not related to stimulus-driven changes, they likely reflected
spontaneous changes in stimulus interpretation. Note that these BOLD response
changes were largest for the most illusory percepts (interrupted targets, no-notch
condition, supplemental Fig. S3).
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Figure 2. Neuroimaging and behavioral group results. A, Parametric activation maps projected onto the
inflated average cortical surface of the right hemisphere (RH) after cortical alignment across listeners.
Activity in core and adjacent belt areas correlated with masking (blue regions) and perceived continuity
(green regions) for only interrupted targets (random-effect analysis: corrected p < 0.05). The white line
delineates the location of Heschl’s gyrus. B, Perceived continuity (left) and BOLD signal changes (right) in
belt areas (panel A, blue arrow) showed parametric effects of masking for interrupted (solid circles) but not
for uninterrupted (open circles) targets across listeners. Circles and bars represent mean value and standard
error (SE) across listeners. To allow for comparison between interrupted and uninterrupted targets, mean
BOLD signals were normalized to the respective no-notch conditions. C, Parametric changes in masking had
significant effects on BOLD responses to interrupted (solid rectangles) but not to uninterrupted (open
rectangles) targets in core and belt areas. In the core areas (panel A, green arrow), perceived continuity of
only interrupted targets significantly explained additional variance in BOLD responses. Rectangles and bars
represent mean value and SE of the parametric regression coefficients across listeners. Asterisks indicate
significance at p < 0.05. The differential effects of masking (blue asterisks) and perceived continuity (green
asterisk) defined the activated brain regions shown in panel A.
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3.4 Best-frequency mapping results

Best-frequency mapping identified a low frequency-selective cluster on HG that was
surrounded by high frequency-selective clusters in more medial, rostral, and caudal
regions (Fig. 3). This result was highly consistent across individual listeners
(supplemental Fig. S4) and is compatible with results from previous human tonotopy
studies that support the notion of multiple, mirror-symmetric primary ACFs along HG
(e.g. Formisano et al., 2003; Talavage et al., 2004). Projection of the cluster that we
found to co-vary with listeners’ perceived continuity (Fig. 2A, green region) onto the
best-frequency map (Fig. 3, green outline) revealed that this region overlapped with
the low-frequency selective region in HG, suggesting its inclusion within the ACFs of
the primary core. The other cluster that we found to co-vary with the broadband
masker for only interrupted targets was located in a more lateral region in STG
(Fig. 2A, lateral blue region) which may correspond to the ACFs of the secondary belt
(Hackett et al., 2001, Sweet et al., 2005).

Frequency

low high

Dorsal

Anterior

Lateral

Figure 3. Best-frequency mapping group results. Best-frequency group maps projected onto the inflated
average cortical surface of the right hemisphere (RH) after cortical alignment across listeners, showing
cortical clusters of different frequency-selectivity (corrected p < 0.05; FS > 0.29; red, low frequencies; yellow,
high frequencies). The region that was found to co-vary with listeners’ perceived continuity (Fig. 2A, green
region) was projected (green outline) onto the frequency selectivity map, revealing partial overlap with a low-
frequency cluster in lateral Heschl's gyrus that may be part of the human primary core (Hackett et al., 2001;
Morosan et al., 2001; Rademacher et al., 2001; Sweet et al., 2005; see Results for details). The white line
delineates the location of Heschl's gyrus.

4  Discussion

Our finding that masking parametrically affects BOLD responses in the putative
human core and belt areas for only interrupted targets suggests that neural activities
in these areas do not reflect masking per se but rather the salience of on-frequency
band changes, which depends on the level of masking. Thus, these modulations
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point to perceptual differences between the two stimuli (i.e. perceived continuity
differences, which varied across masking levels) rather than to spectrotemporal
differences between interrupted and uninterrupted targets (i.e. differences in the gap,
which were constant across masking levels). In line with current views on auditory
object formation (Griffiths & Warren, 2004), we interpret these effects as reflecting
the extraction of abstract relations between the basic spectrotemporal properties of
targets and maskers and their transformation into perceptual and task-related
representations. This interpretation is consistent with a recent electrophysiological
study of the continuity illusion which suggested that neurons in the monkey core
represent tones and interrupting noise bursts as if these were integrated (Petkov et
al., 2007). The result that discontinuity percepts evoke stronger BOLD responses
than continuity illusions suggests that the observed activities primarily reflect the
perception of onsets of new auditory objects. This interpretation is consistent with
recent evidence from human neuroimaging studies (Mustovic et al., 2003; Warren et
al., 2005; Herdener et al., 2007; Wilson et al., 2007) that employed non-illusory
stimuli.

The finding that percept changes without concomitant stimulus changes also
correlate with BOLD responses in lateral HG is consistent with recent evidence from
studies on auditory streaming, a form of perceptual grouping that may be related to
the continuity illusion (Bregman et al., 1999). Perceived changes in streaming in the
absence of stimulus changes were reported to correlate with neuromagnetic scalp
signals that likely arise from lateral HG (Gutschalk et al., 2005), and with single-cell
responses in monkey core (Micheyl et al., 2005). During perceptual switches these
and other (Cusack, 2005) brain regions may be modulated by top-down processes.
Similar regions have been shown to be involved in the processing of illusory pitch
(Patel & Balaban, 2001; Bendor & Wang, 2005), especially in the right hemisphere
(Zatorre, 1988; Zatorre et al., 2002).

Regarding the precise functional localization of our effects, the results from the
best-frequency mapping suggest that listeners’ ratings of perceived continuity are
included in a region that is most likely part of the human auditory core. However, the
impossibility to compute the tonotopic gradient and the exact borders between the
ACFs in the present data (related to the small number of frequencies and the group
analysis) prevents specifying of particular core field(s). Similar conclusions can be
drawn by comparing our results with previous cytoarchitecture studies that reported
that the human homologue of the primary core is likely located in HG (Hackett et
al., 2001; Morosan et al., 2001; Sweet et al., 2005), even though the exact locations
of primary area borders may vary in or around the gyrus (Rademacher et al., 2001).
In fact, the location of the region that we found to co-vary with listeners’ perceived
continuity appears in good agreement with the cytoarchitectonically defined human
primary core area Tel.0 in HG (Morosan et al., 2001; see supplemental Fig. S1B).
Similarly, the regions that we localized in more lateral regions on STG probably
coincide with the human secondary belt which may surround the core (Hackett et
al., 2001; Sweet et al., 2005). Taken together our physiological and anatomical
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considerations suggest that the detected regions in HG and in STG (Fig. 2A) are
likely located in primary core and secondary belt, respectively.

It should be noted that our analyses complemented each other in differentiating two
different types of cortical processing associated with our auditory task: The stimulus-
based analysis identified cortical regions involved in the perceptual processing of
abstract spectrotemporal stimulus properties. The percept-based analysis, on the
other hand, revealed regions involved in the perceptual processing of cognitive and
stimulus-unrelated factors. This differentiation was enabled by using the
orthogonalization procedure (see Materials and Methods). Taken together our results
indicate that: 1) the activity of early auditory cortical regions in humans does not
correlate with the basic acoustic properties of tones or noise bursts alone, but also
with the complex dependencies among them; and that 2) changes of neural
responses in a core region (lateral HG) to acoustically identical sounds parallel
listeners’ reports of perceived continuity to these same sounds.

Together with the consideration that illusory continuity percepts are disrupted by
the removal of the targets after the noise (Bregman, 1990), our findings suggest a
two-stage model for cortical processing of stimuli evoking the continuity illusion. At a
first stage, neuronal populations in the core and belt areas entail a representation of
the auditory scene (tone plus noise) based on abstract dependencies between the
individual scene segments, such as spectral edges between tone and noise or
changes in the on-frequency band of the target. The result of this stage may be
regarded as the formulation of a sensory-constrained perceptual hypothesis
(Bregman, 1990), with the two possible outcomes of segregation of the scene into
two (one continuous tone and noise) or three (two discontinuous tones and noise)
perceptual objects. This hypothesis is resolved at a second stage in the core, in
which the representation of the scene is re-evaluated based on the sensory evidence
provided by the post-noise interval. Whereas the first processing stage is possibly
fast and automatic, the second may be influenced by contextual, attentional and task-
related processes, thus explaining the co-variance of neural and behavioral
responses to the same illusory stimuli. The idea of a duplex analysis of the auditory
scene in early auditory areas is in line with recent electrophysiological evidence in
cats showing that the same primary AC neurons can represent stimuli at multiple time
scales (Nelken, 2004; Ulanovsky et al., 2004). The latter may provide the neural
basis for an acoustic short-term buffer that would be required for retention of the
perceptual hypotheses in our model. Consistently, the mismatch-negativity results
from a previous study (Micheyl et al., 2003) suggest that the analysis of changes in
the target on-frequency band recruits a buffer in auditory cortical areas.

In conclusion, our findings provide strong evidence that beyond sensory
representation of an auditory scene, primary auditory cortical areas also play a
constructive role in the grouping of scene segments into unified percepts.
Furthermore, they put forward a model for neural computation of auditory scenes that
may inform analyses of physiological data obtained at high temporal resolution, such
as with invasive or non-invasive electrophysiology and magnetoencephalography.
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Supplemental results

® Stimuli vs. baseline
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Figure S1. Parametric group activation maps projected onto listeners’ average anatomical slices in
Talairach space in neurological orientation. A, Task-related activations defined by the contrast stimuli versus
baseline (corrected p < 0.05). B, The regions and peak regions (arrows) in Talairach space in which activity
correlated with masking (blue) and perceived continuity (green) of only interrupted targets (corrected p <
0.05) were consistent with those obtained from cortex-based group analysis (Fig. 2A). Slice positions are
indexed by Talairach coordinates (x, y, z) in units of millimeters. RH, right hemisphere.
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Figure S2. Parametric single-subject activation maps from eight representative listeners (columns) projected
onto anatomical slices (rows) of the respective listener in neurological orientation. Activity in right core areas
correlated with masking (blue regions) and perceived continuity (green regions) of only interrupted targets
(tsss-s16 = 1.0-2.7, cluster size > 30). Slice positions are indexed by Talairach coordinates (x, y, z) in units of
millimeters. RH, right hemisphere.
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Figure S3. Behavioral and region of interest analysis results from eight representative listeners (columns),
averaged across trial repetitions. Mean + SE of perceived continuity (upper row) and mean of BOLD signal
change (lower row) show parametric trends depending on masking for interrupted (solid circles) but not for
uninterrupted (open circles) targets. BOLD signals were obtained from peak activations in right auditory cortex
indexed by Talairach coordinates (x, y, z) in units of millimeters (supplemental Fig. S1B, blue regions). To
allow for comparison between interrupted and uninterrupted targets, mean BOLD signals were normalized to
the respective no-notch conditions.
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Figure S4. Best-frequency mapping single-subject results. Best-frequency maps from all listeners (S1-S11)
projected onto the inflated cortical surface of the left and right hemisphere (LH, RH) of the respective
listener, showing cortical clusters of different frequency selectivity (light colors, low frequencies; dark colors,
high frequencies; decimal numbers, frequency-selectivity index FS). Solid lines delineate the locations of first
Heschl's gyrus. Hemispheres comprising bifurcated or duplicated Heschl's gyri are indicated by single or
double asterisks, respectively. Dashed lines approximate estimated low-frequency borders.
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EEG-based chronometry of cortical processing of

acoustic and illusory continuity

Abstract

Stable hearing in noisy environments is facilitated by restoration mechanisms in the
auditory system. These mechanisms may illusorily fill interruptions in a sound when
the gaps contain acoustic energy of a concurrent noise, yielding a continuity illusion
of the interrupted sound. While the acoustic energy in filed sound gaps is
represented already in peripheral neurons, the neural processes underlying the
perception of illusory filings are poorly understood. In this study, we used
electroencephalography (EEG) to determine the timing of neural activations
associated with continuity illusions. We parameterized the energetic filling of gaps in
noise-interrupted tones, and asked listeners to rate their illusory fillings while scalp
potentials were measured. Comparing the power spectra of EEG components
induced by continuity illusions to those induced by true discontinuity percepts of the
same interrupted stimuli revealed significant modulations in theta- and beta-
oscillations, during and after the gap respectively, indicating effects of illusory fillings.
Further comparisons of EEG component activities evoked by interrupted tones
versus physically uninterrupted tones indicated effects of energetic fillings around
130 ms after gap onset and gap offset, respectively. We argue that top-down factors
such as attention may modulate the salience of sensory gaps and thus determine the
continuity illusion. The results set constraints on the timing of cortical processes
assumed to be involved in the acoustical analysis and the perceptual interpretation of
illusorily continuous sounds.

Based on: Riecke L, Esposito F, Bonte M, Formisano E. Sound restoration suppresses early auditory cortical
processing of acoustic gaps. Submitted.
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1 Introduction

The auditory continuity illusion (Miller & Licklider, 1950) is a striking illustration of the
constructive nature of hearing. In this phenomenon an interrupted sound is illusorily
heard as continuing through a louder noise. The continuity illusion has been
observed for several sounds such as tones, sweeps, melodies, voices, or speech (for
reviews, see Bregman, 1990; Warren, 1999) and in several species including birds,
cats, monkeys, and humans (Sugita, 1997; Braaten & Leary, 1999; Miller et al., 2001;
Petkov et al,, 2003). These findings suggested that the illusory completion of the
fragmented sound is based on a generic auditory mechanism which allows stable
tracking of sounds in noisy environments.

The continuity illusion depends on the masking of the gap in the interrupted sound
(target) (Houtgast, 1972; Warren et al., 1972). Masking may occur when the
interrupting noise (masker) contains acoustic energy in the frequency range of the
target, thus rendering the gap inaudible. Masking may even occur when the masker
spectrum is slightly segregated from the target band as peripheral auditory neurons
may ill' the omitted energy in the critical band due to their band-pass filtering
properties (Fletcher, 1940). In either case, the target and the masker may stimulate
the same fibers in the auditory nerve (Delgutte, 1990) and evoke uninterrupted
excitations that ‘smear’ the sensory evidence for the gap (Warren, 1970; Warren et
al., 1972; for review, see Warren, 1999), which we will refer to as ‘energetic filling'.

Another requirement for the continuity illusion is that the fragment of the target that
follows the gap continues the spectral trajectory of the fragment that preceded the
gap (Ciocca & Bregman, 1987; see Fig. 1A). This implies that the illusion may lag
behind the actual occurrence of the gap, suggesting ‘retroactive’ perceptual
processes that differ fundamentally from the more instantaneous energetic
processes. When the continuation of the target after the gap is given, the sensory
energy that is filled in during the gap by the masker may be attributed to the
surrounding fragments, and the target may be interpreted as illusorily continuous.
This holistic representation may be derived from matching the sensory stimulus
representation with perceptual schemas (Repp, 1992; for review, see
Bregman, 1990) and may be accompanied by perceptual restoration of the target,
which we will refer to as ‘illusory filling’. The continuity illusion reflects a subjective
perceptual state, which may fade out or fade in during long gaps that are filled with
continuous energy (Wrightson & Warren, 1981; Warren et al., 1994).

While the neural mechanisms underlying masking have been studied for decades,
the neural basis of the continuity illusion has only recently received attention.
Electrophysiological measurements in primary auditory cortex (AC) of monkeys have
shown that excitations in neurons which respond to gaps in tones may be
suppressed when these gaps are energetically filled by noise (Petkov et al., 2007; for
review, see Recanzone & Sutter, 2008). A subset of neurons which responded more
to uninterrupted tones showed sustained excitations during the filled gaps, consistent
with earlier observations in cats (Sugita, 1997). These findings demonstrate that
neurons in monkey primary AC respond to interrupted sounds as if they were

58



Chronometry of neural processing of tone continuity illusions

continuous, provided that these interruptions are energetically filled. In humans,
functional magnetic resonance imaging (fMRI) revealed that hemodynamic activities
in primary AC scale with energetic fillings of gaps in tones (Riecke et al., 2007). The
activities were more widespread when the gaps were filled with less energy,
suggesting neural processes related to the detection of sensory gaps. Another recent
fMRI study in humans reported consistent results, showing enhanced activities in the
primary AC to vowel sounds with spectral gaps, as opposed to energetically filled
vowels (Heinrich et al., 2008). Previous electroencephalography (EEG) results further
indicated that energetic fillings of short tone gaps are indexed by the mismatch-
negativity (MMN) (Micheyl et al., 2003). The MMN is a short-latency event-related
scalp potential (ERP) that may reflect auditory cortical processes related to the
detection of deviances in predictable sound sequences (Naatanen et al., 2001).
While listeners did not attend to the interrupted sounds, MMN levels were found
elevated within 200 ms after the onset of deviant energetic fillings.

A problem with these studies is that subjects’ reports of continuity illusions during
the physiologic measurements were either not obtained or not incorporated in the
analyses, so a direct link between the continuity illusion and physiology could not be
established. We addressed this point by investigating continuity illusions reported
during fMRI, which showed that listeners’ subjective experience of continuity illusions
is paralleled by hemodynamic activities in primary AC (Riecke et al., 2007).

A key question which has not been fully answered yet is when exactly the continuity
illusion may arise. In the present study we investigate the timing of neural processes
that may be related to the illusory filling and energetic filling of sound gaps, by
combining behavioral measures of continuity illusions with EEG measures. Event-
related EEG oscillations in the theta frequency range and beta frequency range have
been proposed as neurophysiologic indicators for auditory attention (Cacace &
McFarland, 2003; McFarland & Cacace, 2004), and the N1 ERP component has
been associated with sound gap detection (Michalewski et al., 2005; Lister et al.,
2007). Since the continuity illusion may rely on similar auditory processes (Bregman,
1990) these event-related EEG measures may provide useful insights into the timing
of the neural mechanisms underlying continuity illusions. We presented listeners with
interrupted and uninterrupted target tones which overlapped with a noise masker. We
parameterized the strength of the energetic filling of the 600-ms gap by varying the
spectral segregation between the target band and the noise. We also included
ambiguous stimulus conditions individually designed to evoke bistable illusory fillings.
Listeners rated the subjective strength of continuity illusions, while scalp potentials
were measured simultaneously. Stimuli and task were fine-tuned based on a
behavioral study (Riecke et al., 2008) and similar to those used in our previous fMRI
investigation. We assessed the effects of switches in continuity illusions and of
changes in acoustic energy on event-related theta and beta oscillations, and on N1.
We hypothesized that the perceptual and acoustical properties of the continuity
illusion would modulate these EEG measures after the gap and during the gap,
respectively.
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2 Materials and methods

2.1 Participants

14 volunteers (age: 26 + 4 years, mean * standard deviation [SD], mainly students
from Maastricht University) who reported normal hearing and motor abilities,
participated in the study after providing informed consent. All participants could hear
the tone illusion as determined in a training session. Five participants also
participated in the previous fMRI study. The local ethical committee approved the
procedure.

2.2 Stimuli

Stimuli were assembled of tones (duration: 2800 ms, carrier frequency: 930 Hz) with
sine-modulated amplitude (modulation rate: 3 Hz), and band-passed white noise
(duration: 600 ms, bandwidth: 2 octaves) superimposed on the spectrotemporal
center of the tones on a logarithmic-linear scale (Fig. 1A). For interrupted tones, the
offsets and onsets of gaps and noise were synchronized. Uninterrupted tones were
spectrotemporally matched, except that no gaps were inserted. The noise was band-
stopped (notched) at the tone’s frequency. To parameterize the spectral segregation
of the tone and the noise, the width of this spectral notch was varied across three
levels (Fig. 1B, left), including an individually determined intermediate level (see
Design and Task). Spectral segregation was defined as half the notch width on a
logarithmic scale. The effects of these acoustic manipulations on the sensory
stimulus representation in the auditory nerve (Fig. 1B, right) were estimated based on
a model by Patterson, Allerhand, and Giguere (1995). The different levels of the
evoked energetic fillings were expected to induce illusory filings of different
strengths. Noise and stimuli were equated on their root mean square amplitudes,
respectively. Onsets and offsets of tones and noise were linearly ramped with 3-ms
rise—fall times. Stimuli were sampled at 44.1 kHz with 16 bit resolution using
Matlab 7.0.1 (The MathWorks Inc., Natick, MA, USA). Stimuli were presented
diotically at 70 dB sound pressure level (SPL) using Presentation 9.30 software
(Neurobehavioral Systems, Inc., Albany, CA, USA), a Creative Sound Blaster Audigy
2ZS sound card (Creative Technology, Ltd., Singapore), and Control 25 speakers
(JB professional, Rochester, NY, USA).

2.3 Design and task

Prior to the main EEG experiments, participants’ ability to hear continuity illusions
and to perform the task (see next paragraph) was assessed in 75 training trials.
Individual continuity illusion thresholds were estimated based on the method of limits
(Fechner, 1860): Multiple series of interrupted stimuli were presented in which the
segregation between target and noise was either gradually decreased from
0.6 octaves, or increased from zero octaves, in average steps of 0.05 octaves.
Thresholds were estimated as the average segregation at which listeners’ ratings
switched from non-illusory discontinuity to illusory continuity, or vice versa. The
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illusion thresholds were implemented as intermediate levels of the segregation
parameter (Fig. 1B) to define individual conditions that were expected to evoke
bistable illusory fillings (see Results).
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Figure 1. Stimulus and experimental design. A, Spectrogram and acoustic parameter settings for an
amplitude-modulated target tone interrupted by a noise masker (noise duration: 600 ms). AM, amplitude
modulation; SNR, signal-to-noise ratio; oct., octaves. B, Truncated stimulus spectrograms (left) and
estimated auditory nerve excitation patterns (right) for all stimulus conditions. The energy in the gap was
parameterized by varying the spectral segregation between the target and the noise, using a spectral notch
of varying width. An individually-defined, intermediate masking condition (average target-masker
segregation: 0.2 octaves) was used to evoke ambiguous fillings. C, Schematized trial of the auditory task.
Listeners attended to targets and rated their continuity on a four-point scale after a delay. Stimulus and
response intervals were indexed by visual cues and interleaved with silent intervals.

In the EEG experiments, participants were seated in a comfortable chair in an
electrically shielded and sound-attenuated room and performed a forced-choice,
delayed-response task. Trials comprised stimulation and response intervals which
were indexed by a fixation cross changing in color (Fig. 1C). Response intervals were
dissociated from stimulus intervals by silent intervals of 1.5 s so that motor responses
did not interfere with auditory-evoked EEG signals. Participants were instructed on an
LCD screen to attend to targets during the stimulus intervals, and to rate their
continuity on a four-point scale (labeled with “most likely continuous”, “probably
continuous”, "probably discontinuous”, “most likely discontinuous”). Ratings were
performed by a button press with the index or middle finger of the left or right hand
during the delayed response intervals. Participants were further instructed to fixate,
and to delay eye blinks or other movements to the response intervals.

The six experimental conditions were presented in randomized order in blocks of
35-s duration, using an interstimulus interval (ISI) of 2-2.5 s that was jittered across
trials in order to reduce expectations of listeners. In total 80 differently randomized
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blocks were presented so that successive trials always differed. Subjects participated
in the experiment five times and were allowed to take breaks in between. After the
session, they estimated in a questionnaire how much time they needed for deciding
for each of the different ratings.

2.4 EEG recordings and data preprocessing

2.4.1Electrodes

EEG was measured with 61 equidistant Ag/AgCI scalp electrodes that were mounted
to a standard electrode cap (Easycap GmbH, Herrsching-Breitbrunn, Germany) and
referenced to the left mastoid. Inter-electrode impedances were kept below 5 kQ by
abrading the scalp. Electrooculography (EOG) was monitored using an electrode
placed below the left eye.

2.4.2 Amplification, A/D conversion, and signal analysis

EEG was recorded with a Neuroscan SynAmps?® system (Neuroscan Labs, El Paso,
TX, USA), using an analog pass band of 0.05-70 Hz and a 50-Hz notch (filter slopes
-12 dB/octave) to remove slow linear drifts and line noise. After digitization (sampling
rate 250 Hz, resolution 0.168 pV/bit), EEG data were processed in Matlab and
EEGLAB (Delorme & Makeig, 2004). The data were high-pass filtered (cutoff: 1 Hz),
and re-referenced to an average reference based on the mean activity of all
channels. 4.5-s epochs locked to stimulus onsets were extracted, including a 1-s pre-
stimulus interval.

2.4.3 Artifact removal

Data channels containing partially sustained artifacts, probably related to poor skin
contacts, were excluded from further analysis (two channels per dataset on average).
Epochs containing non-repetitive artifacts related to movements or single-channel
noise were identified semi-automatically using a +75-yV criterion and visual
inspection. Epochs during which listeners were not actively engaged in the task were
identified based on lapsed button responses. Both types of trial were discarded.
Epochs affected by blinks, eye movements, or other repetitive artifacts were not
discarded as the underlying spatially fixed EOG processes could be separated from
brain-related EEG processes using independent component analysis (ICA,
see below).

2.4.4Independent component analysis

Scalp potentials generally reflect a mixture of localized activities in synchronized
neuronal ensembles and other non-cortical sources, conducted through the tissue.
The contributions of functionally distinct sources can be partially isolated based on
their temporal independence. To determine maximally temporally independent EEG
and EOG processes, we applied an ICA algorithm to the EEG time series (runica,
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see Bell & Sejnowski, 1995; Makeig et al., 1996; Makeig et al., 1997; Lee et
al., 2000). The algorithm computes a ‘un-mixing’ matrix that decomposes multi-
channel data into a linear sum of spatially fixed components with maximal joint
entropy (independent components [ICs]). ICA was applied to the individual artifact-
cleaned datasets comprising on average 386 + 26 trials (about 750 samples per trial
per channel). After decomposition, ICs primarily accounting for blinks or eye
movements were identified based on their frontal scalp distributions and their
irregular occurrences across trials. Remaining artifacts were identified based on their
non-dipolar scalp maps, flat activity spectra, and irregular occurrences (Makeig et
al., 1996; Jung et al., 2000a, 2000b; Delorme et al., 2007). Removal of these ICs
resulted in individually pruned datasets comprising twelve ICs per dataset on
average.

2.4.5 Computation of EEG measures

EEG power spectra and ERPs were computed for each IC in the individual datasets.
Component power spectra were computed from a wavelet analysis by sliding an
1100-ms window across the single-trial activity time series. The number of cycles per
Morlet wavelet was linearly increased from 3 to 20 across the investigated frequency
range (3—-40 Hz). Mean event-related spectral power changes were estimated
relative to the mean baseline spectrum on a logarithmic scale for each frequency
band, using time-frequency bins of 17-ms duration and 0.1-Hz bandwidth. Statistical
analyses were based on averaging the power estimates across all bins within
selected time-frequency windows. These windows were defined from the most
prominent peaks in the average component cluster spectrum (see below) and were
fixed across conditions and subjects.

Component ERPs were determined by averaging the single-trial source activity
time series. N1 latencies were defined from the most negative peak in the average
component cluster waveform in a 90-180-ms interval after the evoking event. N1
amplitudes were defined for each stimulus condition by averaging across a 50-ms
window centered on the average peak. The average waveforms were low-passed
filtered (cutoff: 20 Hz) for display purposes only.

2.4.6 Component clustering

Functional-anatomically similar EEG processes were identified based on similarities
in their average component power spectra, waveforms, and scalp topographies (Jung
et al., 2001; Makeig et al., 2002, 2004; Contreras-Vidal & Kerick, 2004; Onton et al.,
2005, 2006). To reduce their number of features, spectral power and ERP measures
were decomposed into five principal components using principal component analysis
(PCA). Similarity among individual ICs was then estimated from the ‘distance’ of their
principal components in the Euclidean space that was defined by the joint feature-
reduced measures (i.e. a 10-dimensional source space). ICs from all subjects were
partitioned into three main IC clusters using an algorithm that minimizes the summed
squared distance of the principal components from the estimated mean IC cluster (k-

63



Chapter 4

means, Matlab Signal Processing Toolbox). The clustering was further refined by
visual inspection to improve uniformity in scalp topography among IC within each
cluster, resulting in 63 ICs per cluster on average. The polarity of each IC was
adjusted so that its scalp topography correlated positively with the respective cluster
topography.

The resulting clusters showed clear differences in their average scalp topography,
indicating source activities projected to anterior, central, and posterior scalp regions,
respectively. In the present study, we focused on the cluster associated with a clear
central topography (supplemental Fig. S1) because the component power spectra
and ERPs of this cluster were most strongly time-locked to the auditory task and
most consistent across subjects.

2.5 Statistical analysis

Listeners’ continuity rating data were averaged across the 80 trials presented in each
condition. Statistical analysis of behavioral data involved paired t-tests and a two-way
analysis of variance (ANOVA) for repeated measures, including segregation and gap
as fixed factors, and listeners as a random factor (N = 14).

EEG data were analyzed using two complementary procedures. First, the effects of
energetic fillings were assessed by analyzing the effects of the acoustic gap
(differences between interrupted and uninterrupted targets) and their modulations by
the segregation parameter. In this gap-based analysis (N = 14) the same statistical
methods were applied as for the behavioral data (see above).

Second, the effects of illusory fillings were determined independently of energetic
fillings, based on listeners’ continuity ratings of the same interrupted targets. This
illusion-based analysis involved data from trials in which listeners had rated the same
stimulus as ‘continuous’ or ‘discontinuous’. Trials were first randomly rejected from
the rating condition that occurred more frequently so that both rating conditions
involved the same number of trials, separately for each segregation condition and for
each listener. Significance of illusory filling effects was assessed with paired t-tests,
using data from listeners who switched their illusory ratings most frequently (zero-
octave condition: N = 11; threshold condition: N = 13). Main effects were tested using
a mixed-model 2-way ANOVA (N = 10) as described above, except that segregation
and ratings were treated as fixed factors (each including two levels).

All EEG analyses were applied to listeners’ mean component cluster data. All
average power estimates forwarded to parametric statistical testing were well-fitted
with normal distributions as assessed by Lilliefors tests (for details see Kiebel et
al., 2005).

3 Results

3.1 Behavioral results

Analysis of continuity rating data revealed that stronger energetic fillings (induced by
smaller spectral segregations) evoked stronger illusory fillings of the interrupted
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target (Fo, 26 = 165.6, p < 10™*%; Fig. 2, black circles). The opposite effect was found
for the uninterrupted target: True continuities became obscured when the target was
masked (F2, 26 = 16.4, p < 10°°; gray circles). Strong energetic fillings thus markedly
reduced listeners’ ability to hear the difference between illusory and non-illusory
targets during noise interruptions, whereas weak energetic fillings revealed the gap
(noise x gap interaction, F2, 12 = 383.9, p < 10™). For the individual illusion thresholds
(average estimated threshold: 0.2 + 0.1 octaves) and also for the zero-octave
condition, ratings of the interrupted target frequently switched between illusory
continuity and true discontinuity as expected, indicating bistable illusory fillings.
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Figure 2. Behavioral results. Average continuity ratings (+ SE) of all stimuli obtained during EEG, averaged
across listeners (left) and for all individual listeners (right). Spectral segregation of the target and the noise
disrupted continuity illusions of interrupted targets (black) and disclosed true continuities of uninterrupted
targets (gray). For two ambiguous segregation conditions (0 and 0.2 octaves), interrupted targets evoked
bistable continuity percepts (dashed lines), facilitating EEG analysis of percept switches. oct., octaves.

3.2 Effects of energetic fillings on EEG power spectra

Analysis of average component power spectra (Fig. 3A) revealed robust modulations
in EEG oscillations in all stimulus conditions: Theta-band (3-7 Hz) power largely
increased during the noise interval (Fig. 3A, small rectangles; all ti3 = 3.6-7.3,
p = 0.004-10"°) and beta-band (13-27 Hz) power mainly decreased during the post-
noise interval (large rectangles; all ti3 = -2.4--3.6, p = 0.04-0.004), relative to the
average power in the 500-ms pre-noise interval (baseline). These modulations
indicated general task-induced synchronization and desynchronization, respectively,
which were subsequently analyzed for condition effects.

The following results are summarized in Figure 3 and Figure 6A: Statistical
comparisons of interrupted and uninterrupted targets revealed that theta-band power
increased significantly more during the noise when the target contained a gap
(p <0.05; Fig. 3B, red marks). Averaged across the noise interval, this effect was
most significant when the target band was largely segregated from the noise
spectrum (0.6-octave condition). Theta-band power was also modulated by the
spectral segregation between the target and the noise. This effect was significant for
interrupted targets, and a similar trend was observed for uninterrupted targets
(Fig. 3C, left). The modulations indicated an effect of the strength of the energetic
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filling of the gap, and more generally of the spectral segregation between the target
and the noise, on the observed theta-band synchronization.

Beta-band power was found significantly lower when the target contained a gap,
compared to targets without gap, especially in the post- noise interval (p < 0.05; Fig.
3B, red marks). Averaged across this interval, a main effect of the gap was evident,
and no effect of spectral segregation was observed (Fig. 3C, right). Therefore, the
gap in the target enhanced the observed beta-band desynchronization, irrespective
of the strength of energetic filling.
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Figure 3. Results from gap-based analysis of average component power spectra. A, Power spectra induced
by the interrupted target (upper row) and the uninterrupted target (lower row) for three levels of spectral
segregation, relative to the pre-noise interval. The gap was accompanied by increased theta-band
synchronization (red) during the noise (small rectangles), and by increased beta-band desynchronization
(blue) during and after the noise (large rectangles). oct., spectral segregation in octaves; vertical lines, noise
onsets and offsets. B, Spectral power time series for interrupted targets (black) and uninterrupted targets
(gray), illustrating the timing of these effects (red marks) for each level of spectral segregation. C, Average
theta-band power (left) and beta-band power (right) in the noise interval and in the post-noise interval,
respectively. The gap enhanced theta-band synchronization especially when the gap was not energetically
filled (0.6-octave condition). The gap further enhanced beta-band desynchronization after the noise. These
results indicate sensory influences of the acoustic gap on ongoing EEG oscillations in theta and beta bands.
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3.3 Effects of illusory fillings on EEG power spectra

The results so far show that oscillatory EEG processes were modulated by the
strength of the energetic filling of the gap. These modulations also reflected
influences of illusory fillings since these correlated highly with energetic fillings (see
behavioral results; Fig. 2). To disentangle perceptual and acoustic influences, we

further investigated the effects of illusory fillings independently of those of energetic
fillings.
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Figure 4. Results from illusion-based analysis of average component power spectra. A, Power spectra
induced by the true discontinuity percept (upper row) and the continuity illusion (lower row) of the same
interrupted target for two levels of energetic filling (columns), relative to the pre-gap interval. Gap perception
was accompanied by increased theta-band synchronization (red) during the gap (small rectangles) and by
increased beta-band desynchronization (blue) after the gap (large rectangles), respectively. B, Spectral
power time series for true discontinuity percepts (black) and continuity illusions (gray), illustrating the timing
of these percept effects (red marks) for each level of energetic filling. C, Average theta-band power (left) and
beta-band power (right) in the gap interval and in the post-gap interval, respectively. Gap perception
enhanced theta-band synchronization and beta-band desynchronization. These perceptual effects were
independent of the energy in the gap, thus indicating non-sensory influences on theta and beta oscillations.
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Results from this illusion-based analysis are summarized in Figure 4 and Figure 6B:
Statistical analysis of average component power spectra (Fig. 4A) revealed that
theta-band power was significantly more increased when listeners reported hearing
the gap, compared to continuity illusions (p < 0.05; Fig. 4B, red marks). Averaged
across the gap interval (Fig. 4A, small rectangles), this effect of illusory filing was
highly significant, especially when the gap was fully filled with acoustic energy (Fig.
4C, left). Beta-band power decreased significantly more when listeners reported
hearing the gap, especially around 600-900 ms post-gap (p <0.05; Fig. 4B, red
marks). Averaged across this interval (Fig. 4A, large rectangles), a strong effect of
illusory fillings was evident for both levels of energetic filling (Fig. 4C, right).
Therefore, the perception of the gap in the target enhanced theta-band
synchronization during the gap, and also beta-band desynchronization after the gap.
These non-sensory modulations were highly consistent with the modulations induced
by acoustic gaps (Fig. 3A).

3.4 Effects of energetic fillings on event-related potentials

Inspection of average component waveforms revealed prominent deflections locked
to the noise followed by more sustained deflections after the noise in all stimulus
conditions (Fig. 5A). Statistical comparisons of interrupted and uninterrupted targets
indicated transient effects of the gap during and after the noise (paired t-tests,
p < 0.01; Fig. 5A, red marks). The earliest and most significant effects were observed
in a large negative peak around 100 ms after noise onset when the target band was
largely segregated from the noise spectrum (0.6-octave condition: p < 0.004). The
average latency of this ERP (133 + 3 ms across listeners) was compatible with that of
N1, a potential that has been associated with gap detection.

Statistical analyses showed that the amplitude of N1 to noise onsets (N1on) was
enhanced when targets contained a gap and also when target and noise spectra
were largely segregated (Fig. 5B left; see Fig. 6C for details). These modulations
were highly similar to those observed in the theta band (Fig. 3C, left), indicating
effects of the strength of the energetic filling of the gap, and more generally of the
spectral segregation between the target and the noise.

Despite its small amplitude, the N1 to noise offsets (N1lor, average peak latency:
123 + 4 ms) differed significantly from baseline (all t;3 = -3.0--8.0, p = 0.009-10°),
except for one condition (0.6-octave condition, uninterrupted targets). Statistical
analysis yielded a slightly different pattern than that observed for N1,, (Fig. 5B right;
see Fig. 6C for details): Effects of spectral segregation were smaller for interrupted
targets, and reversed trends were observed for interrupted targets. N1o was further
modulated by the onset of the interrupted target after the gap (i.e. by the target re-
onset) especially when the gap was largely segregated from the noise, as revealed
by comparing interrupted and uninterrupted targets. Therefore, N1,z was not
generally affected by the spectral segregation of the target and the noise, but mainly
by the strength of the energetic filling. Compared to N1, this pattern more closely
resembled listeners’ continuity ratings (N1lon: Pearson’s R = -0.2, p < 0.03; N1y
Pearson’s R =-0.4, p < 0.002; see behavioral results, Fig. 2).
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Figure 5. Results from gap-based analysis of average component waveforms. A, ERPs evoked by the
interrupted target (black) and the uninterrupted target (gray), during and after the noise for three levels of
spectral segregation. N1 was evoked by the onset and offset of the noise (see N1,, and N1 labels). The
earliest effects of the gap (red marks) appeared when the gap was not energetically filled (0.6-octave
condition). oct., spectral segregation in octaves; vertical lines, noise onsets and offsets; all waveforms plotted
on the same scale proportional to pV. B, Average amplitude (+ SE) of N1,, (left) and N1 (right) for all
stimulus conditions. N1,, amplitude was significantly modulated by the gap and by the spectral segregation of
the target and the noise, consistent with the observed modulations in the theta band (Fig. 3C, left). N1y«
showed a slightly different pattern which correlated more with listeners’ perceptual ratings (Fig. 2).

4  Discussion

A robust pattern of neural oscillations was observed in all conditions: noisy
interruptions in targets induced event-related synchronization in the theta rhythm
during the noise, followed by sustained desynchronization in the beta rhythm after
the noise. Strikingly, it was found that this pattern is further modulated by non-
sensory processes related to the continuity illusion. Similar modulations were also
induced by sensory processes related to the sound energy in the interruptions.
Finally, it was observed that the sound energy in the interruptions also affects ERP
components 130 ms after the onset and offset of these interruptions. This pattern of
results suggests that top-down factors such as auditory attention modulated the
salience of sensory gaps and, therefore, determined the continuity illusion.
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Figure 6. Summary of statistical results. A, Results from gap-based analysis of theta-band power during the
noise (left) and beta-band power after the noise (right). B, Results from illusion-based analysis of theta-band
power during the gap (left) and beta-band power during the post-gap interval (right). C, Results from gap-
based analysis of N1 amplitude to noise onset (left) and noise offset (right). Truncated spectrograms
represent stimulus conditions. “Disc.” and “Cont.” labels indicate associated discontinuity and continuity
percepts (B). Types of effect are labeled, and statistically significant effects are highlighted (p < 0.05).

4.1 Theta synchronization as an index for the salience of sensory edges

In the literature, theta-band synchronization has been associated with the encoding
of new sensory input and with increased task demands (for review, see
Klimesch, 1999). Theta synchronization may occur during passive listening (Kolev et
al., 2001) and can be enhanced by non-sensory factors, for example, when listeners
are attentive and perform an active auditory discrimination task (Cacace &
McFarland, 2003; McFarland & Cacace, 2004; Molnar et al. 2008). Given these
previous findings, the theta synchronization that we observed during the noise may
reflect neural processes related to 1) the sensory encoding of the noise and 2) the
increased listening demand associated with the noise.
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Our results that this synchronization was further increased when the target
contained a gap and when the target was spectrally segregated from the noise,
indicate that sensory processes related to the salience of the spectrotemporal gap, or
to the detection of acoustic edges (Nakajima et al., 2000; Fishbach et al., 2001;
Herdener et al., 2007), were involved. Crucially, we found that this synchronization
was also increased when listeners actually heard the gap, compared to the continuity
illusion. This non-sensory effect indicates that top-down factors such as attention
may have modulated either the sensory processing of acoustic edges or, more
generally, the perceptual salience of these edges during the noise. This interpretation
is partially supported by previous electrophysiology findings, which demonstrated that
spontaneous theta oscillations influence baseline excitability and auditory-evoked
responses of primary auditory cortical neurons in monkeys (Lakatos et al., 2005).
Additionally, our interpretation is consistent with the general notion that modulations
in oscillations may reflect top-down control related to the perceptual interpretation of
sensory features (for review, see Engel et al., 2001).

4.2 Beta desynchronization as an index for the continuity illusion

Beta-band desynchronization has been observed in active auditory discrimination
tasks (Cacace & McFarland, 2003; McFarland & Cacace, 2004) and may index
neural processes related to response selection and motor preparation (Pfurtscheller
& Lopes da Silva, 1999; Kaiser et al., 2001, 2007; Alegre et al., 2003a, 2003b, 2004,
2006; Maekinen et al., 2004). Furthermore, beta desynchronization may be larger
and occur earlier when listeners make easy auditory discriminations, compared to
difficult discriminations (Kaiser et al., 2007).

Given these previous findings, the beta desynchronization after the noise that we
observed can be interpreted as response selection processes related to the
continuity rating task. We found that this desynchronization was increased when
listeners heard the gap during the noise, which may indicate that ratings of
discontinuity percepts were easier than ratings of continuity percepts. This was most
apparent for targets comprising fully unmasked gaps: These stimuli induced the
largest beta desynchronization, and listeners reported them in a questionnaire as
most easy to judge. Selecting an appropriate behavioral response required our
listeners to mentally match their sensory input with individually-defined perceptual
criteria. Such schema-based matching processes may generally occur after the
continuation of the post-gap target has been evaluated (see Introduction). We
observed small percept-related modulations in the beta band already during the
gaps, which may be related to the fact that targets were known to continue after the
gap and thus required no evaluation. However, these effects became stable only
around 600 ms post-gap. It can be concluded that by that time, listeners had selected
a response and, therefore, had illusorily filled the gap.
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4.3 The auditory-evoked N1 as an index for acoustic edge detection

Our result that N1 was evoked by the onsets and offsets of unmasked gaps is
consistent with gap detection studies that used shorter gaps without coinciding noise
(Joutsiniemi et al., 1989; Pantev et al., 1996; Rupp et al., 2002; Heinrich et al., 2004;
Michalewski et al., 2005; Pratt et al., 2005; Lister et al., 2007). We observed that
under masking conditions, the N1 evoked by gaps was substantially reduced and did
not differ significantly from the N1 associated with truly uninterrupted targets. This
result reveals that N1 is sensitive to the sensory energy in the target band,
irrespective of which sound (target or noise) induced this energy. The result that
more spectrally segregated sounds evoke larger N1 components is in line with
findings from previous studies on the continuity illusion (Micheyl et al., 2003), auditory
streaming (Gutschalk et al., 2005; Snyder et al., 2006), or masked-speech
intelligibility (Martin et al., 1997, 1999, 2005). We observed that the spectrotemporal
gap exhibited similar effects on N1 and on the concurrent theta synchronization,
consistent with previous findings that the two measures may be coupled (Fuentemilla
et al., 2006; Grau et al., 2007). This similarity corroborates our previous interpretation
that the increased theta synchronization may reflect the detection of acoustic edges.

We also noticed that the effects of spectral segregation on N1 were reversed for
truly uninterrupted targets at noise offsets. While the N1 to noise onset reflected
more the spectral relation between the target and the noise, we found that N1 to
noise offset correlated more with listeners’ perception of the target band. It is thus
conceivable that listeners may have perceived the gap in the target after its sensory
segregation from the noise. This idea is also supported by results from an MMN
study which showed that the integration of short sequential tones within a stream
may occur after these sounds have been segregated from other interleaved tones
(Sussman, 2005).

4.4 Potential auditory cortical EEG sources

The EEG activities that we investigated displayed mainly central-medial scalp
topographies. Even though we did not model the underlying EEG sources, there are
two indications that auditory cortical regions may have been involved: First, theta
synchronization has been observed at frontal scalp locations (for review see
Klimesch, 1999) and also above temporal regions (Cacace & McFarland, 2003; Grau
et al., 2007). Furthermore, N1 has been proposed to originate in the AC (Naatanen &
Picton, 1987; Woods, 1995). Given these previous findings, the strongly time-locked
theta synchronization and N1 that we observed possibly reflected auditory cortical
processes. The observed beta desynchronization, however, more likely indicated
activity in sensory-motor cortical sources (for review see Pfurtscheller & Lopes da
Silva, 1999). Second, the observed effects were similar to the modulations in AC that
we had previously observed using fMRI (Riecke et al., 2007). The EEG activities
observed here may be localized in similar regions, since we used the same stimuli
and task, and partially the same participants, as in our previous study. The central-
medial scalp topographies of these activities likely reflected synchronous bilateral
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auditory cortical processes which were merged into a single central component due
to their temporal dependencies (Makeig et al., 1997).

4.5 Conclusions

We found that EEG oscillations that are thought to index auditory attention are
modulated by acoustic and perceptual factors that may determine the salience of
acoustic edges during continuity illusions. We observed similar acoustic effects for
concurrent event-related potentials that are known to index gap detection. Finally, we
noticed that oscillations associated with decision-making are modulated mainly by
perceptual factors after the sensory gaps have been processed.

In summary, our findings set temporal constraints on the acoustic and perceptual
analysis of continuity illusions: Sensory processes related to the encoding and
detection of acoustic edges may emerge around 130 ms after gap onset and may
further evolve during the gap. Perceptual processes related to the formation of the
continuity illusion may be active during and after the gap, and may interact with
sensory processes involved in the encoding of acoustic edges. These processes
could coordinate the grouping of the target fragments into illusorily unified objects
which may be fully constructed by about 600 ms after the gaps.
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Supplemental results
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Figure S1. Anatomical-functional characteristics of clustered components of interest. Average component
cluster scalp topography (enlarged) and individual component scalp topographies from all participants (N =
14), indicating source activities projected to central-medial scalp regions. The average cluster power
spectrum (see time-frequency plot) revealed significant theta-band (3-7 Hz) synchronization (red) locked to
the onsets of the stimulus and the noise, and sustained beta-band (13-27 Hz) desynchronization (blue)
during and mainly after the noise, relative to the 500-ms pre-noise interval. The average cluster ERP
waveform exhibited prominent onset-locked peaks, consistent with the theta-band synchronizations.
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FMRI-based localization of neural representations

of illusory voice continuity in auditory cortex

Abstract

When a portion of a sound is replaced by masking noise the interrupted sound may
be perceptually restored, thus giving rise to a continuity illusion. Functional magnetic
resonance imaging (fMRI) has indicated that tone continuity illusions are processed
in primary auditory cortex (PAC), whereas vowel illusions have been associated with
activity in vowel-sensitive cortical regions. This suggests that the neural substrates of
the continuity illusion may differ depending on the complexity of the restored sound. It
remains unclear, however, whether neural processes that restore interrupted voice
sounds operate on voice percepts or frequency components constituting these
vowels. In this fMRI study we report preliminary results showing that the masking of
gaps in voice sounds is reflected in activity in superior temporal gyrus (STG), a
region associated with voice processing. Activity in PAC was found to parallel
listeners’ reports of perceived continuity of identical voice stimuli, consistent with
previous results on tones. Together with the findings on tone illusions these
preliminary data suggest that voice-sensitive regions in STG could play a role in
integrating interrupted voice sounds with noise while PAC may facilitate the
restoration of these voices by filling in missing frequency components.

Based on: Riecke L, Walter A, Sorger B, Formisano E. lllusory filling of noise-interrupted voices in auditory
cortex. In preparation.
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1 Introduction

In natural environments, meaningful auditory perception requires the tracking of
sounds in the presence of other possibly louder sounds. The auditory continuity
illusion (Miller & Licklider, 1950) is a striking example for how the auditory system
constructs sounds of interest even under such noisy conditions. The continuity
illusion describes the phenomenon of perceiving an interrupted sound as apparently
continuous, provided that noise masks the interruption (Houtgast, 1972; Warren et
al., 1972). For example, when a phoneme in a spoken sentence is replaced by a
cough or noise the interrupted speech may sound more continuous and intelligible
(Warren, 1970; Powers & Wilcox, 1977; Bashford et al, 1992). Extensive
psychoacoustic research has demonstrated continuity illusions also for target sounds
of lower complexity, including tones, sweeps, and melodies (for reviews, see
Bregman, 1990; Warren, 1999), suggesting general constructive mechanisms. The
illusion is thought to emerge from perceptual processes that integrate the fragmented
target sound with the interrupting masker based on learned schemas (Ciocca &
Bregman, 1987), which may facilitate smooth hearing of fragmented sounds in noisy
scenes.

Recent research on the underlying neural mechanisms has provided converging
evidence that the auditory cortex may play an important role in the construction of
continuity illusions. Electrophysiological recordings in primary auditory cortex (PAC)
of monkeys have shown suppressed activity of neurons that respond to gaps in tones
may be suppressed when these gaps are masked by noise (Petkov et al., 2007). A
subset of neurons that were more sensitive to uninterrupted tones showed sustained
activity during the masked gaps. Therefore, neurons in monkey PAC respond to
interrupted tones as if they were continuous, provided that these interruptions are
masked. In humans, functional magnetic resonance imaging (fMRI) revealed that
hemodynamic activity in PAC scales with the masking of gaps in tones by noise
(Riecke et al., 2007). This activity increased when the gaps were gradually
unmasked, indicating neural processes related to the detection of gaps in tones. The
activity further paralleled changes in listeners’ continuity percepts of identical stimuli,
suggesting non-sensory modulations of cortical representations of tones. In sum,
these studies have shown that tone continuity illusions are represented already in the
PAC. Given the tonotopic layout of sound frequency representations in PAC
(e.g. Formisano et al., 2003; Petkov et al., 2006), the results put forward a neural
model in which early cortical processing stages restore interruptions in individual
frequency bands.

In a recent fMRI study on vowel continuity illusions in humans, Heinrich and
colleagues (2008) used spectrally complex sounds (synthetic vowels) in which
portions of individual formant-like frequency components were replaced by loud or
soft noise. When noise masks the spectral gaps in such sounds, the fragmented
formants can be restored, thus facilitating the integration of the fragmented formant
with other intact formants to speech-like vowel percepts (Carlyon et al., 2002a,
2002b). It was found that the speech-like vowel percepts evoke less activity in PAC
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as opposed to vowel sounds in which these gaps were unmasked, consistent with the
previous results on tones. The opposite effect was observed in vowel-preferring
regions in posterior middle temporal gyrus (MTG) which were more activated by
vowel sounds with masked formant gaps. The authors concluded that vowel
continuity illusions are represented in vowel-preferring regions in MTG, suggesting
that cortical processes that restore interrupted formants operate prior to this stage.

A problem with this interpretation is that there is no direct evidence showing that
restoration of individual formants (component-based restoration) occurs prior to the
emergence of vowel continuity illusions. Such illusions could also arise from
restoration of partially masked vowels (object-based restoration) that were previously
formed by integrating intact and noise-interrupted formants. This alternative
interpretation is compatible with a recent psychoacoustic study demonstrating that
the restoration of interrupted frequency components occurs after their integration with
other simultaneous components (Darwin, 2005). The study revealed that the
continuity illusion of a complex of interrupted harmonics requires the masking of the
gaps in all harmonics. Unmasking of interrupted harmonics belonging to a different
complex does not affect this illusion, which implies that continuity illusions apply to
already integrated harmonics.

While component-based restoration would be expected to activate individual
frequency representations in PAC, the results by Heinrich and colleagues (2008) are
more suggestive of vowel-based restoration processes in vowel-sensitive cortical
regions. However, the previous results do not allow definite conclusions in this regard
as listeners’ reports of vowel continuity illusions were not obtained during the fMRI
measurements, so a direct link between the perceived sound restoration and
physiology could not be established.

In the present fMRI study we measure blood oxygenation level dependent (BOLD)
responses in auditory cortex to natural voice sounds interrupted by masking noise
and we identify the regions in which activity levels co-vary with subjective reports of
voice continuity. The masking of frequency components of the voice sounds was
varied across four parametric levels, and listeners rated the overall perceived
continuity of voices on a four-point scale while functional images were collected. To
dissociate brain regions related to voice continuity illusions from those related to
veridical continuity percepts we presented physically interrupted and uninterrupted
voices. The methods used here are similar to those used in our previous fMRI study
on tone continuity illusions (Riecke et al., 2007).

2 Materials and methods

2.1 Participants

Seven human volunteers (mean age: 27 years, four women) with normal hearing
abilities participated after providing informed consent. The local ethics committee
approved the experimental protocol.
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2.2 Stimuli, design, and task

Vowel utterances (/a/ vocalizations) produced by different speakers (two males, two
females) were recorded in a sound-attenuated chamber and used as targets
(duration: 2800 ms, Fig. 1A). The fundamental frequencies of the four voices (fo: 100,
148, 224, 231 Hz) were determined by global peaks in the different sound spectra.
Broadband Gaussian-noise bursts (duration: 600 ms) were used as maskers. A
spectral notch was inserted in noise bursts using a band-stop filter centered on fo. To
vary the masking level, the width of the spectral notch was parameterized across four
levels from zero to eight octaves, including two individually-defined intermediate
widths (0.4 and 1.2 octaves on average; Fig. 1B). Note that the eight-octave notch
essentially removed the noise from the stimulus. The different maskers were
matched for their overall spectral power and superimposed on the spectrotemporal
center of targets on a logarithmic-linear scale. The onsets and offsets of the gaps and
maskers in the interrupted target stimuli were synchronized. All onsets and offsets
were linearly ramped with 25-ms rise—fall times. Stimuli were passed through an
eight-octave band-filter centered on fo. Uninterrupted target stimuli were
spectrotemporally matched, except that no gaps were inserted in targets. All stimuli
were matched for overall spectral power and sampled with 16 bits at 44.1 kHz in
Matlab 7.0.1 (The MathWorks Inc., Natick, MA, USA). Stimulus parameter settings
are summarized in Figure 1A.

Before imaging, listeners were trained in the MR scanner to attend to targets and to
rate their overall perceived continuity on a four-point scale (labeled with “most likely
continuous”, “probably continuous”, “probably discontinuous”, “most likely
discontinuous”). In the fMRI experiments, blocks of stimulation alternating with
stimulation-free baseline blocks of same duration (20 s) were presented in
pseudorandomized order. Experimental conditions (Fig. 1B) were presented during
stimulation blocks comprising all four voices in randomized order. Voice intervals
were alternated with visually cued 2200-ms response intervals during which listeners
performed ratings. Stimuli were presented diotically via Commander XG headphones
(Resonance Technology Inc., Northridge, CA, USA) at approximately 70 dB sound
pressure level (SPL).
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Figure 1. Stimuli and experimental design. A, Auditory stimuli comprised natural voice sounds (produced by
four different speakers) and interrupting noise, filtered with an eight-octave bandpass centered on the
different speakers’ fundamental frequencies (fo, italic numbers). oct., octaves; SNR, relative spectrum level
of voice and noise in decibel (dB). B, Stimulus conditions included interrupted and uninterrupted voices
(exemplified for female voice 2 [see panel A], see enlarged spectrogram excerpts). Local noise energy levels
were parameterized to control the masking of f, and adjacent frequency components. Voices comprising
masked gaps were expected to evoke continuity illusions. Stimuli were matched for their SNR and
bandwidth (white arrows) on logarithmic scales.

2.3 Imaging, data preprocessing, and statistical analysis

Images were collected with a Siemens Allegra 3-Tesla MRI system (Siemens Medical
Systems, Erlangen, Germany). BOLD signal changes were measured with a head
coil using a gradient echo planar imaging (EPI) sequence (time to echo: 30 ms,
acquisition time: 2200 ms, repetition time: 5000 ms, field of view: 256 x 256 mmz,
matrix size: 128 x 128, slice thickness: 2 mm). A clustered volume EPI technique
was applied that permitted presentation of auditory stimuli in silence between
subsequent volume acquisitions (e.g. Jancke et al., 2002; Van Atteveldt et al., 2004).
During each experiment, 134 volumes were collected, each comprising 27 axial
contiguous slices centered on the Sylvian fissure and covering the entire auditory
cortex. In total, 28 functional runs were obtained (four runs for each participant).
Structural T1-weighted volumes optimized for gray-white matter contrast were
obtained using an MPRAGE pulse sequence (voxel resolution: 1 x 1 x 1 mm?®).

MRI data were preprocessed and analyzed using Brain Voyager QX 1.9 (Brain
Innovation, Maastricht, The Netherlands). For group analyses, unsmoothed functional
data and cortical surface-based methods were used that permit improved localization
of auditory activation foci compared to Talairach space-based methods (Desai et
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al., 2005). Statistical analyses involved a general linear model as previously
described (Riecke et al, 2007): The model included partially uncorrelated
(orthogonalized) predictors for voice gaps, masking changes, and mean continuity
ratings (determined by averaging all ratings within each block). For one listener,
several ratings were not logged and therefore interpolated based on the grand mean
of logged ratings. In the stimulus-based analysis of the fMRI data, the masking
parameterizations for interrupted and uninterrupted voices were compared to identify
vertices exhibiting significant masker x gap interactions. In the subsequent percept-
based analysis, the orthogonalized perceived continuity ratings of interrupted and
uninterrupted voices were compared to determine vertices showing rating x gap
interactions. The resulting random-effect maps were thresholded at ts = 2.5
(uncorrected p < 0.05). To reduce inflated type-I error probabilities caused by multiple
comparisons, the thresholded maps were further submitted to a 10 mm? cluster size
criterion. For further details on the methods, see our previous study (Riecke et
al., 2007).

3 Results

3.1 Behavioral results

Behavioral data analysis revealed that the perceived continuity of interrupted voices
increased significantly with masking levels. The opposite effect was found for
uninterrupted voices (masker x gap interaction: Fs4 = 459.1, p < 10°, Fig. 2A), in line
with our previous results on tone continuity illusions (Riecke et al., 2007, 2008).
Consistent effects were evident for all individual voices (Fig. 2B).
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Figure 2. Behavioral results. A, Average continuity ratings (mean * standard error [SE] across seven
listeners) of interrupted voices (solid circles) and uninterrupted voices (open circles) for different noise
maskers. Wide notches in the noise unmasked the gaps in interrupted voices and disrupted the continuity
illusion. The opposite effect was found for uninterrupted voices, which were perceived as more continuous at
lower masking levels. B, Same as panel A, but for two individual male (upper row) and female voices (lower
row). The perceptual effects of the noise (A) were speaker-independent. f,, fundamental frequency.
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3.2 Imaging results

Interrupted and uninterrupted voices evoked widespread activity in bilateral auditory
cortex relative to baseline (Fig. 3A), the peak of which was located in lateral
transverse gyrus (Heschl's gyrus [HG]) (Fig. 3A, red arrows). The parametric
manipulation of the masker in these regions was analyzed by contrasting the
parametric notch predictors for interrupted versus uninterrupted voices. This analysis
revealed that the correlation between activity levels in posterior portions of superior
temporal gyrus (STG) and voice masking levels was significantly determined by
whether voices were interrupted or uninterrupted (masker x gap interaction; Fig. 3B,
blue regions; t¢ = 2.5, uncorrected p < 0.05, cluster threshold: 10 mmz). This effect
was also observed in the right transverse temporal sulcus (Heschl’'s sulcus) and in
middle and lateral portions of the left HG. The most significant clusters were identified
in bilateral posterior STG and defined as regions of interest (ROIs; Fig. 3B, blue
arrows). Compared to analogously defined ROIs in our tone illusion study (Riecke et
al., 2007), these ROIs were situated more dorso-caudally (Euclidean distances in
Talairach space: 17.7 mm and 14.5 mm for right and left hemisphere, respectively).
Further analysis of the patterns of the masker x gap interactions in these ROIs
revealed that for interrupted voices, parametric increases in masking evoked
significant decreases in brain activity (Fig. 3C; ROI analysis in right and left
hemisphere: ts = 2.3 and 3.5, p = 0.02 and 0.0004 respectively), whereas no such
effects were observed for uninterrupted voices (ROl analysis in right and left
hemisphere: ts = -1.5 and -0.5, p = 0.1 and 0.6 respectively). These stimulus-based
results suggest that posterior STG plays a role in the detection of changes in the
masking of gaps in fo.

To investigate which regions were involved in changes in listeners’ actual percepts
alone (i.e. without concomitant masking changes) another analysis was performed
based on listeners’ rating data that had been obtained during fMRI. This percept-
based analysis revealed that activity in middle portions of bilateral HG correlated
significantly more with changes in perceived continuity of interrupted voices than with
changes in continuity perception of uninterrupted voices (rating x gap interaction;
Fig. 3B, green regions; ts = 2.5, uncorrected p < 0.05, cluster threshold: 10 mm?).
The most significant clusters were defined as ROIs (Fig. 3B, green arrows) and found
proximate to analogously defined ROIs in our tone illusion study (Euclidean distances
in Talairach space: 2.4 mm and 9.9 mm for right and left hemisphere, respectively).
ROI analysis in the left hemisphere showed significant effects of continuity ratings on
BOLD responses to interrupted voices but not to uninterrupted voices (Fig 3C; ts =
1.9 and -1.1, p = 0.05 and 0.3 respectively). Comparable trends were observed in the
right hemisphere (Fig 3C; ts = 1.7 and -0.9, p = 0.08 and 0.4 respectively). As these
BOLD response changes in bilateral HG were not related to stimulus changes but to
changes in ratings, they likely reflected spontaneous changes in stimulus perception
and interpretation.
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Figure 3. Functional neuroimaging results. A, Average activation maps projected onto the inflated average
cortical surface of the right hemisphere (RH) and left hemisphere (LH) after cortical alignment across seven
listeners. Voice stimuli evoked widespread activity in auditory cortical regions compared to baseline. Arrows
indicate locations of peak activity. Black lines delineate the location of Heschl's gyrus (HG). B, Bilateral
activity in posterior portions of superior temporal gyrus (STG) correlated more with the masking of
interrupted than uninterrupted voices (blue regions). Bilateral activity in HG correlated more with the
perceived continuity of interrupted than uninterrupted voices (green regions). Random-effect maps were
thresholded at ts = 2.5 (uncorrected p < 0.05) and active cortical patches smaller than 10 mm? excluded to
reduce false-positive probabilities. C, Parametric regression coefficients (mean + SE across listeners)
associated with masking of f, and perceived continuity of interrupted voices (solid rectangles) and
uninterrupted voices (open rectangles) in four peak regions. Positive values indicate parametric decreases in
BOLD response to parametric increases in masking or continuity, and vice versa for negative values.
Increases in masking decreased activity to interrupted but not to uninterrupted voices in bilateral posterior
STG (panel B, blue arrows). In bilateral HG (panel B, green arrows), perceived continuity of only interrupted
voices explained additional variance in activity. Asterisks indicate significance at p < 0.05. Average Talairach
coordinates are given in units of mm for each region of interest. a.u., arbitrary units.
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4  Discussion

The finding that only masking of interrupted voice sounds parametrically affects
BOLD responses in posterior STG, especially in the left hemisphere, suggests that
neural activity in this region does not reflect masking per se but the presence of
acoustic energy in fo during interruptions. Since it is the energy in fo that determines
the continuity illusion the observed activity may also reflect differences in the
perception of gaps in voices. Regions in posterior STG, particularly in the left
hemisphere, have been commonly associated with the processing of voice sounds
(Belin et al., 2000, 2002; for reviews, see Scott & Wise 2004; Scott, 2005). These
regions also show enhanced sensitivity to onsets and offsets in speech sounds
(Harms et al., 2005) and to voice onset times in vowel sounds, especially in the left
hemisphere (Jancke et al., 2002). It is thus conceivable that voice-sensitive regions in
posterior STG increase their activity when utterances are perceived that are
separated by a gap. This interpretation is consistent with previous fMRI evidence of
increased activity in planum temporale (PT) in response to silent interruptions in non-
speech sounds (Mustovic et al., 2003; Herdener et al., 2007), and is compatible with
the general notion that PT is involved in the analysis of acoustically complex stimuli
(for review see Griffiths & Warren, 2002).

We observed comparable effects of gaps in voices in specific regions of HG which
have been suggested to constitute PAC (Rivier & Clarke, 1997; Morosan et al., 2001;
Rademacher et al., 2001). The observed effects also fit well with previous fMRI
results on the continuity illusion (Riecke et al., 2007; Heinrich et al., 2008). The
modulations found in PAC were weaker than those in the regions that may be voice-
sensitive, which implies that auditory cortical processes related to gap perception
operate mainly on representations of objects rather than on representations of
individual frequency components.

Strikingly we found that subjective reports of voice continuity correlated with activity
in PAC, consistent with our previous fMRI results on tone continuity illusions (Riecke
et al., 2007). Since these effects were unrelated to sensory stimulus changes, they
likely reflected perceptual influences of non-sensory factors such as attention.
Attention may trigger mental processes that match sensory stimulus representations
with perceptual expectancies or schemas (Bregman, 1990; Alain & Bernstein, 2008).
Schemas are crucial for the perceptual interpretation of distorted speech signals
(Repp et al.,, 1992) because they affect neural processes related to restoration, as
evidenced by recent electroencephalography results (Sivonen et al., 2007). Here we
identified effects related to voice restoration in a region that is also involved in the
restoration of interrupted tones (Petkov et al., 2007; Riecke et al., 2007),
corroborating the notion that activity in PAC reflects perceptual rather than acoustic
stimulus properties (Nelken, 2004). More importantly our finding indicates that
continuity illusions of voices rely on the restoration of interrupted frequency
representations (component-based restoration) rather than voice representations
(object-based restoration).

The absence of restoration-related effects in voice-sensitive regions suggests that
interrupted frequency representations are not fed forward to these regions after their
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restoration in PAC. The most plausible explanation for the observed pattern thus may
be that individual frequency components are integrated before their restoration
(Darwin, 2005) and represented as interrupted voice percepts in voice-sensitive
regions, as indicated by the voice gap-related effects in posterior STG. Subsequent
restoration of interrupted voice percepts may be achieved remotely by primary
auditory cortical processes that complete individual frequency representations,
explaining the illusion-related effects in PAC.

Our results differ from those by Heinrich and colleagues (2008) in several aspects
which may be related to differences in stimulus material and analyses: Regarding
stimulus differences, we used natural voice stimuli comprising temporal gaps all of
which evoked clearly audible voice percepts. Heinrich et al. employed uninterrupted
synthetic vowel stimuli with spectral gaps; these stimuli evoked vowel-like percepts
only when the gaps were masked. Regarding analysis differences, we identified a
region in posterior STG sensitive to voice gap percepts based on comparing energy-
matched stimuli evoking interrupted versus uninterrupted voice percepts. Heinrich
et al. identified a region in MTG sensitive to vowel-like percepts based on contrasting
energy-unmatched stimuli evoking vowel-like versus vowel-unlike percepts.
Furthermore, Heinrich et al. did not collect listeners’ continuity ratings during fMRI
which may explain why they could not detect illusion-related modulations in PAC in
their analyses. In sum, regions in posterior STG may represent gaps in voices,
whereas more ventral regions in MTG may indicate sound energy levels and vowel
perception, consistent with the previous notion that the two regions serve different
functional purposes (Wise et al., 2001).

A limitation of the present study is the relatively low statistical significance of the
fMRI results. This may be related to the small sample size and also to the
conservative analyses that were applied to unsmoothed, relatively high spatial-
resolution fMRI data. Since a consistent pattern of activity peaks was observed in HG
and STG in both hemispheres, explanations in terms of multiple comparisons seem
unlikely.

Despite these cautionary remarks, we tentatively conclude that voice-sensitive
cortical regions integrate voice sounds with noise and analyze the resulting voice
percept representations for offsets and onsets. Based on the matching of these
representations with perceptual schemas, early auditory cortical regions may restore
interrupted frequency components. We speculate that this restoration process could
involve cortical feedback signals that selectively enhance masked frequency
representations in PAC to fit a cortical stimulus representation with a matching
schema. Non-auditory cortical regions could then read out and interpret the
distributed representation of the voice percept from auditory cortex (Formisano et al.,
2008) in order to select an appropriate behavioral response. We are currently
collecting further data to corroborate these preliminary conclusions.
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illusory continuity

Abstract

The human auditory system is efficient at restoring sounds of interest. In noisy
environments, for example, an interrupted target sound may be illusorily heard as
continuing smoothly when a loud noise masks the interruptions. In quiet
environments, however, sudden interruptions might signal important events. In that
case, restoration of the target sound would be disadvantageous. Achieving useful
perceptual stability may require the restoration mechanism to adapt its output to
current perceptual demands, a hypothesis which has not yet been fully evaluated. In
this study, we investigated whether auditory restoration depends on preceding
auditory scenes, and we report evidence that restoration adapts to the perceived
continuity of target sounds and to the loudness of interrupting sounds. In the first
experiment, listeners adapted to illusory and non-illusory tone sweeps (targets) and
interrupting noise, and we observed that the perceived continuity of the target and
the loudness of the interrupting noise influenced the extent of subsequent
restorations. A second experiment revealed that these adaptation effects were
unrelated to the adapted spectra, indicating that non-sensory representations of the
perceived auditory scene were involved. We argue that auditory restoration is a
dynamic illusory phenomenon which recalibrates continuity hearing to different
acoustic environments.

Reprinted from Riecke L, Mendelsohn D, Schreiner C, Formisano E. (2009). The continuity illusion adapts to
the auditory scene. Hear Res, 247, 71-77., with permission from Elsevier.
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1 Introduction

A major challenge for the auditory system is to ensure stability of relevant sound
objects in the presence of environmental noise. This stability is facilitated by
perceptual filling mechanisms that may restore noisy interruptions in a foreground
sound, thereby creating a continuity illusion of the foreground. In a loud scene, for
example, an interrupted voice can be illusorily heard as continuing through noise
(Miller & Licklider, 1950), which may help to restore the actual speech signal and
improve its intelligibility (Warren, 1970; Powers & Wilcox, 1977; Bashford et
al., 1992).

Since its discovery (Miller & Licklider, 1950) the continuity illusion has been
investigated extensively under several names such as pulsation threshold
(Houtgast, 1972), temporal induction (Warren et al., 1972), contextual concatenation
(Warren, 1984), amodal completion (Miller et al., 2001), and illusory filling (Petkov et
al., 2003; for reviews, see Bregman, 1990; Warren, 1999). Early research revealed
that the continuity illusion depends on the masking of the gaps in the interrupted
sound (Houtgast, 1972; Warren et al., 1972), or on the absence of sensory evidence
for these gaps (Warren et al, 1972; Dannenbring, 1976; Bregman &
Dannenbring, 1977). Another determining factor is the similarity of the sound
fragments that surround a noisy interruption. For example, when the fragments of an
interrupted sweep have the same frequency trajectory or when they are proximate to
each other in frequency and time, they are more likely to be grouped and to produce
a continuity illusion (Ciocca & Bregman, 1987). Thus, the relevance of the fragment
that follows the interruption implies that the continuity illusion depends on the
acoustic context (Warren, 1983; Ciocca & Bregman, 1987). Furthermore, it has been
observed that the continuity illusion may fade out or fade in during long noise
interruptions (Wrightson & Warren, 1981; Warren et al., 1994). This apparent partial
extension of the fragmented sound during the interruption indicates that the illusion is
not an all-or-none phenomenon, but a perceptual continuum (Bregman, 1990).

More recent research on the continuity illusion has extended the previous findings
and stressed the relevance of acoustic onsets and offsets (edges). When a sweep
intersects with a silent interruption of a longer sweep, the gap may be misattributed to
the shorter sweep while the longer sweep may appear illusorily continuous (Nakajima
et al., 2000). Furthermore, two spectrally segregated sweeps that partly overlap in
time may be illusorily perceived as a single continuous sweep, accompanied by an
additional illusory tone during the overlap (Remijn et al., 2001; Remijn & Nakajima,
2005). This effect is observed irrespective of the presence or absence of masking
noise, and persists even when the spectral gap is wider than one critical band
(Fletcher, 1940), indicating the involvement of non-peripheral mechanisms. These
findings are consistent with the previous results (see previous paragraph) and
support a model of auditory grouping proposed by Nakajima and colleagues (2000).
According to this model, the illusory continuity of a sound may emerge from the
perceptual binding of spectrotemporally proximate edges of different sounds.
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An aspect of the continuity illusion which has received not much attention so far is
the stability of the illusion across different acoustic environments. This aspect is
relevant as restoration of a given sound may be desired under certain circumstances,
but not under other circumstances. For example, in quiet environments, an abrupt
interference by a loud sound from the background might reflect a meaningful event
and thus it should not be smoothed into a sound of interest in the actual foreground.
To achieve appropriate levels of perceptual stability, the restoration mechanism
would need to adapt its output to current environmental demands.

Auditory adaptation phenomena illustrating how hearing depends on recent
acoustic input have been well described in the literature. For example, the same
sound may be perceived as substantially softer when a louder sound is presented
shortly before (Marks, 1994). Such contrastive aftereffects have been commonly
interpreted in terms of adaptation or habituation, which can be understood as
reductions in behavioral or neurophysiologic responses caused by prior or ongoing
stimulation. Aftereffects may occur for various low-level stimulus properties and in
various sensory modalities as evidenced by previous research. Exposure to sounds
was shown to induce temporary changes in the ability to discriminate intensities
(Zeng et al,, 1991; Zeng & Turner, 1992; Carlyon & Beveridge, 1993; Plack et
al., 1995; Zeng & Shannon, 1995; Plack, 1996; Oberfeld, 2007, 2008) or to detect
target sounds in noise (Penner, 1974; Kidd & Feth, 1982; Viemeister & Bacon, 1982;
Wright et al., 1993). Furthermore, amplitude- or frequency-modulations (AMs or FMs,
respectively) of preceding sounds were found to temporarily increase detection
thresholds for AMs or FMs of subsequent sounds (Kay & Matthews, 1972; Green &
Kay, 1973, 1974; Regan & Tansley, 1979; Tansley & Suffield, 1983; Moody et
al., 1984; Wojtczak & Viemeister, 2003, 2005).

These and other (Rosenblith et al., 1947; Zwicker, 1964) auditory aftereffects may
reflect a ubiquitous mechanism that enables the auditory system to adapt to current
probabilities in the acoustic environment. Further findings of adaptation to non-
illusory higher-level sound properties such as sound source location (Frissen et al.,
2003, 2005; Phillips & Hall, 2005), phonemic category (Eimas & Corbit, 1973;
Cooper, 1974; Diehl et al., 1978; Samuel & Newport, 1979; Simon & Studdert-
Kennedy, 1978; Ohde & Sharf, 1979; Sawusch & Jusczyk, 1981; Landahl &
Blumstein, 1982) or voice gender (Schweinberger et al., 2008) have extended this
hypothesis. Therefore, hearing might depend not only on the acoustic input but also
on its perceptual interpretation. Such a perceptual adaptation mechanism could have
ecological value because it potentially improves the ability to discriminate rare sound
objects in the perceived auditory scene.

To assess whether this adaptation also applies to auditory restoration, we
investigated whether the continuity of tone sweeps (targets) or the masking potential
of interrupting noise influence subsequent restorations of fragmented target sounds.
Listeners were presented with series of schematic auditory scenes, consisting of
sweeps, noise, or both (restoration condition), and rated their continuity. An
ambiguous scene (probe) created a bistable restoration condition which was
presented after different series of unambiguous scenes (adaptors). In the first
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experiment, listeners were adapted to illusory continuous, truly continuous, or
discontinuous sweeps, and to loud or soft noise. We obtained evidence that auditory
restoration adapts to the perceived continuity of the sweeps and also to the loudness
of the interrupting noise. In a second experiment, we investigated whether this
adaptation is specific to the spectra of the adapting sounds. Listeners adapted to
sweeps or noise whose spectra did not overlap with the portion of the spectrum
required for illusory restoration. We found that auditory restoration adapts even when
the adapted and restored spectra are incongruent, and we observed that the masking
potential of the noise has little impact. The results indicate that auditory restoration
depends on the perceived continuity and the loudness of preceding sounds,
irrespective of their frequency content. We argue that these aftereffects can be
explained by adaptation to abstract, non-sensory representations of the auditory
scene.

2 Materials and methods

2.1 Participants

26 volunteers (age: 24 + 3 years, mean + standard deviation [SD]) with normal
hearing abilities, mainly students from Maastricht University, participated in the study
after providing informed consent. Two different groups of twelve listeners participated
in experiment 1 and 2, respectively, and two other listeners participated in both
experiments. Participants were uninformed about the background of the study,
except for two (one of the authors and one research assistant). The local ethical
committee approved the procedure.

2.2 Stimuli

An auditory scene was simulated by stimuli of 5000-ms duration (Fig. 1A) consisting
of a tone sweep, white noise, or both (Fig. 1B,C). The tone’s frequency was
logarithmically increased from 1 to 3 kHz and its amplitude was pulsed at 2 Hz,
resulting in an ascending sweep which was repeatedly interrupted by silence. For
experiment 1 (Fig. 1B), the noise was band-passed from to 0.9 to 3.6 kHz (two
octaves, 3-dB cutoff frequencies) so that the noise covered the sweep’s spectrum. To
enable the probing of restoration in these spectra, the noise was inserted in the silent
gaps of the sweep such that the onsets and offsets of noise and gaps were
synchronized. All onsets and offsets were linearly ramped with 10-ms rise—fall times.
For experiment 2 (Fig. 1C), some sweep and noise spectra were modified such that
they did not overlap with the probe spectrum described above. The sweep’s
frequency was logarithmically decreased from 0.8 to 0.3 kHz, resulting in a pitch
modulation which was reversed relative to that in experiment 1. The noise was band-
passed from to 0.45 to 7.2 kHz (four octaves) and band-stopped (notched) from 0.9
to 3.6 kHz (two octaves). Stimuli were sampled at 44.1 kHz with 16 bit resolution
using Matlab 7.0.1 (The MathWorks Inc., Natick, MA, USA). Stimuli were presented
diotically at maximal 80 dB sound pressure level (SPL) using Presentation 9.30
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software (Neurobehavioral Systems, Inc., Albany, CA, USA), a Creative Sound
Blaster Audigy 2ZS sound card (Creative Technology, Ltd., Singapore), and a
Sennheiser HMD 25-1 headset (Sennheiser electronic, Wedemark, Germany).

A Frequency
(kHz)

0.9 ‘ g ‘ ‘ ) ) L Time (ms)

0 250500 ... 5000
B Noise- C Noise-
interrupted Sweep Noise interrupted  Sweep Noise
sweep sweep
-20 dB -20dB 2 oct.
o Bk g
' 20dB T
g — - 2 Ict.
) - | .
L
D
Adaptor Cue Adaptor Cue Probe Cue
s zoirie= [ JHHHHTIL ]
Time

Figure 1. Stimulus and experimental design. A, Sound spectrogram and acoustic settings of a schematic
auditory scene consisting of a discontinuous sweep repeatedly interrupted by noise. The interrupted target
sound tends to be perceptually restored when the noise masks the interruptions, yielding a continuity
illusion. Noise of an individually defined intermediate loudness was used to create an ambiguous masking
condition (probe) under which restoration becomes bistable. B, Truncated spectrograms of the six
adaptation stimuli (adaptors) presented in experiment 1. Sweeps of differently heard continuity and noise of
different masking potential were presented either simultaneously (left column) or separately (middle and
right col.). For experiment 2 (C), the spectra of some adaptors were modified such that they were
incongruent with the probe spectrum (A). dB-values indicate SNR; oct., octaves. D, Adaptation, probe, and
response intervals (the latter denoted by a visual cue) within a single trial sketched for a “Sweep” condition
in experiment 1. Listeners rated stimulus continuity on a four-point scale.

2.3 Design and task

For each experiment, three pairs of adaptors were designed to test listeners for
adaptation to three different aspects of the simulated auditory scenes (Fig. 1B,C). In
the “Noise-interrupted sweep” conditions, the interrupted ascending sweep was
alternated with noise. For experiment 1 (Fig. 1B), the overall noise level was varied
(signal-to-noise ratio [SNR]: -20 or 8 dB, respectively) and the noise and sweep
spectra overlapped. For experiment 2 (Fig. 1C), the overall noise level was held
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constant at the higher value (SNR: -20 dB), and the noise spectrum was either
congruent or incongruent with the sweep spectrum. Thus, the noise was eligible to
either mask the sweep or not in each experiment and, therefore, these stimuli were
expected to adapt listeners to illusory continuity or true discontinuity of the target
sound (see Introduction). In the “Sweep” conditions, the sweep was either
uninterrupted (i.e. the sweep’s amplitude was not pulsed) or interrupted by silence,
and no noise was present. The sweep’s spectrum and pitch modulation were either
congruent (exp. 1) or incongruent (exp. 2) with those of the probe. These stimuli were
designed to evoke adaptation to different target sounds that were physically
continuous or discontinuous, in the absence of noise. The sweep level remained
constant throughout both experiments. The “Noise” conditions were identical to the
“Noise-interrupted sweep” conditions, except that no sweep was presented. These
stimuli were expected to adapt listeners to noise of high or low masking potential,
either at covarying (exp. 1) or fixed (exp. 2) overall noise level, in the absence of the
sweep.

Participants were seated in a sound-attenuated chamber and performed a forced-
choice task. They were given written instructions to rate each stimulus’ overall
continuity by pressing a button on a four-point scale (labeled as ,> 75% continuous”,
“>50% continuous”, “> 50% discontinuous”, “> 75% discontinuous”). For the noise-
interrupted sweep conditions, participants were instructed to attend to the sweeps
and to ignore the noise, rendering these sounds the perceived foreground and
background, respectively (Thurlow, 1957). Response intervals were indicated by a
visual cross turning green at the stimulus offset. Before the main experiments, the
participants’ ability to hear continuity illusions and perform the task was assessed in
twelve training trials. Individual continuity illusion thresholds were estimated based on
the method of limits (Fechner, 1860): Multiple series of noise-interrupted ascending
sweeps were presented in which the SNR was either gradually decreased from
+1.5dB, or increased from -20 dB, in average steps of 1.5 dB. Thresholds were
estimated as the average SNR at which listeners’ ratings switched from non-illusory
discontinuity to illusory continuity, or vice versa. These thresholds were offset by an
average step of -1.5 dB and implemented as intermediate noise levels to define
individual, putative ambiguous, probe stimuli (Fig. 1A). These stimuli were expected
to evoke bistable hearing of the target’s continuity, as observed during informal pilot
experiments.

In the main experiments, each trial was comprised of an adaptation interval during
which one of the six unambiguous adaptors (Fig. 1B,C) was presented twice,
followed by a test interval during which the ambiguous probe was presented
(Fig. 1D). The inter-stimulus interval (I1SI) was fixed at 100 ms. Each of the six
conditions was presented three times in randomized blocks of 4.5-min duration. Five
individually randomized blocks were presented in total and listeners were allowed to
take breaks in between. One listener’s data revealed bistable adaptor ratings during
two successive blocks in experiment 1. These data likely reflected a fluctuation in
vigilance and were discarded, which did not affect the overall results (Fig. 3A,
subject S12).
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2.4 Statistical analysis

For each experiment, each listener’'s continuity rating data were averaged across
the 15 trials presented for each condition. The average ratings were statistically
analyzed using a general linear model and a two-way analysis of variance (ANOVA)
for repeated measures in SPSS 12.0.1 (SPSS inc., Chicago, ILL, USA). The
conditions “Noise-interrupted sweep”, “Sweep“, and “Noise” (Fig. 1B,C) were
included in the model as a single within-subject factor with three levels (labeled as
adaptor type). The experimental manipulations of the different adaptor types were
included in another within-subject factor with two levels (labeled as adaptor level).
Interactions between these two factors were tested with F-tests. For testing simple
effects, pairwise comparisons between individual conditions were analyzed using
two-tailed paired samples t-tests. Differences between experiments were analyzed
with two-tailed independent samples t-tests. Aftereffects were computed by
subtracting the average probe ratings at each adaptor level separately for each
adaptor type. The relative contributions of the separated adaptor types (sweeps,
noise) to the aftereffects of the simultaneous adaptor type (noise-interrupted sweeps)
were estimated using a linear regression model. The model’s fit was assessed with
an ANOVA and an F-test. Significance of the estimated regression coefficients was
assessed with two-tailed one-sample t-tests. For all group analyses, inflated type-I
error probabilities caused by multiple comparisons were corrected for using
Bonferroni’'s method.

3 Results

3.1 Threshold

The average continuity illusion threshold was estimated as -6.6 + 2.7 dB (mean + SD)
across listeners. Thresholds estimated from descending and ascending SNR
continua differed significantly (-4.7 and -8.5 dB, respectively; tos = 3.88, p < .001).
Listeners’ reported ability to detect true discontinuities thus improved after being
presented repeated continuity illusions, and vice versa, consistent with the notion of
continuity adaptation.

3.2 Adaptor continuity ratings

Group analysis of listeners’ adaptor continuity ratings revealed consistent results for
experiment 1 and 2 (Fig. 2A,B). The midpoint of the continuity rating scale was
considered to be the point at which auditory restoration became bistable (Fig. 2, large
tick marks). As expected, all adaptors were rated significantly different from this point
(exp. 1: all |t13] > 8.50, all p < 10°; exp. 2: all |t13] > 8.02, all p < 10°®). Noise-
interrupted sweeps were rated illusorily continuous when the noise masked the gaps
in the sweep (exp. 1: tiz = 18.12, p < 10™'% exp. 2: t13 = 14.23, p < 10 Fig. 2A,B,
col. 1,2), consistent with our previous results (Riecke et al., 2008). Truly interrupted
and uninterrupted sweeps alone were rated as discontinuous and continuous,

97



Chapter 6

respectively (exp. 1: tiz = 32.44, p < 10™; exp. 2: t13 = 19.51, p < 10™""; Fig. 2AB,
col. 3,4). Noise alone was rated as discontinuous, irrespective of its overall level
(exp. 1: ti3 = -1.42, p = .18) and masking potential (exp. 2: t;3 = -0.46, p = .66;
Fig. 2A,B, col. 5,6). Therefore, these stimuli adapted listeners to hearing strong
sweep continuity or discontinuity in the presence or absence of masking or
unmasking noise.
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Figure 2. Results from group analysis for experiment 1 and 2. A, B, Mean continuity ratings of all adaptors
(indicated by the truncated spectrograms) + standard error (SE) across listeners (N = 14) for experiment 1 (A)
and 2 (B). The adaptors evoked unambiguous continuity ratings. C, D, Mean continuity ratings of the probe +
SE across listeners after hearing twice the adaptors depicted above (A, B). The true or illusory continuity of
preceding sweeps exhibited aftereffects on continuity ratings of the same subsequent ambiguous target,
indicating adaptation to continuity (B, C, col. 1-4). Preceding loud noise supported discontinuity ratings of the
ambiguous target, indicating adaptation to noise level (C, col. 5,6). E, Mean differential continuity ratings of
the probe + SE across listeners representing contrastive aftereffects of the three adaptor types in experiment
1 (left) and 2 (right). Adaptation to continuity (col. 2) affected adapted and non-adapted portions of the
spectrum. The aftereffects of the noise (col. 3) indicate adaptation to loudness rather than to masking
potential. The aftereffects of illusory sweeps (col. 1) were mainly explained by the aftereffects of non-illusory
sweeps (col. 2), indicating adaptation to restoration. All ratings are plotted on the same four-point scales.
disc., discontinuous; cont. continuous; middle tick marks, presumed point of bistability; asterisks, significance
levels (0.05, 0.005, or 0.0005) corrected for multiple comparisons.
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Figure 3. Results from single-subject analysis for experiment 1 and 2. A, B, Mean continuity ratings of the
probe + SE across trial repetitions for all listeners in experiment 1 (A) and 2 (B). 15 out of 26 listeners showed
consistent significant aftereffects of perceived sweep continuity (col. 1,2). Note that two listeners (S13, S14)
participated in both experiments. For details, see Figure 2.

S

S19

S21
S22
o
=
+

823

S24

=

+ I

] ¥
=

3.3 Probe continuity ratings

Group analysis of listeners’ continuity ratings of the same ambiguous probe
(Fig. 3A,B) revealed similar results for experiment 1 and 2 (Fig. 2C,D). The probe
was rated as significantly different from the presumed point of bistability when the
preceding adaptors comprised a sweep and were perceived as discontinuous (noise-
interrupted sweeps: t13 = -3.02, p < .01 [exp. 1] and t13 = -3.05, p < .009 [exp. 2];
interrupted sweeps: ti3 = -2.23, p < .04 [exp. 1] and ti13 = -2.78, p < .02 [exp. 2];
Fig. 2C,D, col. 1-4). Regarding differences between the individual adaptation
conditions, the type and level of the adaptors exhibited an interaction (exp. 1:
F2,12 =8.16, p < .006; exp. 2: F2, 12 = 4.87, p < .03), and the adaptor level exhibited
simple effects for noise-interrupted sweeps (exp. 1: ti3 = -4.63, p < .0005; exp. 2:
t13 = -3.18, p < .007; Fig. 2C,D, col. 1,2) and for sweeps alone (exp. 1: t13 = -3.23,
p <.007; exp. 2: t13 = -5.03, p < .0003; Fig. 2C,D, cal. 3,4). Notably, the effect of the
adaptor level on the adaptor ratings (Fig. 2A,B) versus the subsequent probe ratings
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(Fig. 2C,D) was reversed: Adaptation to discontinuous sweep percepts biased
listeners to rate the probe as more illusorily continuous, and vice versa for adaptation
to continuous sweep percepts (Fig. 2C,D, col. 1-4). Therefore, prior presentation of
these stimuli induced contrastive aftereffects on how listeners rated the same
ambiguous probe, consistent with the notion of adaptation (see Introduction). For the
noise alone, the adaptor level exhibited simple effects on (exp. 1: tiz = -4.20,
p <.001) or induced trends in (exp. 2: ti3 = -1.74, p = .11; Fig. 2C,D, col. 5,6) the
probe ratings, partially consistent with the aftereffects observed for the noise-
interrupted sweeps. Adaptation to loud masking noise biased listeners to rate the
ambiguous probe as more discontinuous than adaptation to soft unmasking noise
(Fig. 2C, col. 5,6), whereas adaptation to masking or unmasking fixed-level noise did
not affect these ratings significantly (Fig. 2D, col. 5,6).

3.4 Comparison of different aftereffects

To assess the effects of varying the adaptor spectra, the aftereffects of each adaptor
type were compared across the two experiments (Fig. 2E). This analysis revealed
that spectral changes in the sweep adaptor did not affect the aftereffects of sweep
continuity (tze = 0.13, p = .90), indicating that these aftereffects did not depend on
which part of the spectrum was adapted. The aftereffects of the noise’s masking
potential were significantly stronger when the overall noise level covaried with the
masking potential, compared to when the overall level remained fixed (t2¢ = 2.27,
p <.03). A similar trend was observed when the noise interrupted the sweep
(tzs = 1.54, p = .13). Therefore, the aftereffects of noise depended on the overall
noise level rather than on its masking potential.

Aftereffects were generally stronger for noise-interrupted sweeps than for noise
(exp. 1: t13 = 3.68, p < .003; exp. 2: t13 = 2.32, p < .04) or congruent sweeps alone
(exp. 1: t13 = 3.58, p < .003). Linear regression was used to unravel the relation
between the different aftereffects (Fig. 2E, col. 1-3). For experiment 1, the
aftereffects of noise-interrupted sweeps were largely explained by a weighted sum of
the individual aftereffects (sweeps: t = 4.70, p < .001; noise: t = 2.92, p < .01; model
fit: R = .79, Fo, 11 = 20.74, p < .0002), whereas for experiment 2 only the aftereffects
of sweeps were explanatory (R® = .34, F1, 1o = 6.20, p < .03). Therefore, the
aftereffects of noise-interrupted sweeps were more related to the perceived continuity
of the sweeps than to the acoustic properties of the noise. The aftereffects of sweeps
and noise were not significantly correlated (exp. 1: Pearson’'s R = .28, p =.17; exp. 2:
R = -.06, p = .42), suggesting that two adaptation mechanisms were differentially
involved.

4  Discussion

We investigated whether the continuity of simple target sounds and the masking
potential of noise influence illusory restorations of subsequent interrupted target
sounds. Our results show that preceding sweeps and noise both determine the
extent of illusory restoration. First, we observed that interrupted sweeps increased
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the degree of subsequent restorations, whereas uninterrupted sweeps made
restoration less likely. Second, loud noise reduced the extent of subsequent
restorations, whereas soft noise increased their likelihood. These aftereffects are
indicative of adaptation to continuity and noise level, respectively. We further
investigated whether these two factors affect restorations of sounds that are
spectrally incongruent with the adapting sounds. We found that continuity adaptation
influenced the degree of restorations of non-adapted parts of the spectrum, and that
the masking potential of interrupting noise had little impact. In summary, these results
show that restoration adapts to the continuity and loudness of preceding sounds
irrespectively of their frequency content.

Our conclusions are corroborated by two further observations. First, adaptation to
restoration conditions (simultaneously presented sweeps and noise) revealed that
continuity illusions reduced the extent of subsequent restorations, while true
discontinuity percepts made restoration more likely. These aftereffects of preceding
continuity illusions were largely explained by the aftereffects of true continuity
percepts, indicating that listeners adapted to the restored rather than physical
continuity. Second, the aftereffects of preceding continuity illusions further scaled
with the loudness of the interrupting noise, suggesting that two adaptation
mechanisms were differentially involved.

4.1 Previous studies on auditory adaptation

Recent studies on non-illusory phenomena have consistently reported that auditory
adaptation applies to higher-level sound properties. It has been shown that listeners’
judgments of the identity of a phoneme, the gender of a voice, or the spatial location
of a tone depend on prior exposure to the respective sound categories (see
Introduction). It was commonly observed that the adaptive effects were influenced
slightly by preceding sound frequencies. Tones, for example, were reported to affect
the localization of subsequent tones, even when the consecutive tone frequencies
differed by two or four octaves (Frissen et al., 2003, 2005). Similarly, gender
categorizations of voices may be determined by preceding voices, but not by
preceding tones of different frequencies (Schweinberger et al., 2008). These results
suggested that changes in auditory categorization may reflect adaptive changes in
abstract, non-sensory sound representations. Our results consistently show that
aftereffects on restoration are almost unaffected by the adapted sound frequencies,
supporting the previous notion that non-sensory sound representations may have
adapted.

There is also evidence that preceding sounds may influence the loudness of
subsequent sounds (Marks, 1988; Mapes-Riordan & Yost, 1999; Scharf et al., 2002).
Adaptation to loud tones may cause loudness reductions of 10 dB or more in
subsequent softer tones (Marks, 1993; Arieh & Marks, 2003a; Nieder et al., 2003;
Oberfeld, 2007), especially for adaptor levels of 60-80 dB (Mapes-Riordan &
Yost, 1999) and for tones of similar frequency (Marks & Warner, 1991; Marks, 1994;
Wagner & Scharf, 2006). Loudness reductions may emerge about 200 ms after the
adapting sound and may persist for several seconds (Arieh & Marks, 2003b; Arieh et
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al., 2005; Wagner & Scharf, 2006; Nieder et al., 2007). These values are compatible
with the sound levels and time scales in our study, and therefore loudness adaptation
may account for the noise level aftereffects that we observed. Specifically, the loud
noise could have reduced the loudness of subsequent noise, thereby enhancing the
relative audibility of the partially masked gaps, and suppressing the restoration of the
target.

4.2 Contextual factors influencing auditory restoration

A common view on auditory restoration states that the putative underlying
mechanisms analyze incoming sounds for their relative spectrum levels, i.e. for
whether the interrupting sound masks the foreground gaps. Depending on the gaps’
relative audibility, the gaps may or may not be filled by the interrupting sound, which
yields a foreground percept that can be categorized as either illusorily continuous or
truly discontinuous (for review, see Bregman, 1990; Warren, 1999).

Our data demonstrate that the extent of restoration of an interrupted target sound
depends on preceding continuity illusions and other factors which generally influence
continuity perception, i.e. true target continuity and noise levels. The absence of
frequency selectivity that we observed raises doubts on the possibility that adaptation
modulated the sensory input to the restoration mechanisms. This finding, together
with the observed adaptation to perceived continuity, supports the notion that the
perceptual output of auditory restoration was affected by the preceding sounds. In
other words, adaptation probably did not influence the processing of low-level
acoustic properties, but the integration of the target and noise spectra, and the
categorization of the resulting percept. Modulations of restoration may induce
adaptive changes in the audibility of the continuity illusion, whereas modulations of
categorization may cause adaptive shifts in an implicit continuity criterion.

Even though these factors cannot be fully disentangled from our data, explanations
by continuity criterion shifts alone seem unlikely. First, larger criterion shifts would be
expected after stronger continuity ratings, producing stronger bias towards
discontinuity ratings. Our results are inconsistent with this prediction since truly
continuous sweeps induced significantly weaker bias than illusory continuous
sweeps, even though the former were rated significantly more continuous. Second,
similar criterion shifts and response biases would be expected after similarly rated
adaptors. This prediction is also incompatible with our data given the different biases
induced by the indifferently rated noise adaptors. These aftereffects more likely
reflected loudness adaptation (see previous paragraph) which has been shown to
influence perceived sound levels rather than categorization criteria (Arieh &
Marks, 2003a). Finally, debriefings indicated that our listeners were unaware of being
repeatedly presented with the same ambiguous sound, and our impression was that
adaptation influenced the ability to perceptually integrate the noise with the target.

In summary, these considerations suggest that listeners did not rate continuity
simply based on previous button presses. It is possible that preceding sounds
induced adaptive changes in restoration and thereby shifted listeners’ continuity
criteria, or vice versa. Preceding sounds may have altered schemas of auditory
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continuity, thereby recalibrating listeners’ perceptual interpretation of the ambiguous
illusory sound (Bregman, 1990). Further experiments including appropriate control
conditions and analysis in terms of signal detection may help disentangle these
possibilities.

4.3 Potential neural mechanisms for perceived continuity adaptation

Previous research has shown that auditory restoration may involve activity in primary
auditory cortical neurons which typically respond to gaps in sounds. The responses
of such neurons may be suppressed when a noise facilitates restoration (Petkov et
al., 2007; for review see Recanzone & Sutter, 2008) and may further scale with
changes in the illusory continuity of an interrupted sound (Riecke et al., 2007). Other
neurons in primary auditory cortex were shown to adapt for several seconds
(Ulanovsky et al., 2003, 2004; Barlett & Wang, 2005; Werner-Reiss et al., 2006) and
alter their responses to consecutive tones, even when the adapted tone frequency
differed by one octave (Bartlett & Wang, 2005).

It may be possible that neurons in primary auditory cortex change their responses
also after continuity adaptation, thereby modulating the detectability of subsequent
gaps. Furthermore, their output could be gated by top-down factors, such as by
adaptive schemas of continuity, which bias the perceptual interpretation of
ambiguous gaps. At present, these potential mechanisms remain speculative and
neural correlates of the observed adaptation effects are yet to be determined. The
present study provides a useful basis for controlling continuity illusions without
confounding stimulus changes, ideally suited for neurophysiologic investigations of
auditory restoration.

4.4 Conclusions

Auditory restoration seems to be a flexible phenomenon which adapts to foreground
continuities and background levels in the perceived auditory scene. Ten seconds of
adaptation are sufficient to affect restorations within the following five seconds. We
propose that the tracking of sounds of interest during noisy interruptions may improve
after hearing discontinuities. Potentially relevant interruptions, however, may become
more salient after hearing ongoing foregrounds or loud noise. These enhancing
effects may help optimizing continuity perception and facilitate useful hearing in
different acoustic environments.
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Chapter 7

The studies presented in this thesis addressed the question of how the brain
constructs smooth and meaningful sound percepts from noisy acoustic stimuli. The
underlying mechanisms were investigated by means of the continuity illusion, a
phenomenon that facilitates the perceptual restoration of noise-interrupted sounds.
While the obtained results have been discussed in detail in the respective chapters,
the present chapter aims at collectively interpreting the findings in a more general
and speculative context. Specifically, bottom-up and top-down influences on the
continuity illusion are discussed, and a neural model for the continuity illusion is
proposed based on the present and previous evidence.

1 Bottom-up and top-down influences on the continuity illusion

The neurophysiologic and psychoacoustic studies presented in this thesis generally
indicate that continuity illusions depend not only on acoustic stimuli but also on
cognitive factors. The most robust finding was that continuity illusions are associated
with decreased auditory cortical activities compared to gap percepts (Riecke et
al., 2007; chapter four & five). Despite its consistency with previous findings (Micheyl
et al., 2003; Petkov et al., 2007), this result may be surprising given that the evoked
illusions required perceptual fillings of spectrotemporal gaps spanning several
semitones and hundreds of milliseconds. One may expect that such illusions ill in’
neural activities and therefore induce increased metabolic demands. Contrary to this
expectation, the present data collectively indicate that neural activities in auditory
cortex (AC) increase with the number of acoustic edges in the sensory input.
Furthermore, these activities can be modulated by listeners’ interpretation of these
edges (Riecke et al., 2007; chapter four). This suggests that attention played a role in
the perceptual analysis of the sensory input.

1.1 Therole of acoustic edges for the continuity illusion

Acoustic edges can be understood as energy transients along the time-frequency
axes in the sound spectrogram. They are produced by spectrotemporal gaps in a
sound and mark the boundaries of auditory events (Fishbach et al., 2001). The
present results show that the continuity illusion depends on the integration of auditory
events comprising proximate edges (Riecke et al., 2008), consistent with previous
results (Ciocca & Bregman, 1987; Remijn et al., 2001; Remijn & Nakajima, 2005).
Previous neurophysiologic studies have reported that neurons at several sites along
the auditory pathway respond vigorously to sound gaps (for reviews, see Phillips et
al., 2002; Recanzone & Sutter, 2008). These and other findings have led to
proposals of cognitive models for edge-based perceptual grouping (Bregman, 1990;
Nakajima et al., 2000) and neural models for edge detection (Fishbach et al., 2001;
Shamma, 2001), all of which consider acoustic edges as crucial for the formation of
sound objects. As previously stated, the present results indicate increased metabolic
demands in AC associated with the processing of acoustic edges in the sensory
input. Together with the previous results this implies that neural processing in AC
primarily reflects the disentanglement of different sound objects in the auditory scene.
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1.2 Therole of attention for the continuity illusion

Previous research has suggested that selective attention plays an important role in
auditory grouping phenomena such as auditory streaming. It has been proposed that
attention may enhance the segregation of concurrent sound streams (for reviews see
Carlyon, 2004; Alain & Bernstein, 2008). The present data on continuity illusions
generally support this view: The result that illusions evoke decreased auditory cortical
activities compared to gap percepts, for example, suggests that the grouping of
interrupted sounds with noise, as represented in AC, reflects a relatively effortless
mode of stimulus interpretation. This notion is further corroborated by previous EEG
findings showing that continuity illusions may occur even when listeners are not
attentive (Micheyl et al., 2003). In line with the previous considerations (see
section 1.1. this chapter) this ‘default’ mode of auditory organization may imply that
during continuity illusions only little processing resources are allocated to neural
representations of acoustic edges.

Nevertheless, the continuity illusion may also be sensitive to volitional control as
suggested by the results presented in chapter three to six. It was observed that
subjective reports of the perceived continuity of the same sounds are paralleled by
hemodynamic activities in auditory cortical regions that respond strongly to acoustic
gaps in tones (Riecke et al., 2007; chapter five). Moreover, spontaneous switches
from reports of true discontinuity to continuity illusions of the same stimuli were found
to decrease EEG activities related to acoustic gaps (chapter four). Finally, contextual
factors were found to influence continuity illusions of the same stimuli (Riecke et al.,
2009). All these changes in continuity judgments were unrelated to concurrent
sensory changes and, therefore, they could be ascribed to non-sensory changes
such as fluctuations in listeners’ attention. Such fluctuations possibly reflect changes
in listeners’ perceptual expectancies or schemas which are crucial for the continuity
illusion (Bregman, 1990). It is thus conceivable that attention modulates the
mechanisms that are responsible for the continuity illusion.

Attention indeed plays an important role in the detection of temporal and spectral
sound gaps as shown by previous studies using non-illusory stimuli. Specifically,
selective attention to temporal gaps may ‘sharpen’ the receptive fields of auditory
cortical neurons responding to these gaps (Fritz et al., 2007). Furthermore, selective
attention can enhance the sensory segregation between tones and notched noise, as
indexed by modulations in event-related potentials originating from AC (Okamoto et
al., 2007). Therefore, the present and previous results suggest that attention may
modulate the neural representation of acoustic edges in AC and thus the perception
of different sound objects.

Conclusively it appears that sound processing in the AC has a bias towards
integrating spectrotemporally proximate sound fragments into smooth and possibly
illusory sound percepts. Mental efforts to attend to gaps may enhance acoustic
details of auditory stimuli by sharpening neural filters in AC involved in the integration
process (Fritz et al.,, 2007; see also Riecke et al., 2008). This ‘zooming in’ may
improve the detection of acoustic edges and thus the identification of veridical sound
object boundaries.
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2  Potential neural mechanisms for the continuity illusion

The present findings provide new evidence for the neural basis of the continuity
illusion. According to Bregman'’s (1990) classical view on auditory scene analysis, the
continuity illusion emerges from two successive processing stages. The first stage
may include early automatic processes that extract sensory features from acoustic
input. The second stage may involve voluntary processes that match the extracted
sensory evidence with perceptual expectancies or schemas. Since its proposal this
cognitive model has received considerable interest among auditory researchers (for a
recent review see Ciocca, 2008), but yet an account for neural mechanisms
underlying continuity illusions is missing. The present section attempts to integrate
the present and previous neurophysiologic findings with Bregman’'s framework.
A central aspect of the neural model proposed here (Fig. 1) is the dynamic
processing of sensory gaps in stimulus representations in AC.

Level of stimulus Processing
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Target
A Spectrogram E Notch

l
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Figure 1. Sketch of a neural model for continuity illusions. A, An interruption in a target sound (gray line) is
partially masked by noise (black rectangle) comprising a spectral notch (white rectangle). B, Peripheral
auditory filters fill in energy in the omitted critical target band (gray rectangle), smearing the sensory stimulus
representation. C, Auditory cortical neurons analyze the filled target band representation for offsets and
onsets. The sensitivity of these neural edge detectors (red circles) is modulated by attention and the
acoustic context (blue arrows). D, When no target offset is detected, neural adaptation facilitates buffering of
the fading target sound for about 200 ms (red arrow), which is experienced as a temporary perceptual
extension of the target into the masker (red line). Auditory cortical neurons comprising large complex
spectrotemporal receptive fields (green rectangle) match the fading target representation with learned
perceptual patterns after the gap, which may lead to perceptual interpolation of the interrupted target sound
(green line). These neurons are modulated by attention and the acoustic context (blue arrows).

2.1 Detection of sensory edges in cortical sound representations

When a gap in a target sound is partially masked by noise (Fig. 1A), the target and
the noise may stimulate the same fibers in the auditory nerve (Delgutte, 1990). This
may evoke uninterrupted excitations in peripheral neurons which ‘smear’ the sensory
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stimulus representation (Warren, 1970; Warren et al., 1972; for review, see
Warren, 1999; Fig. 1B, red rectangle). The first cortical processing stage for the
continuity illusion could be implemented by neurons in AC that respond strongly to
energy transients, so-called neural ‘onset/offset detectors’ (for reviews see Phillips et
al., 2002; Recanzone & Sutter, 2008). These onset/offset detectors may analyze the
sensory target representation for the presence of acoustic edges in order to
determine boundaries of sound objects (Fishbach et al., 2001; Herdener et al., 2007;
Fig. 1C, red circles). The energy changes induced by the onset of masking noise may
excite large neural populations of onset detectors (Petkov et al, 2007) that
subsequently synchronize their output. These synchronized neural activities could
give rise to large electric field potentials within 130 ms (chapter four), signaling the
onset of a new concurrent object (Alain et al., 2001).

When the gap is unmasked, these neural responses are accompanied by additional
responses of neurons detecting the concurrent target offset (Petkov et al., 2007;
chapter four). Such offset detectors could operate on target sound representations in
brain regions sensitive for particular perceptual properties. For tones, for example,
neurons in primary AC may be involved while for more complex sounds, such as
voices, neurons in voice-encoding regions may be recruited (Riecke et al., 2007;
Heinrich et al., 2008; chapter five). The sensitivity of the offset detectors in primary
AC may be modulated by top-down signals from higher cortical regions involved in
allocating attention to the sound gap (see section 1.1. this chapter) or possibly by
contextual factors (Riecke et al., 2009; Fig. 1C, blue arrows). These modulations
could be communicated via neural oscillations in the theta range (chapter four) and
induce adaptive receptive field changes in auditory cortical neurons representing the
gap (Fritz et al., 2007).

When the gap is masked, however, an offset is not evident in the cortical
representation of the target sound. Consequently, auditory neurons may fail to detect
the gap and suppress their offset-responses (Petkov et al., 2007; Riecke et al., 2007;
chapter four, five). The interrupted sound may then be represented as uninterrupted
such that the sustained energy of the noise in the target band can be attributed to the
target sound. In this case the target can be perceptually extrapolated into the noise
(Bregman, 1990; Fig. 1D, red line). This short-lived extrapolation may occur pre-
attentively (Micheyl et al., 2003) and could be mediated by neurons in AC sensitive to
sustained sensory input (Petkov et al., 2007), or by mechanisms of neural adaptation
(Ulanovsky et al., 2003, 2004) or forward suppression (Fishman et al., 2001, 2004;
Wehr & Zador, 2005; for review see Micheyl et al., 2007). These presumably
automatic mechanisms may sample the abstract acoustic regularities in the cortical
stimulus representation in intervals of 200 ms and facilitate the detection of
unexpected acoustic patterns (Naatdanen et al., 2001). During gaps longer than
200 ms, the buffered target representation may be gradually ‘overwritten’ by more
recent sensory input (i.e. by the ongoing noise) which may be accompanied by the
fading of the target percept (Wrightson & Warren, 1981; Warren et al., 1994).
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2.2 Matching of cortical sound feature representations with stored perceptual
schemas

While the first cortical processing stage for continuity illusions may be fast and
automatic, the second stage may be slower and more sensitive to cognitive control.
At this stage, the target sound may be perceptually interpolated based on neural
processes that match the faded target representation with stored schemas of auditory
organization (Bregman, 1990; see also Griffiths & Warren, 2002). Successful
matching requires that the spectral trajectory of the post-masker target continues that
of the pre-masker target consistent with learned auditory patterns or perceptual
expectancies (Ciocca & Bregman, 1987). The matching process may thus occur after
the gap, provided that neurons in AC fail to detect the target re-onset after the gap.
This process requires a perceptual buffer of relatively large capacity (Cowan, 1984)
that could be implemented by auditory cortical filters interpolating sensory input
across large, frequency-specific spectrotemporal windows (Husain et al., 2005;
Riecke et al., 2008; Fig. 1D, green rectangle). The matching process may be
modulated by top-down factors such as auditory attention (Bregman, 1990), or
possibly by bottom-up factors such as the auditory context (Riecke et al., 2009; Fig.
1D, blue arrows). Successful matching may activate primary auditory cortical
representations of the interrupted target band and result in the perceptual restoration
of the overall target (Riecke et al., 2007; chapter five; Fig. 1D, green line). Finally, the
matched output may be transmitted to cortical regions involved in decision-making or
sensory-motor transformation via neural oscillations in the beta range (chapter four).

2.3 Conclusions

The proposed neural model explains how different processing stages in the AC could
analyze fragmented noisy input for continuities. While the first processing stage relies
on neural edge detectors that adapt their output to current attention demands, the
second stage involves neural filters that integrate sensory edges across complex,
possibly sound category-specific, time-frequency windows. The neural model extends
the prevailing cognitive model on continuity illusions (Bregman, 1990) and generates
new testable predictions which can be readily addressed in future research. For
example, conditions in which participants attend to gaps, or imagine a target sound in
the same illusory stimulus, would be expected to differentially activate auditory
cortical regions involved in gap processing. Moreover, the proposed framework could
inform future developments of neural network models (e.g. Husain et al., 2005) or
artificial hearing devices. To support smooth hearing in noisy environments, for
example, algorithms implemented in such devices should not filter out noise in
acoustic input but exploit it for restoration purposes. Feedback loops from previous
acoustic input should be included to adapt the algorithms’ sensitivity to different
levels of acoustic energy in sound gaps. The illusory filter proposed in chapter two
could serve as a basic processing unit in this regard.
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The aim of this thesis is to broaden our understanding of the ability to track sounds in
noisy environments. The general question addressed in the different chapters is: How
does the auditory system in the brain construct smooth and meaningful sound
percepts from noisy acoustic stimuli? The mechanisms underlying this phenomenon
were investigated by means of the continuity illusion in which an interrupted sound is
illusorily perceived as continuing through noise. The continuity illusion is a graded
perceptual state which requires that acoustic energy of the noise masks the
interruption.

A psychoacoustic study presented in chapter two investigated how the different
acoustic parameters of noise influence the continuity illusion. The results revealed
that continuity illusions of interrupted tones tend to be stronger when the noise 1) has
shorter duration and 2) is a stronger masker. These effects on perceived continuity
partially depended on the frequency of the tone, and were not evident for physically
uninterrupted tones. Based on estimated thresholds for the continuity illusion, a
neural filter model was adapted to describe the interaction of the different masking
parameters that affect the continuity illusion. The estimated widths of the proposed
‘illusory’ filters suggested the involvement of constructive perceptual mechanisms
that may operate on the output of peripheral masking mechanisms, especially at high
sound frequencies. These findings set constraints on the spectral resolution of the
mechanisms underlying the continuity illusion, and provide a stimulus set that can be
readily applied for investigation of neural correlates.

A functional magnetic resonance imaging (fMRI) study presented in chapter three
aimed at localizing the proposed constructive neural mechanisms. Using stimuli that
were fine-tuned in the previous study, it was found that the masking of gaps in
interrupted tones by noise is accompanied by decreased activities in auditory cortical
regions. Since no such effect of masking was observed for physically uninterrupted
tones, the observed decreases could be ascribed to the filling of gaps by acoustic
energy. Importantly, listeners’ subjective experience of continuity illusions was
paralleled by activities in primary auditory cortex. These findings show that 1) the
amount of acoustic energy in tone gaps is processed in early auditory cortex and
2) the subjective experience of continuity illusions of tones is represented in primary
auditory areas.

An electroencephalography (EEG) study presented in chapter four investigated the
relative neural timing of the acoustic-perceptual processes localized in the previous
fMRI study. Using the same stimuli and task as before, it was found that 1) increased
acoustic energy in tone gaps decreases EEG activities about 130 ms after gap onset
and 2) continuity illusions reduce oscillatory EEG activities during and after the gaps.
The results indicated that cognitive factors such as attention may influence the
sensory processing of acoustic energy during the interruption. These findings set
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constraints on the timing of cortical processes involved in the acoustical analysis and
perceptual interpretation of noise-interrupted sounds.

A preliminary fMRI study presented in chapter five aimed at localizing neural
mechanisms for continuity illusions of complex natural sounds. Using voice sounds
as stimuli and the same methods as in the previous fMRI study, it was observed that
the masking of interrupted voices by noise evokes decreased activities in auditory
cortical regions that may be sensitive to speech sounds. Listeners’ reports of voice
continuity illusions were reflected by activities in primary auditory cortex, consistent
with the previous findings on tone continuity illusions. These initial results suggest
that 1) the amount of acoustic energy in voice gaps is processed in speech-sensitive
cortical regions and 2) voice continuity illusions recruit primary auditory cortical
regions that process continuity illusions of the frequency components constituting the
voice sound.

A psychoacoustic study presented in chapter six investigated whether the continuity
illusion can be influenced by contextual factors. The results revealed that continuity
illusions of the same ambiguous tone glide are modulated by the loudness and the
perceived continuity of preceding sounds. These context effects were unrelated to
the sound spectrum of the preceding sounds, indicating non-sensory adaptive
influences. The findings revealed that the mechanisms underlying continuity illusions
are non-static which may serve to recalibrate continuity hearing to different acoustic
environments.

In summary, the findings obtained in these studies show that the construction of
smooth sound percepts from noisy acoustic stimuli involves not only static acoustic
mechanisms, but also active and adaptive perceptual mechanisms in the brain.
Primary auditory cortical regions play a dominant role in this regard, since they
process the sound energy in noisy interruptions that is crucial for the continuity
illusion. These early sensory-perceptual processes are further modulated by
listeners’ attention and likely also by the sensory context. Based on the accumulating
evidence obtained in these and other studies, a neural model for the continuity
illusion is proposed in chapter seven. For future research, an implementation of the
proposed mechanisms in artificial hearing devices may be envisioned, wherein the
illusory filter proposed in chapter two could serve as a basic processing unit.
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Deze dissertatie tracht de kennis te verruimen over het mechanisme dat ons in staat
stelt geluiden waar te nemen die verstoord zijn door akoestische ruis. De
hoofdvraagstelling is: Hoe is het auditieve systeem in staat een betekenis te geven
aan een geluid dat verstoord wordt door verschillende variaties van akoestische ruis?
Het mechanisme dat aan dit fenomeen ten grondslag ligt werd onderzocht met
behulp van de continuiteitsillusie. Bij deze illusie wordt een geluid, ondanks een
onderbreking door akoestische ruis, als een continu ervaren. Deze illusie is een
perceptuele ervaring die geleidelijk gebeurt, en die vereist dat de onderbreking
gemaskeerd wordt door de akoestische energie van ruis.

In hoofdstuk twee wordt een psychoakoestische studie gepresenteerd waarin
onderzocht werd op welke manier de verschillende akoestische parameters van
akoestische ruis de continuiteitsillusie beinvioeden. De resultaten onthullen dat
continuiteitsillusies van tonen sterker zijn wanneer de akoestische ruis 1) een korte
duur heeft en 2) een sterk maskerende eigenschap heeft. De waargenomen
continuiteit hing gedeeltelijk af van de frequentie van de toon. Het effect van de ruis
was echter afwezig als de gepresenteerde tonen fysisch continue waren. Gebaseerd
op de geschatte drempelwaarde van de illusie werd een neuronaal filtermodel
voorgesteld. Dit model beschrijft hoe de continuiteitsillusie beinvioed wordt door de
verschillende parameters van akoestische ruis en hun onderlinge interacties. De
geschatte breedte van de voorgestelde ‘illusionaire’ filters suggereert dat een
constructief proces verantwoordelijk is dat zich baseert op de output van de perifere
maskeringmechanismen. Dit effect is groter bij geluiden die hogere frequenties
bevatten. Deze bevindingen bepalen de spectrale resolutie van de mechanismen die
aan de continuiteitsillusie ten grondslag liggen. Hiernaast verschaffen ze akoestische
stimuli voor onderzoek naar de neuronale correlaten van de continuiteitsillusie.

De functionele magnetische resonantie tomografie (fMRT) studie die in hoofdstuk
drie gepresenteerd wordt was gericht op het lokaliseren van de neuronale
mechanismen van de continuiteitsillusie. Er werd gebruik gemaakt van de
akoestische stimuli die in de voorafgaande studie geoptimaliseerd werden. Een
conclusie van deze studie is dat een onderbreking van een toon, gemaskeerd met
ruis, tot een afname leidt van activiteit in de auditieve cortex. Omdat deze
maskeringeffecten niet optraden indien de toon fysisch continue was, konden de
geobserveerde effecten worden toegeschreven aan de opvulling van de interruptie
met akoestische energie. Daarnaast werd de relatie beschreven tussen de
subjectieve ervaring van de continuiteitsillusie en activiteitsniveau van de primaire
auditieve cortex. Deze bevindingen laten zien dat 1) de akoestische energie tijdens
de onderbreking van een toon al in de primaire auditieve gebieden verwerkt wordt en
2) de subjectieve ervaring van de continuiteitsillusie van een toon in de primaire
auditieve gebieden gerepresenteerd wordt.
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De electroencephalograhie (EEG) studie die in hoofdstuk vier gepresenteerd wordt
onderzocht de neuronale timing van de akoestische en perceptuele processen die in
de fMRT studie gelokaliseerd werden. Door gebruik te maken van de taak en stimuli
van de fMRT studie, werden de volgende bevindingen gedaan: 1) De verhoogde
akoestische energie tijdens de onderbreking van een toon leidt tot een verminderde
EEG activiteit 130 ms na het begin van de onderbreking en 2) de continuiteitsillusie
onderdrukt de oscillaties in het EEG signaal gedurende en na deze onderbreking.
Deze resultaten tonen aan dat cognitieve factoren zoals aandacht de sensorische
verwerking van de akoestische energie beinvloeden, vooral tijdens de onderbreking
van het geluid. Daarnaast bieden de resultaten informatie over de timing van de
corticale processen die betrokken zijn bij de akoestische analyse en de perceptuele
interpretatie van geluiden die onderbroken worden door ruis.

De voorbereidende fMRT studie die in hoofdstuk vijf gepresenteerd wordt had het
doel om de neuronale mechanismen voor continuiteitsillusies van natuurlijke,
complexere geluiden te lokaliseren. Er werd gebruik gemaakt van stemgeluiden in
combinatie met de methoden van de eerdere fMRT studie. Een bevinding van deze
studie was dat het maskeren van de onderbroken stemmen door akoestische ruis de
activiteit verminderde in auditieve corticale gebieden waarvan vermoed wordt dat ze
betrokken zijn bij de verwerking van intacte stemmen. De subjectieve ervaring van de
continuiteitsillusie van een stemgeluid correspondeerde met de activiteit van de
primaire auditieve cortex. Deze bevinding was in overeenstemming met de resultaten
van de eerdere fMRT studie waarin illusies van tonen onderzocht werden. Deze
voorbereidende resultaten suggereren dat 1) specifieke auditieve hersengebieden
die gevoelig zijn voor stemgeluiden ook de akoestische energie tijdens de interruptie
van een stem verwerken en 2) continuiteitsillusies van stemmen in primaire auditieve
gebieden verwerkt worden die ook betrokken zijn bij het invullen van alleenstaande
frequentie componenten.

Een psychoakoestische studie die in hoofdstuk zes gepresenteerd wordt
onderzocht in welke mate de continuiteitsillusie van contextuele factoren afthangt. De
resultaten onthullen dat illusies van de dezelfde stimulus gemoduleerd kunnen
worden door de geluidssterkte en de waargenomen continuiteit van voorafgaande
geluiden. Deze context effecten waren van niet-sensorische aard omdat deze niet
aan het geluidsspectrum van de voorafgaande geluiden gerelateerd waren. Deze
resultaten tonen dat het mechanisme dat aan de continuiteitsillusie ten grondslag ligt,
van niet-statische aard is. Deze flexibiliteit is waarschijnlijk nuttig bij het aanpassen
van geluidswaarneming aan verschillende akoestische omgevingen.

Samengevat laten de bevindingen van deze studies zien dat de continue
geluidswaarneming van een verstoorde akoestische input niet enkel is gebaseerd op
statische akoestische mechanismen in het brein, maar ook op actieve en adaptieve
perceptuele mechanismen. Primaire auditieve gebieden spelen daarbij een
belangrijke rol omdat ze de geluidsenergie waarop de continuiteit illusie gebaseerd is
verwerken tijdens een onderbreking van een geluid. Deze vroege sensorisch -
perceptuele processen worden verder beinvioedt door aandacht en mogelijk ook
door de sensorische context. Op basis van de bevindingen van deze en andere
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studies wordt in hoofdstuk zeven een neuronaal model voor de continuiteitsillusie
voorgesteld. Toekomstig onderzoek kan zich richten op de implementatie van de
voorgestelde mechanismen in kunstmatige hoorapparaten. Daarbij zou de filter die in
hoofdstuk twee voorgesteld werd als een basale verwerkingseenheid kunnen
gebruikt worden.
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