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Burak Can∗ Ton Storcken†
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Abstract

The well-known swap distance (Kemeny (1959); Kendall (1938); Hamming (1950)) is analyzed.
On weak preferences, this function was characterized by Kemeny (1959) with five conditions;
metric, betweenness, neutrality, reducibility, and normalization. We show that the same result
can be achieved without the reducibility condition, therefore, the original five conditions are
not logically independent. We provide a new and logically independent characterization of the
Kemeny distance and provide some insight to further analyze distance functions on preferences.

JEL Classification: D63, D71, D72

Keywords: Kemeny distance, swap distance, inversion metric, preferences

1 Introduction

The use of a distance function in comparing preferences, rankings, orders, lists, queue’s etc. to
indicate similarities or differences between these objects is a common practice. A natural and
frequently used way in measuring distances between any two such objects is by counting the number
of minimal swaps necessary to invert one into the other. Within this context, the reader may be
familiar with the following (most probably non-exhaustive) list of names: the Kemeny (1959)
distance, the Kendall-tau (1938) distance, swap distance, bubble-sort distance, inversion metric,
word metric, permutation swap, the Damerau-Levenshtein (1964; 1966) distance, the Hamming
(1950) distance, and so forth. In fact, prior to Kemeny (1959) and Kendall (1938), the use of this
distance can even be traced back to Cramer (1750).

Kemeny (1959) characterized this function on the domain of weak orders. From here on we
shall call this metric function, the Kemeny distance. The characterization involved five conditions:
metric, betweenness, neutrality, normalization and reducibility. The “metric” condition ensures that
the function to be characterized is indeed a distance measure in mathematical terms. “Betweenness”
requires that an order which is considered between two other orders is also on a shortest path
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between these two. “Neutrality” states that the names of the ordered alternatives have no influence
on the distances between these orders. “Normalization” sets the minimal measurable distance to
real number 1. Finally, “reducibility” imposes that the distance only depends on those parts where
orders differ.

The characterization of the Kemeny distance is published in Kemeny (1959), yet the proof can
be found in Kemeny and Snell (1962). To the best of the authors’ knowledge, a firm discussion on
the independence of these five conditions, however, cannot be found in literature. Both in Kemeny
and Snell (1962) and in later works on distances between orders (see Bogart (1973) for a thorough
analysis), this subject is not investigated. In this paper, we show that the Kemeny distance is the
only function that satisfies metric, betweenness, neutrality and normalization. Hence, we provide a
new characterization of a well-known measure with fewer conditions. As a consequence, these four
conditions imply reducibility, which is then not needed in the characterization.

This paper proceeds as follows. In Section 2, we present the model and the notation. Section 3
introduces distance functions and conditions on these functions. In Section 4 we provide the new
characterization of the Kemeny distance. In Section 5 we discuss the logical independence of the
conditions and provide a brief discussion of the results.

2 Model

Let A denote a finite set of alternatives, i.e. the universal set of alternatives. Let P (A) denote
the set of all nonempty subsets of A. Given a set A ∈ P (A), preferences are modeled by weak
orders, i.e., complete, transitive binary relations over A whereas strict preferences are modeled by
linear orders, i.e., complete, transitive and antisymmetric binary relations over A. The set of all
preferences over A is denoted by WA whereas the set of strict preferences is denoted by LA. Note
that LA ⊆ WA for all A ∈ P (A). As a generic preference (possibly strict), we use R ∈ WA. In
the sequel, we use W (or L) rather than WA (or LA) whenever it is clear over which subsets these
weak (or linear) orders are defined.

Let R be a weak order on A and let x and y be alternatives in A. Then (x, y) ∈ R has the usual
interpretation: “x is ordered at least as good as y at R”. In case (y, x) is also in R we say that both
are ordered equally good. Where in case (y, x) is not in R we say that “x is ordered above y” or “y
is ordered below x”. Given a linear order R ∈ L and two distinct alternatives x, y ∈ A, we write
R = . . . x . . . y . . . if (x, y) ∈ R, and R = . . . xy . . . if additionally there exists no z ∈ A \ {x, y} such
that (x, z) ∈ R and (z, y) ∈ R, i.e., x and y are “consecutively” ordered in L.

For any A,B ∈ P (A) with B ⊆ A and for any R ∈ WA, we write RB ∈ WB to denote the
order restricted to B, i.e., RB = R ∩ (B × B). The strict upper contour set of x in R is defined
by UC(x,R) = {z ∈ A | (z, x) ∈ R and (x, z) /∈ R}, i.e., the set of alternatives that are ordered
above x in R. Similarly LC(x,R) = {z ∈ A | (x, z) ∈ R and (z, x) /∈ R} denotes the strict
lower contour set of x in R. Then RUC(x) denotes order R restricted to the upper contour set
of x in R and RLC(y) denotes the restriction of R to the lower contour set of y in R. Taking
[x, y] = A\(UC(x,R) ∪ LC(y,R)) then R[x,y] denotes the restriction of R to all alternatives which
are ordered weakly between x and y, e.g., for A = {a, b, c, d, e, f} and R = abcdef ; we have
RUC(c) = ab, RLC(c) = def and R[c,e] = cde.

Given A ∈ P (A), and l = 1, 2, . . . , |A|, the alternative in the lth position in a linear order R ∈ L
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is denoted by R(l), e.g. R(1) is the top alternative in R, and R(2) is the one ranked below R(1).
Let k be a number smaller than |A|. Then linear orders R,R′ ∈ L form an elementary change in
position k whenever R(k) = R′(k + 1), R′(k) = R(k + 1) and for all t ∈ {1, 2, . . . , |A|}\{k, k + 1}
we have R(t) = R′(t). So, R and R′ can be inverted into one another by one single swap of
(R(k), R(k + 1)), i.e., a swap of alternatives on the kth and the (k + 1)th positions.

Given any two preferences R,R′ ∈ W, we say R′′ is between R and R′ whenever R ∩ R′ ⊆
R′′ ⊆ R ∪ R′. Note that if preferences are strict, e.g., P, P ′, P ′′ ∈ L, the definition is reduced to
P ∩ P ′ ⊆ P ′′ where P ′′ is between P and P ′. Given any sequence of preferences R1, . . . , Rt ∈ W,
we say the preferences R1, . . . , Rt are “on a line” and denote as [R1, . . . , Rt] if Rj is between Ri

and Rk for all 1 ≤ i ≤ j ≤ k ≤ t.

3 Distance functions and conditions

A metric - or a distance - function assigns a nonnegative value to pairs of preferences, which
is interpreted as the dissimilarity between two preferences. We consider metrics that compare
preferences over identical subsets1 of alternatives, e.g., δ :WA×WA → R+. From this point on we
abuse notation and instead of repeating for all A ∈ P (A) and for all R ∈ WA, we simply write for
all R ∈ W. This is in line with the convention in the proof of Kemeny and Snell (1962). Similarly,
a function δ :W ×W → R, is called a metric (or a distance) function if and only if it satisfies the
following metric conditions (Condition 1):

Condition 1: (Metric conditions): For all R,R′, R′′ ∈ W,

i) Non-negativity: δ(R,R′) ≥ 0,

ii) Identity of indiscernibles: δ(R,R′) = 0 if and only if R = R′,

iii) Symmetry: δ(R,R′) = δ(R′, R) ,

iv) Triangular Inequality: δ(R,R′′) ≤ δ(R,R′) + δ(R′, R′′).

The following conditions numbered from 2 to 5 are introduced by Kemeny (1959). All of
these conditions are also defined on each nonempty subset of A, like Condition 1. The following
condition is the betweenness condition introduced in Kemeny (1959) as a strengthening of the
triangular inequality condition.

Condition 2 (Betweenness): For all R,R′, R′′ ∈ W such that R′ is between R and R′′, we have:

δ(R,R′′) = δ(R,R′) + δ(R′, R′′).

Remark 1. As also hinted in Kemeny and Snell (1962), note that an immediate consequence of
betweenness for preferences on a line, e.g., [R1, . . . , Rt] is the following: δ(R1, Rt) = δ(R1, R2) +
δ(R2, R3)+. . .+δ(Rt−2, Rt−1)+δ(Rt−1, Rt). In the main results, we shall often use such preferences
on lines that are composed of consecutive elementary changes.

The next condition is the neutrality condition, which requires that the distances are neutral
towards the names of the alternatives. Hence, a relabeling of these alternatives should not change

1Defining a metric only on a single subset would be analogous to, for instance, defining Euclidian distance only
on R2

+ but not on, e.g., R5
+.
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the distance. Let π : A→ A be a relabeling of the alternatives, i.e., a bijection, and denote πR as
the relabeled preference, i.e., for all x, y ∈ A we have π(x)Rπ(y) if and only if xRy. Formally:

Condition 3 (Neutrality): For all R,R′ ∈ W and for all relabeling of alternatives π : A → A,
we have:

δ(R,R′) = δ(πR, πR′).

The following condition is known as normalization. This is a condition which simply restricts
the minimal positive distance to be one. Kemeny (1959) suggests this condition as a choice of “a
unit of measurement”. Formally:

Condition 4 (Normalization):

min
R,R′∈W

{δ(R,R′) : R 6= R′} = 1.

The last condition, which is called reducibility, is a “variable alternative condition”. It states
that the distance should not be affected by deleting alternatives that are identically aligned at the
top and/or bottom of the two preferences. Formally:

Condition 5 (Reducibility): For all R,R′ ∈ W such that for some x, y ∈ A, RUC(x) = R′UC(x)

and RLC(y) = R′LC(y), we have:

δ(R,R′) = δ(R[x,y]), R
′
[x,y]).

4 A new characterization

We first reintroduce the definition of the swap distance (Kemeny, 1959) and the well-known charac-
terization of it below. Note that the definition and the characterization below is on the domain of
weak preferences, i.e., preferences that allow ties. We omit here the superscript on weak preferences,
e.g., WA, since the function is defined for any subset of alternatives A ⊆ A.

Kemeny distance (δK): A function δK : W ×W → R is called the Kemeny distance whenever
for all R,R′ ∈ W, we have:

δK(R,R′) = |R \R′|+ |R′ \R| (1)

Kemeny (1959) presents a characterization of the aforementioned distance function with the
conditions in Section 3. The proof of this theorem, however, is provided in Kemeny and Snell
(1962). We restate this theorem first:

Theorem. (Kemeny, 1959) A function δ : W ×W → R satisfies conditions 1, 2, 3, 4, and 5 if
and only if δ is the Kemeny distance.

In this paper, we show that the conditions above are not logically independent, in particular
“reducibility” (Condition 5) can be achieved as a byproduct of the other conditions imposed. This is
not very straightforward to see in the proof of Kemeny and Snell (1962), since this condition is used
in almost all lemmas involved in the construction of the proof for the main theorem. We do follow a
somewhat different proof strategy without using this condition and provide a new characterization
after Kemeny and Snell (1962) with minimal conditions. This implies that the first four conditions
imply the fifth one, i.e., the reducibility condition.
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We first show that the first three conditions characterize a class of metrics that are Kemeny-
like. This class of distance functions comprises of multiples of the Kemeny distance with a constant
c∗, since we do not impose normalization, just yet. In Theorem 1 we show that the first three
conditions, i.e., metric, betweenness and neutrality characterize this Kemeny-like class on strict
preferences. Thereafter we extend this result to all preferences, i.e., the weak orders (Theorem 2).
Let δ be function satisfying Condition 1, 2, and 3. Then, on the subdomain of strict preferences, δ
is a Kemeny-like distance, i.e., for some positive constant c ∈ R++, δ = c∗ × δK . Formally;

Theorem 1. A function δ : L×L → R satisfies conditions 1, 2, 3 if and only if for some c∗ ∈ R++

and for all R,R′ ∈ L:
δ(R,R′) = c∗ × δK(R,R′)

Proof. Let ECk denote the pairs of strict preferences which are elementary changes in position k.
By neutrality, all elementary changes in the same position are assigned the same distance. Let us
denote this distance correspondingly by ck. We first show that for any two positions k, l < m− 1,
the distances are actually the same, i.e., ck = cl = c for some positive real number c. Hence
elementary changes are always assigned the same distance.

Take any two preferences R,R′ such that both rank the alternatives identically except the jth,
(j + 1)th, and (j + 2)th alternatives as follows: R = . . . xyz . . . and R′ = . . . zyx. As the number
of alternatives m ≥ 3, one can always find such two preferences. Then there are two sequences of
elementary changes that are “on a line” between R and R′ as in Remark 1:

• ρ1 = [. . . xyz . . . , . . . yxz . . . , . . . yzx . . . , . . . zyx . . .],

• ρ2 = [. . . xyz . . . , . . . xzy . . . , . . . zxy . . . , . . . zyx . . .].

By betweenness on two sequences, we have δ(R,R′) = cj + cj+1 + cj = cj+1 + cj + cj+1. Hence
cj = cj+1. As the choice of position j is arbitrary, this implies c1 = c2 = . . . = cm−1 = c for
some real positive number c. As the choice of elementary change is also arbitrary, this implies
for any elementary change at any position, we have δ(R,R′) = c. Since for elementary changes
δK(R,R′) = 2, this implies for any elementary change:

δ(R,R′) =
c

2
× δK(R,R′)

Finally, consider any distinct R,R′ and let |R \ R′| = t for some positive integer t. Consider
any sequence of elementary changes ρ = [ρ(1), ρ(2), . . . , ρ(t), ρ(t+ 1)] which is on a line between R
and R′. By Condition 2, we have δ(R,R′) = δ(ρ(1), ρ(2)) + . . . + δ(ρ(t), ρ(t + 1)) = c + . . . + c (t
times). Hence δ(R,R′) = c× t = c× |R \R′|. Since |R \R′| = |R′ \R|, Equation 1 implies for any
two distinct preferences:

δ(R,R′) =
c

2
× δK(R,R′) (2)

Setting c∗ = c/2 completes the proof since for other cases, i.e., R = R′ we have δ(R,R′) =
δK(R,R′) = 0 by the metric condition.

Next we show that the characterization in Theorem 1 still works on the larger domain of weak
preferences.

Theorem 2. A function δ :W×W → R satisfies conditions 1, 2, 3 if and only if for some c∗ ∈ R++

and for all R,R′ ∈ W:
δ(R,R′) = c∗ × δK(R,R′)
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Proof. The “if part” can be found in Kemeny and Snell (1962). The see the “only if” part, let δ
satisfy the conditions. By Theorem 1, the statement is true if both preferences are strict.

Case 1: Consider any P ∈ L and any R ∈ W \ L, i.e, one preference is strict. We construct
two new strict preferences as follows:

P+
R =

{
(x, y) ∈ R : (y, x) 6∈ R

}
∪
{

(x, y) ∈ R : (y, x) ∈ R \ P
}
∪
{

(x, y) ∈ R : x = y
}

P−R =
{

(x, y) ∈ R : (y, x) 6∈ R
}
∪
{

(x, y) ∈ R : (y, x) ∈ R ∩ P
}

Verbally, P+
R is the strict extension of the weak preference R in line with P , whereas P−R

is, roughly speaking, the mirror image of P+
R with R in the center. Hence, by construction, we

have [P, P+
R , R, P

−
R ] on a line between P and P−R . We refer the reader to Example 1 for such a

construction. By betweenness, we have the following two equations:

δ(P, P−R ) = δ(P, P+
R ) + δ(P+

R , R) + δ(R,P−R ) (3)

δ(P,R) = δ(P, P+
R ) + δ(P+

R , R) (4)

Because of neutrality, δ(P+
R , R) = δ(P−R , R). Since δ is a metric, by symmetry δ(P+

R , R) = δ(R,P−R ).
By Equation 3, we have:

2× δ(P+
R , R) = δ(P, P−R )− δ(P, P+

R )

Plugging this in Equation 4, we have:

δ(P,R) = δ(P, P+
R ) +

1

2
×
(
δ(P, P−R )− δ(P, P+

R )
)

By Theorem 1, there exists c∗ ∈ R++ such that:

δ(P,R) = c∗ × δK(P, P+
R ) +

1

2
×
(
c∗ × δK(P, P−R )− c∗ × δK(P, P+

R )
)

=
1

2
× c∗ ×

(
δK(P, P−R ) + δK(P, P+

R )
)

Finally by betweenness, this implies

δ(P,R) = c∗ × δK(P,R)

Case 2: Consider any R, R̄ ∈ W \ L, i.e., both preferences are weak. Let P ∈ L be any strict
preference. We construct two new strict preferences based on P as follows:

P+
R =

{
(x, y) ∈ R : (y, x) 6∈ R̄

}
∪
{

(x, y) ∈ R : (y, x) ∈ R \ R̄
}
∪
{

(x, y) ∈ R : (y, x) ∈

(R ∩ R̄) \ P
}
∪
{

(x, y) ∈ R : x = y
}

P−
R̄

=
{

(x, y) ∈ R̄ : (y, x) 6∈ R̄
}
∪
{

(x, y) ∈ R̄ : (y, x) ∈ R̄ \ R
}
∪
{

(x, y) ∈ R̄ : (y, x) ∈

(R ∩ R̄ ∩ P )
}

Verbally, P+
R is the strict extension of R towards P and away from R̄, whereas P−

R̄
is the

strict extension R̄ towards the inverse2 of P and away from R. Hence, by construction, we have
[P+

R , R, R̄, P
−
R̄

] on a line between P+
R and P−

R̄
. By betweenness, we have the following equation:

2By inverse of a preference we mean a inversion of each pair in a binary relation, e.g., if P = abc then the inverse
of P is denoted by PI = cba.

6



δ(P+
R , P

−
R̄

) = δ(P+
R , R) + δ(R, R̄) + δ(R̄, P−

R̄
) (5)

By Theorem 1 and Case 1, there exists c∗ ∈ R++ such that:

δ(P+
R , P

−
R̄

) = c∗ × δK(P+
R , P

−
R̄

) = c∗ × δK(P+
R , R) + δ(R, R̄) + c∗ × δK(R̄, P−

R̄
)

Then,
δ(R, R̄) = c∗ × δK(P+

R , P
−
R̄

)− c∗ × δK(P+
R , R)− c∗ × δK(R̄, P−

R̄
)

Finally by betweenness, this implies

δ(R, R̄) = c∗ × δK(R, R̄)

Now that we have shown that Conditions 1, 2, and 3 characterize the class of multiples of
the Kemeny distance, we can introduce the normalization and provide the re-characterization as a
corollary.

Corollary 1. A function δ : W ×W → R satisfies conditions 1, 2, 3 and 4 if and only if for all
R,R′ ∈ W:

δ(R,R′) = δK(R,R′)

Proof. By normalization of the Kemeny distance, the minimal Kemeny distance is 1. This implies
for some R,R′ ∈ W, δK(R,R′) = 1. By Theorem 2, we have δ = c∗ × δK . Then δ(R,R′) = c∗ × 1.
Since δ is an increasing function of δK , δ(R,R′) should be minimal too. By normalization of δ, this
implies δ(R,R′) = c∗ = 1. Hence δ = δK

5 Conclusion

5.1 Discussion

In his seminal book, Kemeny and Snell (1962) proposes three possibilities regarding a characteri-
zation of any function with reasonable conditions, e.g., conditions mentioned in Section 3:

In general, given a set of axioms for an unknown quantity, such as δ, there are three
possibilities: (I) The axioms are inconsistent; i.e., there is no δ satisfying all axioms.
(II) There is a uniqe δ satisfying all axioms. (III) There is more than one δ.

In this paper, we point to the fourth possibility where the conditions may be unnecessarily too
many, i.e., they may not be logically independent. This may make a function look too demanding in
terms of conditions it satisfies. However, as Theorems 1 and 2 together with Corollary 1 show, the
reducibility condition is not necessary for the characterization of the Kemeny distance. This means
the Kemeny distance is in fact less demanding than it was assumed to be since Kemeny (1959).
Next, we conclude the paper to show that conditions of the new characterization we propose are
indeed logically independent.
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5.2 Logical independence of conditions

To discuss the logical independence of the conditions used in the characterization, consider the
following four functions:

(i) Biased Kemeny distance: For some fixed alternative a ∈ A predefined for each A ∈ P (A),
and for all R,R′ ∈ WA:

δBK(R,R′) = #[(R\R′) ∪ (R′\R)] + #[(R\R′) ∪ (R′\R) ∩ ({a} ×A ∪A× {a})]

(ii) Discrete distance: For all R,R′ ∈ W:

δD(R,R′) =

{
1, if R 6= R′

0, if R = R′

(iii) Scaled Kemeny distance: For all R,R′ ∈ W:

δSK(R,R′) = 2 · δK(R,R′)

(iv) Null-Kemeny function: For some fixed A = {a, b} ∈ P (A), let us define R1 = ab, R2 = ba
and let R̄ be such that a and b are ordered equally good. Then for all R,R′ ∈ W:

αNK(R,R′) =


1, if (R,R′) ∈ {(R1, R̄), (R2, R̄)}
2, if (R,R′) ∈ {(R̄, R1), (R̄, R2)}
3, if (R,R′) = (R1, R2)

δK(R,R′), otherwise

The biased Kemeny distance (i) weighs the elementary changes which involve alternative a twice.
The discrete distance (ii) is a well-known example which indicates whether orders are different or
not. The scaled Kemeny distance (iii) scales the Kemeny distance by a factor of 2. Null-Kemeny
function (iv) is almost identical to the Kemeny distance except for when preferences are over a
fixed subset of 2 alternatives.

It is straightforward to prove that the first three (i, ii, and iii) are distance functions whereas the
Null-Kemeny function is not (it fails symmetry of Condition 1). First, (i) δBK satisfies betweenness
and normalization but is not neutral. Second, (ii) δD satisfies neutrality and normalization but not
betweenness. Third, (iii) δSK satisfies betweenness and neutrality but not normalization. Finally,
(iv) αNK satisfies all conditions except metric conditions since it is not symmetric, and therefore is
not a distance function at all. Therefore, these four functions together show that the characterizing
conditions in Theorems 1 and 2, and in Corollary 1 are logically independent.

We conclude our paper by providing an example of the construction in Case 1 in the proof of
Theorem 2.

Example 1. Let A = {a, b, c}. Consider the following preferences P ∈ L, R ∈ W and the path
constructed for Case 1 in the proof of Theorem 2.

P R [P, P+
R , R, P−R ]

a c a c c c
b ab b a ab b
c c b a
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