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Current theories of neural processing examine the brain as an organ that not only 

passively reacts to environmental events, but is also actively involved in generating 

predictions about upcoming input (e.g., Engel et al., 2001; Raichle, 2010; Rao & 

Ballard, 1999). These theories emerged from observations that our perception, as 

well as the brain’s representation of sensory input, does not always correspond 

directly to the physical properties of the stimulus. Instead, the current sensory input 

is integrated with contextual cues, as well as prior knowledge of our environment to 

guide perception (Summerfield & de Lange, 2014). Such predictive capabilities of the 

brain can allow us to extrapolate from sensory data and internal states to anticipate 

upcoming input and adapt our behavior. For example, we can estimate the trajectory 

of an object that is moving toward us, and move our hand to catch it, or duck out of 

the way to avoid being struck. In a noisy environment, we can also make use of such 

predictions to better understand our conversation partner. While walking through 

the forest, we may anticipate the rustling of leaves beneath our feet but become 

startled when we hear rustling in the bushes behind us. Such predictive capacities are 

thought to contribute to a range of aspects of cognitive functioning, including motor 

control, perception and attention, as well as language. Disruption of the mechanisms 

underlying predictive processing may be associated with atypical skill development, 

resulting in impairments such as developmental dyslexia. 

This chapter introduces the concept of predictive processes in the brain, with 

a focus on auditory and speech processing. First, a global overview of theoretical 

frameworks describing different types of predictions is provided, where we 

distinguish between predictions about the content and timing of sensory input, as 

well as predictions of externally generated and self-generated sensations. This is 

followed by examples specific to the domain of language, in speech perception and 

production, and how they vary in dyslexic readers. Finally, the electrophysiological 

correlates investigated in the context of predictive processing are presented. 

1 Theoretical frameworks of predictive processing 

A central task and challenge of perception is to generate percepts that are both 

accurate and informative (Press et al., 2020). A prominent theoretical framework 

proposed to solve this task is predictive coding. The central idea of this framework is 

that, rather than representing the sensory input directly, our brain instead represents 
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the deviation between expected and actual sensory input, or the prediction error 

(Aitchison & Lengyel, 2017; Friston, 2005; Rao & Ballard, 1999; Spratling, 2017). Such 

a mechanism may improve the efficiency of neural processing, as our brain no longer 

needs to allocate further resources for processing anticipated events. This implies 

that unexpected or surprising events should lead to greater neural activity and 

perceived intensity. To optimize efficiency in neural processing and behavior, 

predictions compared to the sensory input must be as accurate as possible, thereby 

minimizing the prediction error and the information that must be represented and 

transmitted for higher-level processing. To achieve this, our predictions must be 

informed by regularities in our environment and continuously updated when exposed 

to new information. A possible implementation of this is through hierarchical 

generative models and empirical Bayesian inference (Aitchison & Lengyel, 2017; 

Friston, 2005, 2009). This framework suggests that the brain attempts to infer the 

underlying cause of sensory input to minimize surprise (approximately equivalent to 

prediction error). It does so by optimizing the prediction, i.e., updating the internal 

representation of the world, or by optimizing behavior, to selectively sample more 

expected input.  

In addition to anticipating the nature of external events, our brain also 

formulates predictions about the sensory consequences of our own actions (hereafter 

motor prediction). This procedure is described by the forward model of motor control 

(Wolpert & Miall, 1996). According to this framework, the motor cortex sends a copy 

of the motor command, termed efference copy, to the sensory cortices, representing 

the anticipated sensory outcome of an action. Like a prediction of external events, this 

anticipated outcome is compared to the actual sensory input, leading to a reduced 

sensory response commonly referred to as motor-induced suppression. A widely 

experienced example of this is the inability to tickle oneself (Blakemore et al., 2000). 

This mechanism facilitates the distinction between self- and externally generated 

events, as in the previously mentioned example of rustling leaves beneath our feet, vs. 

rustling leaves in the bushes behind us. It further allows us to monitor and correct our 

motor output more readily.  

While these theories provide a useful representation of how we predict the 

content or quality of sensory input, they often neglect the aspect of temporal 

information. In addition to anticipating the formal structure of an upcoming event 
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(hereafter formal prediction), we also formulate predictions about their timing 

(hereafter temporal prediction). While formal and temporal predictions may 

interactively modulate perception and behavior (e.g., Schwartze et al., 2011), it is not 

necessary to generate a formal prediction to accurately anticipate the timing of an 

event, and vice versa. For example, when standing at a red light, we may accurately 

anticipate that it will turn green, even if we cannot say with certainty when this will 

happen. However, if this traffic light displays a countdown, we can be prepared to 

move as soon as the light turns green. Natural stimuli are often characterized by 

temporal regularities which allow us to efficiently direct our attention towards the 

next event to guide perception (Nobre & van Ede, 2018). Periodicity in the timing of 

events is typically associated with shorter reaction times and improved response 

sensitivity or accuracy (Ellis & Jones, 2010; Heynckes et al., 2020; Morillon et al., 

2016), suggesting that this form of prediction is important for aligning  our actions to 

external events, and highlighting a close link between the motor system and temporal 

processing (Kotz & Schwartze, 2011). However, a sequence of events does not need 

to be periodic to evoke temporal expectations. A predictable, but aperiodic, sequence 

of events may still facilitate perception (Heynckes et al., 2020; Lawrance et al., 2014; 

ten Oever et al., 2014). In fact, natural signals rarely are precisely periodic in nature. 

Such predictions may be associated with learned temporal contingencies between 

events, and would thus rely more on memory-based interval-timing rather than 

classically proposed entrainment models of temporal prediction (Rimmele et al., 

2018). 

  

2 Predictions in speech and language processing 

Speech is a highly complex and variable signal, yet humans can extract meaning from 

this signal in a seemingly effortless manner. Predictive processing has been proposed 

as a mechanism that facilitates these dynamic computational demands in daily 

listening situations where the sensory input is suboptimal due to e.g., background 

noise, multiple speakers, or variations in accent. When listening to a speaker, we apply 

our prior knowledge as well as contextual cues including visual information such as 

gestures (ter Bekke et al., 2020) and movement of the articulators (Peelle & Sommers, 

2015), and the rules of the language (DeLong et al., 2005; but see Nieuwland et al., 

2018) to anticipate the upcoming content of an utterance. Predictions might be made 
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about upcoming words in a sentence, based on semantic context (Freunberger & 

Roehm, 2016; Kutas & Hillyard, 1980), to facilitate perception in noisy environments, 

and can even be exploited to facilitate language switching in multilingual settings 

(Martin et al., 2016). At the sublexical level (i.e., independent of lexical or semantic 

content), our brain is tuned toward regularities in combinations of speech sounds 

(Bonte et al., 2005; Di Liberto et al., 2019; Vidal et al., 2019) and speech rhythm (Kotz 

et al., 2018). In any given language, certain speech sounds are more likely to co-occur 

than others. The distributional probability of these combinations of speech sounds is 

termed phonotactic probability. Similarly, any given language will be characterized 

by regularities in fluctuations of the amplitude envelope, giving rise to the speech 

rhythm. One aspect of speech rhythm that can be characteristic of a language is the 

patterns of alternating stressed and unstressed syllables (Dauer, 1983; Ding et al., 

2017; Pike, 1962). In this dissertation, the focus will lie on predictions of phonotactic 

probability and syllable stress as examples of formal and temporal regularities 

(Figure 1).  

 

 

Figure 1: Phonotactic probability and syllable stress as examples of formal and temporal predictions in 
speech processing. Left: Pseudoword notsal has high phonotactic probability, while notkal has low phonotactic 
probability. Right: Bold font indicates stressed syllable, where first syllable stress is more common than second 
syllable stress in Dutch. 
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During development, we acquire implicit knowledge of these regularities, 

which has been demonstrated as early as 8 months of age for syllable co-occurrence 

(Saffran et al., 1996), and around 6-9 months of age for syllable stress patterns 

(Jusczyk et al., 1999). Distributional regularities in the speech signal are used during 

development to guide word segmentation/word learning and continue to facilitate 

sublexical language processes throughout the lifespan. Children and adolescents 

show an effect of phonotactic probability on nonword repetition (Edwards et al., 

2004; Munson, Edwards, et al., 2005; Munson, Kurtz, et al., 2005), starting as early as 

2 years of age (Verhagen et al., 2017), where high probability items are generally 

associated with improvements in both speed and accuracy. This effect may also be 

further mediated by vocabulary size: children with smaller vocabularies struggle 

more with low probability items, leading to a larger effect of phonotactic probability 

than observed in children with larger vocabularies (Edwards et al., 2004; Munson, 

Edwards, et al., 2005; Munson, Kurtz, et al., 2005). Interestingly, when it comes to 

word learning, the effect of phonotactic probability seems to be reversed. By 

analyzing a naturalistic database of words known by infants, Storkel (2009) revealed 

that words with low phonotactic probability seem to be learned more readily by 

children during the first three years of life, with a follow up study of nonword learning 

in 4-year-old children confirming this pattern (Storkel & Lee, 2011). Similar patterns 

are observed in adults, with a high-probability advantages shown for spoken 

nonword recognition (Luce & Large, 2001; Vitevitch & Luce, 1999), nonword 

repetition (Vitevitch & Luce, 1998, 2005), and serial nonword recall (Thorn & 

Frankish, 2005), but a disadvantage for high probability items in word learning 

(Storkel et al., 2006). This contrasting effect of phonotactic probability on word 

learning in both children and adults is hypothesized to be due to low probability 

sequences of speech sounds being more easily identified as novel words that need to 

be learned, effectively triggering the learning process more readily (Storkel, 2009; 

Storkel et al., 2006; Storkel & Lee, 2011).  

Like any auditory signal, the speech signal consists of fluctuations in air 

pressure over time. The timing of these fluctuations heavily influences the perceptual 

outcome. Thus, speech processing is inherently tied to efficient encoding of the 

temporal structure of the speech signal (Kotz & Schwartze, 2010). On short 

timescales, variations in timing of formant transitions and voice-onset time determine 
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the perceived phoneme, while variations of the amplitude envelope at longer 

timescales defines the syllable rate, as well as metric and prosodic cues relevant for 

the processing of speech rhythm. Temporal regularities in the speech signal enable 

anticipation of the timing of upcoming events. While not precisely periodic, the 

average speech rate across languages lies between 3 and 8 syllables per second, 

overlapping with frequency ranges represented in the delta/theta range which are 

typically associated with tracking the amplitude envelope of the speech signal (e.g., 

Giraud & Poeppel, 2012). This allows us to direct our attention and neural resources 

towards the anticipated timing of upcoming speech events (e.g., syllables) to process 

the speech signal more efficiently. In addition to the syllable rate, the speech signal 

also has characteristic rhythmic properties that arise from the alternation of strong 

and weak, or stressed and unstressed syllables. These rhythmic properties can guide 

the parsing of the speech signal into words (Jusczyk et al., 1999; Thiessen & Saffran, 

2003), and in some cases disambiguate the word (e.g. present – present; Cutler & Van 

Donselaar, 2001). The rules of these rhythmic regularities are specific to the language 

at hand, where certain patterns may be more common than others. For example, 

bisyllabic Dutch words are predominantly stressed on the first syllable. 

Motor predictions are formulated during speech production to efficiently 

monitor and adjust our speech output. Several models have been developed to explain 

speech monitoring processes, combining frameworks from linguistic theory, 

perception and motor control (for recent review, see Gauvin & Hartsuiker, 2020). A 

key property of monitoring frameworks is the concept of an internal loop, analogous 

to a prediction of the sensory consequences of a motor plan, which allows the speaker 

to detect and correct speech errors at a faster rate than if they relied on the classical 

external speech perception pathways alone (Levelt, 1983; Nooteboom & Quené, 

2017). Some models of speech monitoring can be considered direct extensions of the 

forward model, including elements such as the efference copy used to generate 

predictions of the sensory consequences to then be compared to the actual auditory 

feedback (Hickok, 2012; Pickering & Garrod, 2013). While these models are limited in 

their applications to lexical, conceptual, or syntactic monitoring (Gauvin & Hartsuiker, 

2020), they account for a range of behavioral and neural observations of 

compensation for disrupted auditory feedback. When speaking in a noisy 

environment, we often subconsciously adjust the loudness of our voice and might find 
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ourselves inadvertently shouting, a phenomenon known as the Lombard effect. 

Similarly, if the auditory feedback of our own voice is manipulated, e.g. through shifts 

in pitch or formants, our articulatory system will adjust its output to correct for this 

(Katseff et al., 2012; Larson et al., 2007). Such corrections can also occur following 

self-produced deviations from the prototype of a target utterance (Niziolek et al., 

2013). Regularities in the formal and temporal structure of utterances may also 

influence their production. In nonword repetition tasks, items with high phonotactic 

probability are repeated faster and more accurately than those with low phonotactic 

probability, in children, adolescents and adults (Edwards et al., 2004; Munson, 

Edwards, et al., 2005; Munson, Kurtz, et al., 2005; Vitevitch & Luce, 1998, 2005). 

During development, we acquire implicit knowledge of the regularities in the 

formal and temporal structure of our native language(s). Sensitivity to these 

regularities appears to contribute to efficient perception and may additionally be 

exploited during reading development. Developmental dyslexia is characterized as 

persistent reading difficulties despite adequate educational opportunities (Lyon et al., 

2003). While prevalence rates vary greatly due to differences in orthographic 

transparency across languages, educational systems and diagnostic criteria across 

countries and institutions, most estimates suggest that up to 10% of children are 

affected by dyslexia (Wagner et al., 2020). Aside from the characteristic reading 

disfluency, dyslexic readers typically show difficulties in tasks related to sublexical 

speech processing (Saksida et al., 2016)These difficulties may involve atypical 

categorical perception (Noordenbos et al., 2012; Serniclaes et al., 2004; but see e.g., 

Romanovska et al., 2019), or impaired lexical stress perception (Goswami et al., 2013; 

Jiménez-Fernández et al., 2015; Leong et al., 2011). It has been proposed that 

individuals with dyslexia have impaired statistical learning abilities (Gabay et al., 

2015; Zhang et al., 2021; but see Schmalz et al., 2017), which would render them with 

reduced sensitivity to regularities in the speech signal, such as phonotactic or 

transitional probabilities. Similarly, some evidence for reduced encoding of amplitude 

rise times in the speech signal suggests atypical rhythmic capabilities in dyslexia 

(Goswami, 2011; Holliman et al., 2010; Ladányi et al., 2020). However, there is 

considerable heterogeneity in the sensory or perceptual deficits associated with 

dyslexia, which, among others, may be related to cross-linguistic variability in 

phonological structure, where auditory cues at different timescales may differ in their 
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relevance (Lallier et al., 2017). Thus, it is of interest to investigate the relationship 

between sensitivity to phonotactic and rhythmic properties of speech in individuals 

with dyslexia, to understand the relationship of these features with successful reading 

development. 

  

3 Electrophysiological correlates of predictive processing 

A variety of neural correlates have been employed to investigate predictive 

processing in the brain. Electroencephalography (EEG) is a particularly useful tool for 

investigating the underlying temporal dynamics given its high temporal resolution. 

EEG is recorded non-invasively via electrodes that are placed on the scalp, typically 

affixed in a cap. The signal picked up by the electrodes consists of a summation of 

postsynaptic potentials originating from groups of neurons oriented in parallel 

fashion. While EEG can pick up signals originating from both tangential and radial 

dipoles, its sensitivity is higher for radial sources located at the surface of the brain. 

Crucially, for a signal to be large enough to be detected non-invasively, large 

ensembles of neurons must fire synchronously. For an overview of methodological 

details of EEG, the reader is referred to works by Cohen (2014) and Luck (2014). 

A central tenet in frameworks on predictive processing is that the anticipation 

of upcoming events allows us to process these more efficiently, as only the deviation 

from the expected event, or the prediction error, needs to be relayed to higher 

processing areas, resulting in less activation for predictable events. Such patterns are 

observed in several event-related potentials (ERPs), ranging from early to late time 

windows. Given the focus of this dissertation on sublexical regularities, this section 

will discuss early ERP correlates of this processing level, specifically the N1, P2, and 

mismatch negativity (MMN). To further elucidate underlying neural dynamics, this 

dissertation also employs time-frequency analysis. Thus, this section will further 

present oscillatory mechanisms associated with predictive processing, as well as 

time-frequency modulations observed in the paradigms applied in the current 

dissertation. 

  

3.1 Event-related potentials 

Analysis of event-related potentials (ERPs) involves averaging the signal across many 

trials. This approach highlights changes in voltage that are time- and phase-locked to 
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a critical event. ERP components measured at the scalp can be characterized by their 

polarity (positive vs negative), amplitude, latency, and topographic distribution. The 

ERP technique is particularly useful due to its high temporal precision and accuracy, 

and provides a relatively simple and intuitive approach to investigating differences in 

neural activity across conditions. A further advantage is that a vast body of literature 

from decades-long research characterizing the functional significance of ERP 

components can be used to interpret and contextualize results. 

The N1 and P2 belong to the group of obligatory cortical auditory evoked 

potentials, meaning that their presence and morphology (latency and amplitude) are 

determined primarily by the acoustic features of the auditory input and the integrity 

of the ascending auditory pathway (Cone-Wesson & Wunderlich, 2003; Purdy et al., 

2001). The N1, or N100, is characterized by a negative deflection at frontocentral 

electrode sites, peaking around 90 - 160 ms after the onset of an auditory stimulus. 

While frequently studied as a unitary event, the N1 deflection observed in the average 

ERP waveform is thought to be composed of several temporally overlapping 

subcomponents representing distinct neural processes that originate from separate 

cerebral generators (Näätänen & Picton, 1987). Some of these subcomponents, 

generated in primary and secondary auditory cortices, reflect specific acoustic 

properties of the stimulus. This is reflected in observations of changes in amplitude 

and latency of the N1 in response to changes in stimulus intensity (e.g., Picton et al., 

1976), frequency (e.g., Picton et al., 1978), or slope of the energy change (e.g., Onishi 

& Davis, 1968). In addition to these specific auditory functions, a further 

subcomponent of the N1 is thought to reflect an “unspecific” transient arousal 

response or attention-triggering process in response to potentially relevant sensory 

input from various modalities (Näätänen & Picton, 1987). 

The N1 is often studied in combination with the P2, or P200. The P2 is 

characterized as a positive deflection at central electrode sites occurring at 

approximately 150 – 250 ms following an auditory stimulus. Historically, it has often 

been studied together with the N1 in a peak-to-peak measurement, however, recent 

evidence suggests that these deflections represent functionally dissociable 

underlying processes (Crowley & Colrain, 2004). Similarly to the N1, P2 amplitude 

and latency are modulated by acoustic features of the stimulus such as intensity 

(Adler & Adler, 1989) and frequency (Wunderlich & Cone-Wesson, 2001), however 
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the nature of the modulations differ. The precise functional significance of the P2 is 

not well characterized. Positivities in the P2 latency window are evoked in a number 

of experimental paradigms, however, a likely role seems to be in attention and 

stimulus classification (García-Larrea et al., 1992). Convergent evidence suggests the 

P2 may be generated by several neural sources that are dissociable from N1 

generators (Crowley & Colrain, 2004). 

In addition to being modulated by low-level acoustic features of auditory 

stimuli, the N1 and P2 components have also been shown to be modulated by some 

linguistic features. For example, attention to speech sounds has been associated with 

a left-lateralization of the M100 (neuromagnetic equivalent of the N1; Parviainen et 

al., 2005; Poeppel et al., 1996). Furthermore, the N1-P2 amplitude can reflect phonetic 

cues that are relevant to speech perception such as amplitude rise time and formant 

transitions (Carpenter & Shahin, 2013), and is later and reduced for syllables 

presented in background noise compared to quiet (Koerner & Zhang, 2015). The 

amplitude of the P2 component specifically has been implicated as a marker of 

perceptual discriminability of speech sounds (Sheehan et al., 2005) and categorical 

perception of phonemes (Bidelman et al., 2013, 2020) and may serve an additional 

function in cohort reduction during visual gating of written words (Bles et al., 2007). 

N1 and P2 are further modulated by the predictability of an event. Evidence 

from this comes from paradigms investigating repetition suppression (sometimes 

termed repetition positivity) and motor-induced suppression of the N1 components. 

In isochronous stimulus sequences, N1 amplitude decreases with increasing number 

of repetitions (Costa-Faidella et al., 2011), which has been linked to increased 

prediction accuracy (Auksztulewicz & Friston, 2016; Baldeweg, 2006; Friston, 2005; 

Winkler et al., 2009). In contrast, the P2 component is typically thought to be 

relatively spared from habituation processes (Kenemans et al., 1989). A large body of 

literature has investigated the N1 and P2 in the context of motor predictions, where 

self-initiated and externally generated stimuli are contrasted with each other. Here, 

self-initiated stimuli show reduced N1 and P2 amplitudes compared to the identical 

stimulus when it is externally triggered (e.g., Aliu et al., 2009; Bäss et al., 2008; Knolle 

et al., 2012, 2013a, 2013b, 2019; Niziolek et al., 2013; Ott & Jäncke, 2013; Pinheiro et 

al., 2018; SanMiguel et al., 2013; Sowman et al., 2012), a phenomenon referred to as 

motor-induced suppression. The degree of this suppression reflects the accuracy of 
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the prediction: more accurate predictions elicit greater suppression (e.g., Bäss et al., 

2008; Niziolek et al., 2013). The suppression patterns may differ for different N1 

subcomponents (SanMiguel et al., 2013). While attention also influences N1 

amplitudes, this is likely independent of the effects of prediction (Timm et al., 2013; 

Foldal et al., 2020). 

This suppression phenomenon has also been studied in the context of speech 

production. Some studies applying altered auditory feedback of utterances (e.g. 

formant or pitch shifts) report alterations in suppression, where unaltered feedback, 

or predictable feedback manipulations are associated with greater suppression 

(Heinks-Maldonado et al., 2005; Scheerer & Jones, 2014). Interestingly, these 

suppression modulations are distinct for N1 and P2 components, suggesting different 

underlying prediction processes (Sato & Shiller, 2018). Even in unaltered voice 

feedback, modulations of the suppression effect are observed, depending on whether 

a specific utterance is comparable to a prototypical utterance (Niziolek et al., 2013) 

or previous utterances of the same sound (Sitek et al., 2013), suggesting that the 

suppression mechanism is tuned for each specific production.  

Another component often studied in the context of predictive processing is the 

mismatch negativity (MMN). This component is evoked in an oddball paradigm, 

where participants are presented with a sequence of stimuli consisting of a frequently 

occurring standard stimulus and one or more less frequent deviant stimuli. Here, the 

deviant stimuli elicit an increased negativity at frontocentral electrode sites around 

100 – 250 ms after the onset of the deviation. The MMN is interpreted as a marker for 

automatic auditory change detection, and is elicited independently of task demands 

(for review, see Näätänen et al., 2007). Crucially for the aim of the current 

dissertation, the sensitivity of the MMN to stimulus features is experience dependent, 

meaning it can be thought of as a marker of learning-induced plasticity. In the study 

of language, it can be used to investigate the listener’s sensitivity to certain linguistic 

features of the stimuli. Here, a larger MMN amplitude or shorter MMN latency are 

typically interpreted as indicators of facilitated change detection, suggesting more 

robust sensory memory traces. For example, the MMN is sensitive to categorical 

phoneme perception, with deviants crossing phoneme boundaries eliciting a larger 

MMN than those within boundaries (Aaltonen et al., 1987; Dehaene-Lambertz, 1997; 

Phillips et al., 2000; but see Ylinen et al., 2006). This pattern emerges during early 
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development, as infants learn their native language’s phoneme categories (Cheour et 

al., 1998). 

Previous work has demonstrated a sensitivity of the MMN to phonotactic 

probability (Bonte et al., 2005, 2007; Noordenbos et al., 2013). When using legal 

phonotactic structures, the pattern of results suggests facilitated change detection, 

with larger MMN amplitudes for high phonotactic probability deviants. Interestingly, 

this pattern is reversed when deviants violate phonotactic constraints of the language 

(Steinberg et al., 2011). Several studies have also investigated the sensitivity of the 

MMN to variations in lexical stress. Many of these studies have been conducted in 

languages with fixed stress patterns, such as Finnish (Ylinen et al., 2009), or 

Hungarian (Honbolygó et al., 2004; Honbolygó & Csépe, 2013; Ragó et al., 2014). In 

these languages, stress always lies on the first syllable, thus changes in this pattern 

violate the constraints of the language. In line with violations of phonotactic 

constraints, MMN modulation by variations in stress patterns appear to follow a 

violation response: when comparing identical stimuli presented as deviant and 

standard to each other, deviants with illegal stress patterns elicit a larger MMN than 

those with legal stress (Honbolygó & Csépe, 2013). In languages with variable stress 

patterns such as Dutch, English or German, studies of MMN sensitivity to variations in 

stress have primarily focused on processing of the perceptual markers of lexical stress 

(pitch, intensity and syllable duration; Tong et al., 2014; Zora et al., 2015), or have not 

directly compared the magnitude of the MMN to different stress patterns, but simply 

noted its presence or absence (Weber et al., 2004) or differences between groups 

(Schaadt & Männel, 2019). Additionally, ERP correlates of phonotactic probability and 

syllable stress have traditionally been studied in isolation, while they vary 

simultaneously in natural speech. 

The current dissertation investigates the neural sensitivity to variations in 

phonotactic probability and syllable stress regularities when passively presented and 

self-generated, as indexed by the N1, P2 and MMN. In Chapter 2, we develop a multi-

feature passive oddball paradigm to investigate processing of phonotactic probability 

and syllable stress simultaneously, filling the described gaps in the literature. In 

Chapter 3, we extend this approach to testing adult dyslexic readers. In Chapter 4, we 

investigate the sensitivity of the N1 and P2 components to phonotactic probability 

and syllable stress in self- and externally triggered speech. 
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1.3.2   Neural oscillations 

While ERPs can give simple and intuitive insights into predictive processing, with 

overall patterns suggesting reduced neural activation, i.e., more efficient processing 

for predictable events, they do not tell us much about the underlying mechanisms that 

lead to these different outcomes. To gain further insights into how the brain processes 

critical events, it can be useful to investigate the time-frequency domain. Cortical 

oscillations have been associated with functions in several cognitive domains, and 

provide a mechanism for flexible and dynamic communication between areas (Fries, 

2005). When quantifying the properties of an oscillation, we can determine its 

frequency, phase, and power. Cortical oscillations are typically grouped into 

frequency bands: delta = ~1 - 4 Hz, theta = ~4 - 8 Hz, alpha = ~8 - 12 Hz, beta = ~ 12 

- 30 Hz, gamma = > 30 Hz. The functional interpretation of modulations in these 

frequency bands can differ depending on the task or cognitive domain being studied. 

In the following section we provide an overview of oscillatory correlates of prediction, 

speech and language processing, as well as auditory change detection associated with 

the mismatch negativity. 

Cortical oscillations have also been implicated in predictive processing (Engel 

et al., 2001; Morillon & Schroeder, 2015). In the context of formal and temporal 

predictions (Arnal & Giraud, 2012), dissociable cortical oscillatory mechanisms have 

been proposed. A central process underlying temporal prediction is thought to be a 

phase reset in slow delta-theta oscillations to align the “ideal phase” of the oscillation 

with anticipated input for efficient processing (Schroeder & Lakatos, 2009). This 

phase-reset has also been observed with temporally predictable yet arhythmic stimuli 

(Breska & Deouell, 2017). Temporally predictable events have also been associated 

with a reduction in alpha power (Rohenkohl & Nobre, 2011), signaling a decrease in 

active inhibition, or conversely increased attention towards an event (Jensen et al., 

2012; Klimesch, 2012). Finally, beta power is coupled with delta/theta phase to track 

temporal regularities in a signal (Arnal et al., 2015; Cravo et al., 2011). Given the 

established role of beta oscillations in motor activity, this highlights once more the 

close link between temporal prediction and the motor system (Kotz & Schwartze, 

2011; Morillon & Schroeder, 2015). This beta modulation is thought to serve the 

function of synchronizing relevant neuronal populations for anticipated sensory 
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input, thereby also contributing to formal prediction mechanisms (Arnal & Giraud, 

2012; Bressler & Richter, 2015; van Pelt et al., 2016). The magnitude of the prediction 

error, or mismatch between expected and actual sensory input, is represented by 

gamma power (Brodski et al., 2015; van Pelt et al., 2016). This proposed oscillatory 

framework highlights the notion that formal and temporal predictions are generated 

via distinct yet interacting processes. 

Cortical oscillations have also been attributed specific functions in speech 

processing (Giraud & Poeppel, 2012; Poeppel, 2003). A key feature of the speech 

signal is that units of analysis are organized at different time scales. While the speech 

signal is not precisely periodic, it is nevertheless characterized by temporal 

regularities. Rapid spectral transitions at the scale of 30-50 Hz mark phonemic 

information such as formant transitions or voice-onset times, while slower temporal 

modulations around ~3-8 Hz of the amplitude envelope relate to the timing of 

syllables. Finally, prosodic information indicative of the timing of words and phrases 

occurs at rates around 1-2 Hz (Poeppel. 2003). Following these temporal modulations 

at different time scales, it has been proposed that auditory cortical oscillations allow 

segmentation of the speech signal into the relevant linguistic units, where low 

frequency delta/theta oscillations track the amplitude envelope of incoming speech, 

and through theta-gamma nesting align neuronal excitability in the low gamma range 

(~30-50 Hz) to the syllable rate for fine-grained analysis at the phonemic level 

(Rimmele et al., 2021). At higher linguistic processing levels, theta and alpha 

oscillations have been linked to lexical retrieval (Bastiaansen et al., 2005; Mellem et 

al., 2013; Peña & Melloni, 2012), while beta and gamma oscillations have been linked 

to syntactic and semantic processing, respectively (Bastiaansen et al., 2010; 

Bastiaansen & Hagoort, 2015; Peña & Melloni, 2012). 

While the ERP correlates of auditory change detection as studied in the oddball 

paradigm have been well characterized, recent directions have begun to approach this 

process from an oscillatory perspective to elucidate underlying neural mechanisms. 

Given the vast analytical flexibility in the time-frequency domain, synthesizing the 

results of these investigations into a cohesive picture is challenging, however some 

patterns emerge that mirror observations in the ERP domain and contribute to their 

functional interpretation. A dominant observation in time-frequency analyses 

auditory change detection is an increase in theta ITC for the deviant relative to the 
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standard (e.g., Fuentemilla et al., 2008; Hsiao et al., 2009), sometimes also associated 

with an increase in theta power. These theta modulations have been shown to be 

associated with perceptual discrimination abilities (Bishop et al., 2011; Jin et al., 

2014) and speech intelligibility (Koerner et al., 2017). Additionally, the theta 

modulations may differ depending on language abilities (Cantiani et al., 2019; 

Halliday et al., 2014). Chapter 3 of the current dissertation investigates the time-

frequency correlates of auditory change detection in the passive oddball paradigm. 

Specifically, the aim was to understand whether formal and temporal deviants are 

associated with distinct neural mechanisms that can be attributed to formal and 

temporal prediction, with a focus on low-frequency oscillations as these are 

associated with tracking phonotactic (Di Liberto et al., 2019) and syllable stress 

regularities, and are hypothesized to be impaired in dyslexic readers (Goswami, 2011; 

Lallier et al., 2017). 

 

4 Overview 

This doctoral dissertation presents the findings from three EEG experiments 

examining the role of sublexical formal and temporal regularities in speech 

processing. In Chapter 2, a multi-feature passive oddball paradigm with stimuli 

consisting of Dutch pseudowords is developed, to test the sensitivity of the mismatch 

negativity to variations in phonotactic probability and syllable stress in Dutch 

pseudowords. Chapter 3 extends this approach to investigate the sensitivity of these 

features in individuals with dyslexia, investigating the modulation of the MMN and 

the associated time-frequency correlates. Chapter 4 employs a motor-to-auditory 

paradigm to investigate the sensitivity of the N1 and P2 components to variations in 

phonotactic probability and syllable stress. 
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ABSTRACT 

 

Predictions of our sensory environment facilitate perception across domains. During 

speech perception, formal and temporal predictions may be made for phonotactic 

probability and syllable stress patterns, respectively, contributing to the efficient 

processing of speech input. The current experiment employed a passive EEG oddball 

paradigm to probe the neurophysiological processes underlying temporal and formal 

predictions simultaneously. The component of interest, the mismatch negativity 

(MMN), is considered a marker for experience-dependent change detection, where its 

timing and amplitude are indicative of the perceptual system’s sensitivity to 

presented stimuli. We hypothesized that more predictable stimuli (i.e. high 

phonotactic probability and first syllable stress) would facilitate change detection, 

indexed by shorter peak latencies or greater peak amplitudes of the MMN. This 

hypothesis was confirmed for phonotactic probability: high phonotactic probability 

deviants elicited an earlier MMN than low phonotactic probability deviants. We do 

not observe a significant modulation of the MMN to variations in syllable stress. Our 

findings confirm that speech perception is shaped by formal and temporal 

predictability. This paradigm may be useful to investigate the contribution of implicit 

processing of statistical regularities during (a)typical language development.  
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1 Introduction 

In order to effectively deploy resources for efficient processing of incoming 

sensations from our environment, our brain formulates online predictions of 

upcoming sensory events (Engel et al., 2001; Friston, 2012; Raichle, 2010). This is 

possible through our knowledge about regularities in the sensory environment, 

allowing us to anticipate the consequences of an action, adapt behaviour to an 

upcoming event, or ease sensory processing under noisy conditions. These 

predictions may be formal (‘what’) or temporal (‘when’) in nature (Arnal & Giraud, 

2012). A formal prediction constitutes a prediction of the formal structure or content 

of an upcoming event. In speech processing, formal predictions can occur at multiple 

levels, such as the semantic category of a word in a sentence, or the sequence of 

speech sounds (phonemes) within words, the phonotactic structure. Temporal 

predictions on the other hand are related to the anticipation of temporally regular 

events. Within language, the vocalic nucleus of a syllable is often considered the 

perceptual beat (Port, 2003), and the metre (alternation between strong and weak 

beats) can be described as the alternation between strong and weak (or stressed and 

unstressed) syllables. Therefore, the anticipation of syllable stress may constitute a 

form of temporal prediction.  

Formal and temporal predictions are thought to operate via distinct neural 

oscillatory mechanisms (Arnal & Giraud, 2012) and structural circuits (Kotz & 

Schwartze, 2010, 2016). While the processing of formal and temporal structure of the 

speech signal has traditionally been studied in isolation, these features vary 

simultaneously in natural speech. A few studies have found variation in metre to 

influence semantic (Rothermich et al., 2012) and syntactic (Schmidt-Kassow & Kotz, 

2009) processing. Furthermore, difficulties in processing the temporal structure of 

speech have been suggested to underlie phonological processing deficits observed in 

dyslexia (Goswami, 2011; Ladányi et al., 2020; Lallier et al., 2017). It is therefore of 

interest to study how formal and temporal predictability may interactively influence 

speech perception.  

Both forms of predictions are established through experience in development 

and may play a vital role in successful skill learning. Evidence of sensitivity to 

regularities of the formal and temporal structure of language can already be found in 

infants. Newborns within 5 days of birth are already sensitive to differences in the 
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rhythmic structure of speech (Nazzi et al., 1998), while sensitivity to statistical 

regularities between neighbouring speech sounds has been demonstrated as early as 

8 months of age (Saffran et al., 1996). Sensitivity to syllable stress and phonotactic 

probability provide a crucial foundation for early language development, allowing 

infants to segment words in the continuous speech signal (Jusczyk et al., 1999; Mattys 

& Jusczyk, 2001; Thiessen & Saffran, 2003).  

Phonotactic probability continues to influence performance on a number of 

primarily sublexical language processes throughout the lifespan. Children and 

adolescents show better performance in speed and accuracy for high compared to low 

phonotactic probability items in nonword repetition tasks (Edwards et al., 2004; 

Munson, Edwards, et al., 2005; Munson, Kurtz, et al., 2005). This effect is reversed for 

word learning (Storkel, 2009; Storkel & Lee, 2011). Similar patterns are observed in 

adults, with a high-probability advantages shown for spoken nonword recognition 

(Luce & Large, 2001; Vitevitch & Luce, 1999), nonword repetition (Vitevitch & Luce, 

1998, 2005) and serial nonword recall (Thorn & Frankish, 2005), but a disadvantage 

for high probability items in word learning (Storkel et al., 2006). This contrast 

between nonword repetition and word learning in both children and adults is 

hypothesized to be due to low probability sequences of speech sounds being more 

easily identified as novel words that need to be learned, effectively triggering the 

learning process more readily (Storkel, 2009; Storkel et al., 2006; Storkel & Lee, 

2011).  

Although these and other behavioural effects of phonotactic probability are 

relatively well documented (see review by Auer & Luce, 2005)), the role of lexical 

stress in speech perception, beyond guiding speech segmentation, is less well studied. 

When a language permits different lexical stress patterns, these may guide the 

resolution of lexical conflict in spoken word recognition (Cutler, 2005). Performance 

on nonword repetition has also been shown to improve for more “typical” stress 

patterns within the language (Vitevitch et al., 1997).  

 We aim to probe neural correlates of these processes in normally reading 

adults by means of a passive oddball paradigm, which is particularly suited for the 

investigation of experience-dependent neurophysiological changes. In a classical 

passive oddball paradigm, a sequence of auditory stimuli is presented to the 

participant, consisting of a frequently occurring standard stimulus, and an infrequent 
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deviant or ‘oddball’ stimulus. The participant is instructed to ignore the stimuli and 

typically reads a book or watches a silent film to remain awake and relaxed. In this 

type of passive paradigm, the ERP component of interest is the mismatch negativity 

(MMN), a negative deflection in voltage surrounding frontocentral and central 

electrodes in the window 100 – 250 ms after the onset of the stimulus deviation 

(Näätänen et al., 2007). While early MMN studies have used simple stimuli such as 

pure tones (Näätänen et al., 1978), the component has also been employed to study 

linguistic processing, ranging from simple vowel discrimination (Aaltonen et al., 

1987) to higher-order processes such as syntax (Pulvermüller & Shtyrov, 2003). The 

MMN has been interpreted as a marker for experience-dependent change detection 

and its timing and amplitude are indicative of the perceptual system’s sensitivity to 

the presented stimuli.  

Oddball experiments in adults and children have demonstrated that the MMN 

component can be modulated by variations in phonotactic probability, i.e. the 

probability of the co-occurrence of phonemes in a language, where deviants with 

higher probability have been shown to elicit larger mismatch responses compared to 

deviants with low probability (Bonte et al., 2005, 2007; Noordenbos et al., 2013). The 

paradigm has also been applied to study processing of syllable stress patterns in both 

real and pseudowords (Honbolygó et al., 2004; Honbolygó & Csépe, 2013; Ragó et al., 

2014; Ylinen et al., 2009). In languages with a strict syllable stress pattern such as 

Hungarian and Finnish, where stress is always on the first syllable in bisyllabic words, 

deviant stimuli using an illegal stress pattern elicit two consecutive MMNs, where the 

first is thought to reflect the missing stress on the first syllable, while the second 

reflects the detection of the unexpected stress on the second syllable (Honbolygó et 

al., 2004; Honbolygó & Csépe, 2013; Ylinen et al., 2009). Although variations of formal 

and temporal predictability simultaneously occur in natural speech, ERP studies have 

so far typically investigated these in isolation. 

In the current study, we employed a multi-feature oddball paradigm 

simultaneously manipulating both formal and temporal predictions in Dutch 

pseudowords, in the form of phonotactic probability and syllable stress pattern, 

respectively. We examined the effect of violations of these predictions on the MMN 

response, where we expected the timing and magnitude of this response to vary with 

the formal and temporal predictability of the stimuli. If more predictable formal and 
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temporal features of the stimuli (i.e. high phonotactic probability and first syllable 

stress) are processed more efficiently, this should lead to easier change detection, 

indexed by greater MMN peak amplitudes and/or shorter latencies. This has been 

shown for phonotactic probability (Bonte et al., 2005, 2007; Noordenbos et al., 2013). 

However previous studies investigating MMN sensitivity to syllable stress have been 

primarily conducted in languages with fixed-stress patterns (Honbolygó et al., 2004; 

Honbolygó & Csépe, 2013; Ragó et al., 2014; Ylinen et al., 2009). Those conducted in 

languages with variable stress patterns (e.g. English, German), primarily focussed on 

MMN sensitivity to specific acoustic features of syllable stress, comparing responses 

between naturally spoken first syllable stress standards to deviants where pitch, 

intensity or vowel duration is manipulated to generate second syllable stress (Tong 

et al., 2014; Zora et al., 2015), or simply note the presence of an MMN to both first and 

second syllable stress deviants without directly comparing the two (Weber et al., 

2004). Additionally, to extend upon previous studies which investigated these 

features in isolation, we aimed to test whether their simultaneous manipulation 

would yield similar or different patterns of MMN modulations, and whether stimulus 

features would interactively modulate the mismatch response (i.e. whether variations 

in syllable stress modulate formal deviant processing and vice versa).  

In summary, the current study aims to test the following hypotheses: (1) 

deviants differing from standards in terms of phonotactic probability (hereafter 

formal deviants) or syllable stress (hereafter temporal deviants) elicit an MMN, 

indicated by a greater negativity in response to deviants compared to standards; (2) 

this MMN to formal or temporal deviants is modulated by phonotactic probability or 

syllable stress, respectively, which may present as a larger MMN amplitude (Bonte et 

al., 2005, 2007; Noordenbos et al., 2013), or shorter MMN latency for more 

predictable (high phonotactic probability/first syllable stress) deviants. (3) 

variations in predictability in the other domain (syllable stress for formal deviants, 

phonotactic probability for temporal deviants) may further modulate this MMN 

sensitivity. The analyses compared identical stimuli presented in different conditions 

(standard versus formal or temporal deviant), which allowed us to generalize the 

results beyond mere acoustic differences between the stimuli.  
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2       Methods 

2.1    Participants 

29 native Dutch-speaking participants with normal reading skills participated in the 

experiment after giving their informed consent. 5 participants were excluded from 

further analysis (1 for technical issues during recording, 1 for excessive noise in EEG 

data (>20% trials rejected from amplitude criterion), 2 for exclusion criteria revealed 

during or after participation (1 left-handed, 1 learning disability), 1 for failure to 

complete both study visits), leaving a final sample of 24 right-handed participants 

(mean age = 22.6; range = 18 - 30, 10 males). The study was approved by the Ethics 

Committee of the Faculty of Psychology and Neuroscience at Maastricht University 

performed in accordance with the approved guidelines and the Declaration of 

Helsinki.  

 

 

Figure 1: Experimental design. (a) Pseudoword stimuli varying in phonotactic probability (PhonProb) and 
syllable stress (SylStr). Bold font indicates stressed syllable (SylStr1 = first syllable, SylStr2 = second syllable. The 
phoneme combination '-ts-' constitutes high phonotactic probability (HPP) and '-tk-' low phonotactic probability 
(LPP). (b) Overview of experimental session. (c) Each stimulus is presented as standard (SD), formal deviant (FD), 
and temporal deviant (TD) in separate conditions (Cond), allowing the comparison of identical stimuli across 
conditions (example highlighted for notsal). 

 

2.2    Stimuli 

2.2.1    Pseudowords 

The stimuli used in the oddball paradigm were adapted from a previous paradigm 

employing Dutch pseudowords notsel and notkel (Bonte et al., 2005, 2007). These 

stimuli were initially constructed by calculating phonotactic probabilities using the 

CELEX database (Baayen et al., 2001), where the phonotactic structure ‘-ts-’ was found 
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to have a higher probability than ‘-tk-’. This stimulus pair can therefore be used to test 

the role of formal predictions. To add the dimension of temporal prediction to these 

stimuli, we additionally varied the syllable stress pattern placing the stress on either 

the first or second syllable, creating a stimulus quadruplet (Figure 1a). We adapted 

the pseudoword pairs from notsel-notkel to notsal-notkal in order to avoid possible 

changes of the vowel ‘schwa’ due to stress variation. Both phonotactic constructions 

and syllable stress patterns are legal in Dutch but occur at different frequencies. The 

relative frequencies of these features are indicated in Table 1, as determined by the 

word frequencies of bisyllabic Dutch words containing the target phoneme structure 

or syllable stress pattern, retrieved from the CELEX database (Baayen et al., 2001).  

 

2.2.2 Recording and editing stimuli 

The stimuli were spoken by a female native Dutch speaker and recorded in a sound 

attenuated chamber using GoldWave Digital Audio Editor (sampling rate 44100 Hz, 

16 bit; GoldWave Inc., St. John’s, NL Canada). Due to the scarcity of second syllable 

stress in bisyllabic words with a CVCCVC syllable structure (occurring only in 6% of 

CVCCVC words as indicated in Table 1), natural pronunciation of the pseudowords 

with second syllable stress can be challenging to Dutch speakers. To circumvent this 

issue, the speaker was instructed to pronounce the syllables of interest within the 

context of existing bisyllabic Dutch words, which contained the same (spoken) 

consonant cluster and stress pattern as the target pseudowords.  

The speaker first pronounced the existing Dutch word several times to 

familiarize herself with it. The first or second syllable of the word was then replaced 

by the target syllable in the pseudoword, and the speaker was instructed to 

pronounce the new word with the same stress pattern as the original word. Thus, the 

speaker first pronounced the real word /badzout/, followed by the pseudowords 

/notzout/ and /badsal/ (bold font denotes syllable stress, underline denotes target 

syllable) to create our first syllable stress pseudoword /notsal/. The other syllables 

were constructed in a similar way: /ontslag/ -> /notslag/ & /ontsal/ -> /notsal; 

/geldkas/ -> /notkas/ & /geldkal/-> /notkal/ and /goedkoop/ -> /notkoop/ & 

/goedkal/ -> /notkal/. (Note that in Dutch, a syllable final /d/ is indistinguishable 

from a syllable final /t/ due to final-obstruent devoicing, and the /z/ in /badzout/ is 

pronounced as /s/). The target syllables were later spliced from these recordings and 
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combined to create the pseudowords using Praat (Boersma & Weenink, 2013). The 

matching consonant cluster at the syllable boundary ensured identical co-articulatory 

cues, facilitating cross-splicing of syllables to create the final pseudowords. To 

construct the pseudowords, excised target syllables were paired to ensure equivalent 

changes in pitch and intensity for both first or second syllable stress. Notsal stimuli 

were created by combining /no/ of the first syllable with /tsal/ from the second 

syllable to minimize acoustic artefacts within the consonant cluster /ts/ from the 

splicing procedures. Because of the voice-onset time preceding the /k/ in /-kal/, this 

was not necessary for notkal stimuli. The constructed stimuli were then edited to 

equalize for loudness (rms amplitude) and duration (600 ms). Three versions of each 

stimulus were created from distinct utterances of each syllable (i.e. each syllable in 

the final pseudowords was unique). This allowed the generalization to the target 

features of phonotactic probability and syllable stress beyond small acoustic 

variations. 

 

Table 1 

INL frequencies of target phoneme structures and syllable stress patterns 

 PhonProb SylStr 

 -ts- 

Freq 

-tk- 

Freq 

-ts-/-tk- 

Ratio 

SylStr1 

Freq 

SylStr2 

Freq 

SylStr1/SylStr

2 

Ratio 

All BiSyl 94061 7787 12.09 7633058 1926345 3.962 

CVCCVC 1227 0 - 292794 18817 15.560 

Note. Frequencies represent the sum of INL (Instituut voor de Nederlandse Taal) frequencies of all Dutch words 
containing the indicated consonant cluster or stress pattern, for all bisyllabic Dutch words (All BiSyl) or limited to 
those with a CVCCVC structure, while ratios represent the ratio of these frequencies for high probability (HPP, 
SylStr1) compared to low probability (LPP, SylStr2) conditions. (C = consonant, V = vowel, SylStr1 = 1st syllable 
stress, SylStr2 = 2nd syllable stress). 
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2.3    Data acquisition 

2.3.1 Oddball paradigm 

A passive oddball paradigm was used, where each stimulus served as the standard in 

separate conditions (Figure 1b,c). Each condition contained a temporal and a formal 

deviant, which differed from the standard in terms of either the syllable stress or 

phonotactic probability, respectively. Each condition contained a total of 1,620 trials 

(1,332 standards and 144 deviants, or 8.9%, per deviant type). The experiment took 

place over two sessions. Each session consisted of three runs of approx. 24 mins, split 

into four blocks (one per condition) of 270 trials. Participants were encouraged to 

take breaks as needed in between blocks and runs. Within a block, trials were 

presented with trial duration of 1,200 ms (i.e. inter-stimulus-interval 600 ms). The 

stimuli were presented in pseudorandom order, with deviants separated by 1-8 

standards. The order of blocks within each run was randomized for each participant. 

 

2.3.2 EEG recording 

EEG was recorded with BrainVision Recorder (Brain Products, Munich, Germany) 

using a 63-channel recording setup. Ag/AgCl sintered electrodes were mounted in an 

EasyCap electrode cap (EASYCAP GmbH, Herrsching, Germany) according to the 10% 

equidistant system, including 57 scalp electrodes, left and right mastoids for offline 

re-referencing, and four EOG electrodes to facilitate removal of artefacts caused by 

eye movements. The skin at electrode sites was prepared with NuPrep Skin Prep Gel 

(DO Weaver and Co., USA) and an electrolyte gel was used to keep impedances below 

10kΩ. Data were recorded at a sampling rate of 1000Hz, using Fpz as an online 

reference and AFz as ground. During recording, participants were seated on a 

comfortable chair in an acoustically and electrically shielded room and instructed to 

watch a silent nature documentary while ignoring the auditory stimuli. 

  

2.4    Analysis 

2.4.1 Preprocessing 

Preprocessing was performed using MATLAB 2017a and the EEG analysis toolbox 

Letswave 6 (https://github.com/NOCIONS/letswave6). Data were first filtered (band 

pass 0.5 – 70 Hz, notch filter 48 – 52 Hz) and down-sampled to 250 Hz. Noise from 

eye-movements, muscle artefacts, and noisy electrodes was removed using 
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independent component analysis(Delorme et al., 2007) (ICA) with the runica 

algorithm implemented in Letswave 6, decomposing the signal into 63 components. 

The time course recorded during the breaks between blocks was removed from the 

data to reduce noise prior to the ICA. Artefactual components were selected for 

removal based on the time course and topography. A median of 19 components 

(~30%) was rejected per dataset (SD = 6). From the resulting data, -100 to 1000 ms 

epochs relative to the onset of the stimulus were extracted. After DC removal and 

baseline correction to the pre-stimulus interval (-100 to 0 ms), an automatic artefact 

rejection algorithm was applied with an amplitude criterion of 75µV over scalp 

electrodes to remove trials with remaining artefacts, and the data was re-referenced 

to the average mastoids. Deviants occurring after only one standard were excluded 

from analysis. Standards immediately preceding deviants were selected for analysis, 

resulting in up to 126 trials for each deviant type, and 252 standards for each 

stimulus. To allow comparing the same standard trials to both formal and temporal 

deviants, while ensuring equal number of trials across conditions, a random subset of 

standards was selected to equal the smallest number of deviants across conditions 

per participant. Within participants, the number of trials was equalized across 

conditions, leading to a final number of 99 – 124 trials per condition per participant. 

 

2.4.2 ERP analysis 

Trials were averaged after time-locking to the onset of the auditory deviation, 

corresponding to stimulus onset for temporal deviants, and the /t/-onset for formal 

deviants. Difference waves were calculated (deviant – standard of identical stimuli, 

where the standard was always time-locked to the same moment as the respective 

deviant). Individual and grand average difference waveforms per condition where 

examined to determine the time window for peak extraction (100 - 300 ms after /t/-

onset for formal deviants, 200 - 350 ms after stimulus onset for temporal deviants). 

MMN peak latency to formal and temporal deviants was defined based on the 

difference waves per participant at FCz. This electrode was selected due to the well-

documented frontocentral topography of the MMN (Näätänen et al., 2007). Amplitude 

measures of the MMN were determined around the FCz peak latency for all other 

electrodes to ensure the comparison of the same underlying process across the scalp 

(Luck, 2014). First an automatic algorithm in the Letswave toolbox was used to find a 
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negative peak at FCz in the pre-specified time window.  The waveforms and 

topography were then visually inspected to confirm the selection, or to adjust it to a 

more fitting peak that reflected the typical frontocentral MMN topography, within a 

final time window of 80 - 300 ms for formal deviants, and 120 - 370 ms for temporal 

deviants. Mean amplitudes (+/- 24ms surrounding the peak) were calculated for 

standard and deviant waveforms at all other electrodes at this latency. Frontocentral 

(Fz, F1, F2, F3, F4, FCz, FC1, FC2, FC3, FC4) and centroparietal (Cz, C1, C2, C3, C4, CPz, 

CP1, CP2, CP3, CP4) regions of interest for the amplitude measures were selected 

based on the frontocentral topography of the elicited mismatch response and 

comparisons with previous literature(Bonte et al., 2005; Honbolygó & Csépe, 2013; 

Ylinen et al., 2009). 

Statistical analyses were performed in R (version 3.6.3, R Core Team, 2013) 

with the Rstatix package (Kassambara, 2019). For formal and temporal deviants 

individually, the MMN mean amplitudes were analysed with a 2x2x2x2 repeated 

measures ANOVA with phonotactic probability (PhonProb: HPP vs. LPP), syllable 

stress (SylStr: SylStr1 vs. SylStr2), condition (Standard vs. Deviant) and region-of-

interest (ROI: frontocentral vs. centroparietal) as within-subjects factors. We set out 

to test the following hypotheses: (1) formal and temporal deviants elicit an MMN, 

indicated by main effect of condition on MMN mean amplitude, with greater negativity 

for deviants compared to standards; (2) this MMN is sensitive to the predictability of 

the stimulus features (phonotactic probability x condition for formal deviants, syllable 

stress x condition for temporal deviants), with more predictable features (HPP or 

SylStr1) showing a greater mismatch response; (3) variations in predictability in the 

other domain (syllable stress for formal deviants, phonotactic probability for temporal 

deviants) may further modulate this MMN sensitivity (phonotactic probability x 

syllable stress x condition).  

The MMN latency for both deviant types was further analyzed in a 2x2 

repeated measures ANOVAs with PhonProb and SylStr as within-subjects factors 

(because the peak latency was determined based on the difference wave MMN peak 

at a single electrode, Cond and ROI were not included as factors in this analysis). Here 

we tested our hypotheses (2) the MMN latency is sensitive to the predictability of 

stimulus features, indicated by main effect of phonotactic probability for formal 

deviants and syllable stress for temporal deviants, with more predictable features 
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(HPP or SylStr1) showing an earlier mismatch response; and (3) variations in 

predictability in the other domain (syllable stress for formal deviants, phonotactic 

probability for temporal deviants) may further modulate this MMN sensitivity 

(phonotactic probability x syllable stress). 

 

3 Results 

Figure 2 provides an overview of the waveforms elicited by the stimuli presented 

within each condition (e.g. standard (SD) = notsal, formal deviant (FD) = notkal, 

temporal deviant (TD) = notsal), time-locked to the onset of the stimulus. Visual 

inspection of the waveforms revealed that all pseudoword contrasts elicited a 

mismatch response between 100 - 350 ms after the onset of auditory stimulus 

deviation. Formal deviants appeared to show a negative deflection compared to the 

standard in the window 100 - 300 ms after the auditory deviation at the /t/-onset 

(~350 – 550ms after stimulus onset), in all conditions but LPP SylStr2 (bottom right 

panel), while temporal deviants showed a similar negative deflection around 200 - 

350 ms after stimulus onset. In order to focus on MMN modulations at a more abstract 

level of representation, in our further analyses we compared the activity elicited by 

the same stimuli as standards and deviants across blocks; e.g. notsal formal deviant 

minus notsal standard. The following results are presented for formal and temporal 

deviants separately, time-locked to the auditory deviation in the respective contrasts. 

Amplitude analyses were performed on mean amplitudes (+/- 24 ms surrounding 

peak). Here we present results of the tests of our a priori hypotheses, corrected for 

multiple comparisons using Bonferroni-Holm correction (Cramer et al., 2016). All 

other effects tested in the ANOVAs (significant and non-significant), can be found in 

the supplementary materials. 
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Figure 2: Grand average waveforms +/- SEM at a frontocentral ROI within conditions: Each panel represents 
one standard (black) and the formal (red) and temporal (green) deviants that were presented within a block: SD 
= Standard, FD = Formal deviant, TD = Temporal deviant. 

 

3.1 Formal deviants 

Grand average ERPs for standards and formal deviants, time-locked to the onset of 

the /t/ at the frontocentral ROI, are shown in Figure 3. Both HPP and LPP formal 

deviants, averaged across syllable stress, showed a more negative peak response 

compared to the identical stimulus presented as a standard in a window around 100 

- 300 ms after the /t/-onset, with comparable topographies (Figure 4a). Visual 

inspection of the difference waves suggests an effect of phonotactic probability, with 

a larger mismatch response for LPP formal deviants and an earlier mismatch response 

for HPP deviants (top panel), but no effect of syllable stress on formal deviants 

(bottom panel). 
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Figure 3: Formal deviants. Grand average waveforms +/- SEM at frontocentral ROI, time-locked to /t/-onset. Top 
panel is averaged across syllable stress: high phonotactic probability (red: deviant, blue: standard), low 
phonotactic probability, and the difference waves (dark grey: high PhonProb, light grey: low PhonProb). The 
bottom panel is averaged across phonotactic probability: first syllable stress, second syllable stress, and difference 
waves (dark grey: SylStr1, light grey: SylStr2). Shaded area in difference waves represents window for MMN peak 
extraction.  

 

The amplitude observations were statistically tested using a 2x2x2x2 repeated 

measures ANOVA (PhonProb x SylStr x ROI x Cond) on MMN mean amplitudes. The 

analysis of mean amplitudes revealed a significant main effect of Cond [F(1,23) = 

107.642, padj < 0.001], with deviants eliciting a significant MMN, confirming our first 

hypothesis. The PhonProb x Cond interaction was not significant [F(1,23) = 0.187, padj 

= 1.000], however, a possible trend towards a three-way PhonProb x Cond x ROI 

interaction [F(1,23) = 8.568, padj = 0.112] is observed (Figure 5a). Post-hoc two-sided 

paired-samples t-tests on the mean amplitude difference (FD – SD) comparing high 

and low phonotactic probability, averaged across syllable stress, did not reveal any 

significant effect in either the frontocentral [t(23) = 1.08, padj = 0.584] or 

centroparietal ROIs [t = -0.373, padj = 1.000] (while we hypothesized a larger MMN for 

HPP deviants, which would warrant a one-sided test, our data as seen in Figure 3 

suggest a larger MMN or LPP deviants, therefore we selected the two-sided test).  
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Figure 4: MMN topographies. Average MMN topographies of mean amplitude (+/- 24ms) surrounding individual 
MMN peaks. Left: Formal deviants averaged across syllable stress. Right: Temporal deviants, averaged across 
phonotactic probability. 

 

Latency observations were tested in a 2x2 repeated-measures ANOVA 

(PhonProb x SylStr) on MMN peak latency. This analysis revealed a main effect of 

PhonProb [F(1,23) = 16.249, padj = 0.0016], where HPP deviants show a shorter peak 

latency than LPP deviants (Figure 6a). Thus, we are able to confirm our second 

hypothesis that the MMN is sensitive to phonotactic probability, however unlike 

previous studies (Bonte et al., 2005, 2007; Noordenbos et al., 2013) which 

demonstrated an effect in MMN amplitude, we observe this effect in MMN latency. 

Neither amplitude nor latency measures show support for our hypothesis that formal 

deviant processing may be modulated by syllable stress. No other significant effects 

were observed for amplitude (Supplementary Table S3) or latency (Supplementary 

Table S4).  
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Figure 5: MMN mean amplitudes (Deviant – Standard). (a) Formal deviants, averaged across syllable stress at 
centroparietal (CP) and frontocentral (FC) ROIs. No significant effect of phonotactic probability on MMN mean 
amplitude in either ROI (posthoc two-sided paired samples t-test, Bonferroni correction). (b) Temporal deviants, 
averaged across phonotactic probability at CP and FC. No statistical comparison was made due to non-significant 
SylStr x Cond interaction. Errorbars represent 95% confidence interval of the mean. 

 

 

Figure 6: MMN latency measures. (a) Formal deviants averaged across syllable stress. Significant main effect of 
phonotactic probability (2x2 ANOVA, Bonferroni-Holm correction), with HPP deviants eliciting and earlier MMN 
compared to LPP deviants. (b) Temporal deviants averaged across phonotactic probability. No significant main 
effect of syllable stress (2x2 ANOVA, Bonferroni-Holm correction). 
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3.2 Temporal deviants 

Grand average ERPs for standards and temporal deviants time-locked to the onset of 

the stimulus at the frontocentral ROI are shown in Figure 7. First and second syllable 

stress temporal deviants, averaged across phonotactic probability, showed a more 

negative peak response compared to the identical stimulus presented as a standard 

in a window around 200 – 300 ms after stimulus onset, with comparable topographies 

(Figure 4b). Visual inspection of the difference waves suggests an effect of syllable 

stress, with a larger mismatch response for temporal deviants with first syllable 

stress (top panel), but no apparent effect of phonotactic probability (bottom panel).  

 These observations were again tested statistically with a 2x2x2x2 repeated-

measures ANOVA (PhonProb x SylStr x ROI x Cond) on MMN mean amplitudes. The 

analysis of mean amplitudes revealed a significant main effect of Cond [F(1,23) = 

78.159, padj < 0.001], confirming our hypothesis that the temporal deviants elicit an 

MMN. The SylStr x Cond interaction did not reach significance after Bonferroni-Holm 

correction [F(1,23) = 5.360, padj = 0.420] (Figure 5b). No other amplitude measures 

were significant (Supplementary Table S7). The 2x2 ANOVA (PhonProb x SylStr) on 

MMN peak latency at FCz revealed no significant main effects or interactions (Figure 

6b, Supplementary Table S8).  
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Figure 7: Temporal deviants. Grand average waveforms +/- SEM at frontocentral ROI, time-locked to word onset. 
Top panel: averaged across phonotactic probability: first syllable stress (red = deviant, blue = standard), second 
syllable stress, and difference waves (dark grey = SylStr1, light grey = SylStr2). Bottom panel: averaged across 
syllable stress: high phonotactic probability, low phonotactic probability, and difference waves (dark grey = HPP, 
light grey = LPP). Shaded area in difference waves represents window for MMN peak extraction. 

 

4 Discussion 

The aim of the current experiment was to develop and test an EEG paradigm to 

provide a measure for formal and temporal predictions in speech perception. This 

was achieved by means of a passive auditory oddball paradigm, with stimuli 

consisting of Dutch pseudowords varying in their phonotactic probability (formal 

prediction) and syllable stress pattern (temporal prediction). The component of 

interest, the mismatch negativity, is a marker of auditory change detection modulated 

by experience: It is sensitive to higher-level regularities in the speech signal which are 

acquired during development, including phonotactic probability (Bonte et al., 2005) 

and syllable stress (Honbolygó & Csépe, 2013). While both features have been studied 

in oddball paradigms in isolation, these features vary simultaneously in natural 

speech. We therefore aimed to examine the effect of manipulating them 
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simultaneously, to examine whether this would yield similar or different effects on 

the MMN.  

Based on previous ERP experiments manipulating phonotactic probability 

(Bonte et al., 2005, 2007; Noordenbos et al., 2013), we predicted a larger peak 

amplitude in the MMN response to formal deviants with high phonotactic probability, 

compared to their low probability counterparts. Our current results, however, do not 

show a significant effect of phonotactic probability on MMN peak amplitude. Instead, 

we observed an effect of phonotactic probability on MMN peak latency, with HPP 

deviants eliciting an earlier MMN than LPP deviants. A shorter peak latency, indicative 

of facilitated processing, has been found for other ERP components and paradigms 

used to investigate the neural correlates of phonotactic probability (Hunter, 2013; 

Pylkkänen et al., 2002; Stockall et al., 2004). Faster neural processing may thus reflect 

a possible mechanism underlying the previously reported facilitative behavioural 

effect of high phonotactic probability on speech processing (Vitevitch & Luce, 1998, 

1999, 2005). Therefore, although our current results do not show the same pattern 

reported in previous MMN studies (Bonte et al., 2005), they may be interpreted in the 

same context, with the shorter peak latency for MMNs to HPP formal deviants 

suggesting a facilitated change detection. This effect may reflect Hebbian associative 

learning, where more frequently co-occurring speech sounds have established more 

stable auditory cortical memory traces, which can then be accessed more readily 

(Bonte et al., 2005). 

Our study differs from previous passive oddball experiments manipulating 

phonotactic probability in the Dutch language, which used only first syllable stress in 

their stimuli. This is the most frequent and natural stress pattern, occurring in around 

80% of bisyllabic Dutch words, and close to 95% when including only 

monomorphemic words (i.e. excluding words with unstressed prefixes; determined 

by query in CELEX database; Baayen et al., 2001). By including the manipulation of 

syllable stress in our design, we hoped to examine the interaction between these two 

factors and see whether manipulating them simultaneously would yield similar or 

different patterns of MMN responses. While we did not find any significant interaction 

between these factors, we can observe a trend for a larger latency effect in stimuli 

with second syllable stress. It is furthermore possible that the simultaneous variation 

of phonotactic probability and syllable stress within a condition interfered with the 
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processes underlying the findings reported in previous oddball studies (Bonte et al., 

2005, 2007; Noordenbos et al., 2013), which may explain the discrepancy in our 

findings. 

For the temporal domain, we predicted variations in the probability of stress 

patterns to follow a similar pattern to the phonotactic probability, where stress 

patterns with high probability (i.e. first syllable stress) would elicit a stronger 

mismatch response compared to the low probability variation (i.e. second syllable 

stress). While visual inspection of the ERPs (Figure 6) suggests that this is the case, 

this comparison did not reach significance after correcting for multiple comparisons 

(padj = 0.420, puncorr = 0.030). Previous studies showing an effect of syllable stress on 

the MMN were performed primarily in languages where second syllable stress is not 

a legal construction in bisyllabic words, such as Hungarian (Honbolygó et al., 2004; 

Honbolygó & Csépe, 2013; Ragó et al., 2014) and Finnish (Ylinen et al., 2009). Here, 

the ‘illegal’ second syllable stress deviant is reported to elicit a double MMN response, 

where the first negative peak is thought to reflect the missing stress on the first 

syllable, and the second negative peak the response to the unexpected stress on the 

second syllable (Honbolygó et al., 2004; Honbolygó & Csépe, 2013; Ylinen et al., 2009).  

While second syllable stress is rare in Dutch, it is nevertheless a legal 

construction in bisyllabic words, which suggests that native Dutch speakers would 

also process deviations in stress patterns in a different manner than speakers of 

Hungarian or Finnish. A study conducted in German, which also allows variability in 

syllable stress patterns similar to Dutch, demonstrated that both first and second 

syllable stress deviants elicited an MMN in adults, while infants only showed a 

significant MMN in response to first syllable stress (Weber et al., 2004).  While the 

study did not statistically compare the MMN amplitudes for different stress patterns 

to each other, the results suggest that regularities in syllable stress influence speech 

perception more heavily early in development, where it is exploited to segment the 

continuous speech signal into words (Thiessen & Saffran, 2003). Once we have 

acquired the language successfully, this feature may be less relevant to successful 

speech perception. Given the observations that some developmental language 

disorders, such as dyslexia, may be associated with impaired sensitivity to syllable 

stress (Goswami, 2011; Ladányi, Persici et al., 2020; Lallier et al., 2017), future 

directions may examine this MMN (in)sensitivity in children and adults with dyslexia. 
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ERP responses to formal and temporal deviants both suggest that the 

probability of occurrence within a language has an impact on how we process speech, 

with more probable constructions being processed more readily. In the case of 

phonotactic probability, we observe this as more rapid change detection in the form 

of a shorter MMN peak latency. For syllable stress, we do not observe a statistically 

significant modulation of the MMN. The current ERP analysis focused specifically on 

the MMN, however future investigations may explore oscillatory patterns underlying 

these MMN modulations (see review on oscillatory mechanisms underlying 

predictions by Arnal & Giraud, 2012). For instance, the observed MMN for temporal 

deviants may be the result of disrupted beta synchronization to the syllable stress. 

Additionally, examining gamma band modulations of formal deviant processing may 

shed light on differential processes underlying short vs. long-term predictions 

(established based on repeating standards preceding the deviant, and the formal 

structure of the language acquired during development, respectively).  

 It is worth noting that the relative frequencies for the “high” and “low” 

probability items in our manipulations differ for phonotactic probability and syllable 

stress. While the frequency ratio for HPP vs LPP items is 12.09, that for SylStr1 vs 

SylStr 2 3.96 (Table 1). It is possible that the difference in frequency between more 

and less predictable items may influence the degree or morphology of the MMN 

response, which may in part explain why we observe different MMN patterns in 

response to formal and temporal deviants. However, it is difficult to directly compare 

these relative frequencies to each other, as they describe the occurrence of distinct 

linguistic features. Moreover, while many possible combinations of phoneme clusters 

exist, syllable stress in bisyllabic words remains binary: either the first, or the second 

syllable is stressed. Nevertheless, it would be interesting to investigate how the 

systematic variation of phonotactic probability may affect the MMN response, and 

how this compares to effects of syllable stress, as previous studies have also been 

limited to a global categorization of “high” vs. “low” probability (Bonte et al., 2005, 

2007; Noordenbos et al., 2013). 

The lack of clear interaction between phonotactic probability and syllable 

stress, and the different response patterns for formal and temporal deviants (latency 

effect vs. no modulation of MMN) may indicate that these features are processed via 

independent, parallel mechanisms. This notion is supported by previous evidence 
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from behavioural and neural findings. Processing of formal and temporal regularities 

in language appear to develop at different time scales. Infants are already sensitive to 

the rhythmic properties of their native language in the early days after birth (Nazzi et 

al., 1998), while sensitivity to its phonological structure, including phonotactics, does 

not emerge until later in the first year (~6-8 months; Jusczyk et al., 1999; Mattys & 

Jusczyk, 2001; Maye et al., 2002; Thiessen & Saffran, 2003). In adults, both 

phonotactic probability and syllable stress have been shown to modulate 

performance on nonword repetition, with both high phonotactic probability and 

“typical” stress patterns improving performance (Vitevitch et al., 1997). These 

features are also associated with distinct neural correlates. For example, the 

processing of the formal and temporal structure of speech operate via separate 

oscillatory mechanisms, with neural oscillations in high frequency bands associated 

with phonological and syntactic encoding, and those in lower frequency bands with 

tracking the rhythmic structure (Arnal & Giraud, 2012; Giraud & Poeppel, 2012). 

These processes are further thought to engage distinct functional networks, where 

the formal structure of the signal is associated with the more classical auditory and 

speech processing pathways, and the temporal event structure is transmitted via the 

motor system, including cerebellar and supplementary motor areas (Kotz & 

Schwartze, 2010, 2016). 

The paradigm developed here will further aim at studying the role of formal 

and temporal predictions in individuals with dyslexia who show reduced sensitivity 

to neural and behavioural measures of these features. Existing theories on the origin 

of dyslexia implicate deficits in the processing of formal (Ramus, 2001, 2003; 

Serniclaes et al., 2004; M. J. Snowling, 2000) or temporal (Goswami, 2011; Thomson 

& Goswami, 2008) structure of speech, or the combination of the two in the formation 

of cross-modal representations (Blomert, 2011; Van Atteveldt et al., 2007). Testing 

our paradigm in children with normal and impaired reading development may help 

characterize differences in the processing of formal and temporal predictions that are 

critical to fluent reading skills. In addition to shedding light on the mechanisms and 

neural correlates of language and reading development, these investigations could be 

valuable in optimizing the training of pre-reading language skills in kindergarten 

and/or interventions to facilitate the acquisition of reading skills in children with 

dyslexia. 
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Supplementary Materials 
 
Abbreviations: 
FD = Formal Deviant 
TD = Temporal Deviant 
SD = Standard 
MeanAmp = Mean Amplitude 
HPP = high phonotactic probability 
LPP = low phonotactic probability 
SylS1 = first syllable stress 
SylS2 = second syllable stress 
FC = frontocentral ROI  
CP = centroparietal ROI 
 
Supplementary Table S1.  
Formal deviants: Descriptive statistics of mean amplitude 

PhonProb SylStr Cond ROI Mean (µV) SD N 
HPP SylS1 FD CP -2.3060 1.50386 24 

FC -2.5090 1.68411 24 
SD CP -.8236 1.55834 24 

FC -1.0558 1.80899 24 
SylS2 FD CP -1.5318 1.70586 24 

FC -1.5195 1.96688 24 
SD CP -.2122 1.35312 24 

FC -.2484 1.50607 24 
LPP SylS1 FD CP -2.0267 2.02642 24 

FC -2.5083 2.54579 24 
SD CP -.9220 1.88350 24 

FC -1.0999 2.20176 24 
SylS2 FD CP -2.4064 1.45576 24 

FC -2.8504 1.90247 24 
SD CP -.8729 1.13034 24 

FC -.9649 1.32014 24 
 
 
Supplementary Table S2  
Formal deviants: Descriptive statistics of peak latency 

PhonProb SylStr Mean SD N 
HPP SylS1 .198667 .0536743 24 

SylS2 .174500 .0451750 24 
LPP SylS1 .202667 .0495077 24 

SylS2 .216000 .0428384 24 
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Supplementary Table S3.  
Formal deviants: Results of 2x2x2x2 repeated measures ANOVA on MMN amplitudes 
(PhonProb x SylStr x Cond x ROI). P-values adjusted with Bonferroni-Holm correction.  

Effects F (1,23) p (adj) 
PhonProb 5.667 0.388 

SylStr 3.217 0.814 
Cond 107.642 < 0.001 *** 

ROI 4.838 0.456 
PhonProb x SylStr 3.510 0.814 
PhonProb x Cond 0.187 1.000 

SylStr x Cond 0.465 1.000 
PhonProb x SylStr x Cond 1.430 0.814 

PhonProb x ROI 3.106 0.814 
SylStr x ROI 3.387 1.000 

PhonProb x SylStr x ROI 0.487 1.000 
Cond x ROI 1.897 1.000 

PhonProb x Cond x ROI 8.568 0.112 
SylStr x Cond x ROI 0.013 1.000 

PhonProb x SylStr x Cond x ROI 0.061 1.000 
 
Supplementary Table S4 
Formal deviants: Results of 2x2 repeated measures ANOVA on MMN peak latency 
(PhonProb x SylStr). P-values adjusted with Bonferroni-Holm correction. 

Effects F(1,23) p (adj) 
PhonProb 16.249 0.0016 ** 

SylStr 0.190 0.667 
PhonProb x SylStr 3.342 0.162 

 

Supplementary Table S5 
Temporal deviants: Descriptive statistics of mean amplitude 

PhonProb SylStr Cond ROI Mean SD N 
HPP SylS1 TD CP -.8900 1.49488 24 

FC -.6217 2.00712 24 
SD CP .6516 1.55185 24 

FC .9468 1.93654 24 
SylS2 TD CP -.5859 1.49901 24 

FC -.6033 1.65122 24 
SD CP .3109 1.27811 24 

FC .4742 1.66308 24 
LPP SylS1 TD CP -1.2490 1.49632 24 

FC -1.1961 2.09801 24 
SD CP .2065 1.45071 24 

FC .4951 1.79586 24 
SylS2 TD CP -.9743 1.58432 24 

FC -.8575 1.63777 24 
SD CP .2976 1.70135 24 

FC .4545 1.82001 24 
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Supplementary Table S6 
Temporal deviants: Descriptive statistics of peak latency 

PhonProb SylStr Mean SD N 
HPP SylS1 .25967 .046482 24 

SylS2 .25533 .069869 24 
LPP SylS1 .26400 .058562 24 

SylS2 .28850 .057536 24 
 
 
Supplementary Table S7 
Temporal deviants: Results of 2x2x2x2 repeated measures ANOVA on MMN amplitudes 
(PhonProb x SylStr x Cond x ROI). P-values adjusted with Bonferroni-Holm correction.   

Effects F (1,23) p 
PhonProb 1.719 1.000 

SylStr 0.013 1.000 
Cond 78.159 <0.001 *** 

ROI 3.573 0.923 
PhonProb x SylStr 0.841 1.000 
PhonProb x Cond 0.981 1.000 

SylStr x Cond 5.360 0.420 
PhonProb x SylStr x Cond 0.332 1.000 

PhonProb x ROI 0.048 1.000 
SylStr x ROI 1.811 1.000 

PhonProb x SylStr x ROI 1.069 1.000 
Cond x ROI 2.000 1.000 

PhonProb x Cond x ROI 0.095 1.000 
SylStr x Cond x ROI 0.020 1.000 

PhonProb x SylStr x Cond x ROI 1.258 1.000 
 

Supplementary Table S8  

Results of 2x2 repeated measures ANOVA on MMN peak latency (PhonProb x SylStr). P-
values adjusted with Bonferroni-Holm correction. 

Effects F(1,23) p (adj) 

PhonProb 2.039 0.501 

SylStr 0.895 0.501 

PhonProb x SylStr 1.467 0.501 
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Chapter 3 

ERP and time-frequency correlates of 

phonological and temporal deviants in 

dyslexic readers 

 

 

 

 

 

 

Based on 

Emmendorfer, A. K., Kotz, S. A., Jansma, B. M., & Bonte, M. (In Preparation). ERP and 

time-frequency correlates of phonological and temporal deviants in dyslexic readers. 
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ABSTRACT 

 

Developmental dyslexia is a neurodevelopmental disorder characterized by impaired 

reading development. Dyslexic readers may exhibit disrupted processing of sublexical 

features of speech, associated with a phonological deficit. Sensitivity to sublexical 

features such as phonological and temporal regularities in speech is thought to be 

important for developing accurate phonological representations. In the current 

experiment, we test Dutch-speaking, adult typical and dyslexic readers in a passive 

EEG oddball paradigm to investigate whether dyslexic readers exhibit atypical 

processing of formal (phonological) and temporal regularities of speech. We assessed 

the mismatch negativity (MMN) as a marker for experience-dependent change 

detection, as well as the associated phase-reset in the theta frequency range. Here, 

both formal and temporal deviants elicited a significant MMN. The MMN modulation 

by phonotactic probability, previously observed in controls, was absent in dyslexic 

readers. We did not observe any sensitivity of the MMN to variations in syllable stress 

for typical or dyslexic readers. Time-frequency analyses suggest distinct oscillatory 

processes underlying change detection for formal and temporal deviants, with formal 

deviants eliciting increased delta/theta ITC, and temporal deviants a decrease in 

delta/theta ITC. Taken together, our results suggest atypical sensitivity to 

phonological but not temporal regularities of speech in Dutch adult dyslexic readers. 
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1 Introduction 

Developmental dyslexia is a reading deficit of neurobiological origin, associated with 

persistent difficulties in fluent word recognition and impaired spelling abilities. 

Crucially, the impaired reading development is unexpected based on other cognitive 

abilities and education opportunities (Lyon et al., 2003). Reports of the prevalence of 

dyslexia range from 3% to values as high as 20% (Wagner et al., 2020). In addition to 

reading difficulties, individuals with dyslexia often show disrupted processing of 

sublexical features of speech. Phonological processing in young children has been 

shown to predict later reading success (Melby-Lervåg et al., 2012; M. Snowling & 

Hulme, 1994; Sprugevica & HOien, 2003; Vellutino et al., 2004), and may relate to the 

formation of mappings between phonemes and their associated graphemes necessary 

for fluent reading. 

To acquire accurate phonological representations, the brain may exploit 

regularities in the speech signal by means of statistical learning (Peperkamp et al., 

2006; Pierrehumbert, 2003). Such sensitivity to regularities in the speech signal is 

crucial not only for developing phonological skills, but can also guide word learning 

(Saffran et al., 1996), and is thus an important building block of successful language 

skill development. It has been proposed that dyslexic individuals have impaired 

statistical learning abilities (Gabay et al., 2015; Zhang et al., 2021, but see Schmalz et 

al., 2017) which would render them with reduced sensitivity to regularities in the 

speech signal, such as phonotactic or transitional probabilities. Phonological 

processing difficulties observed in dyslexia have also been suggested to arise because 

of impaired temporal sampling of the speech signal, specifically at the level of 

delta/theta (~1.5 – 10 Hz) range temporal modulations (Goswami, 2011). This 

proposal stems from the observation that individuals with dyslexia show perceptual 

difficulties at the prosodic and syllabic level, which occur roughly at the rate of 

delta/theta frequencies (Goswami et al., 2013; Leong et al., 2011). Thus, individuals 

with dyslexia may show impaired phase-locking of delta/theta oscillators in the 

auditory cortex to rises in the speech amplitude envelope. This may result in 

overspecification of phonetic information of the speech signal as greater weight is 

given to high frequency temporal modulations captured by gamma oscillators 

(Goswami, 2011). Processing of speech prosody and syllable rate are closely linked to 
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general rhythmic skills, thus this deficit may be related to a general deficit in rhythmic 

processing (Ladányi, Persici et al., 2020). 

Regularities in both the phonological and rhythmic domains of speech are thus 

both relevant for forming accurate phonological representations, and reduced 

sensitivity to these regularities may be associated with the commonly observed 

deficits in dyslexia. Here, we focus specifically on regularities in phonotactic 

probability and syllable stress, as sensitivity to these features is related to the 

abovementioned statistical learning and successful encoding of low frequency 

temporal structure of speech, respectively. Within any given language, certain 

combinations of speech sounds are more likely to occur than others. This 

distributional probability is described as phonotactic probability. For example, in 

Dutch the consonant cluster /ts/ is much more common than /tk/, therefore we can 

say that words containing /ts/ have a higher phonotactic probability than those 

containing /tk/. Similarly, any given language can be characterized by regularities in 

the rhythmic or metric structure of speech. Languages such as Hungarian or Finnish 

have a fixed stress pattern, where the first syllable of a word is always stressed. In 

contrast, languages such as Dutch and English allow variations in stress patterns, and 

changes in lexical stress may even lead to changes in meaning (e.g. present, present; 

Cutler, 2005; Cutler & Van Donselaar, 2001). Crucially, however, in these languages 

certain stress patterns may still be more likely to occur than others. For example, 

Dutch bisyllabic words are more likely to have first syllable stress than second 

syllable stress. In addition to contributing to language development e.g., in word 

learning (Jusczyk et al., 1999; Saffran et al., 1996), these regularities continue to shape 

both speech perception and production throughout the lifespan (e.g., Munson, 2001; 

Vitevitch et al., 1997; Vitevitch & Luce, 2005). 

The neural sensitivity to these regularities can be probed by means of 

electroencephalography (EEG). The mismatch negativity (MMN) is an event-related 

potential (ERP) component elicited in the passive oddball paradigm. In this paradigm, 

the participant is presented with a sequence of stimuli (typically auditory), consisting 

of a frequently occurring standard stimulus and one or more less frequently occurring 

deviant stimuli, which differ from the standard in terms of a feature of interest. In the 

passive paradigm, participants are typically instructed to ignore the stimuli and watch 

a silent film or read a book. The MMN is characterized as an increased negativity in 
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response to deviant compared to standard stimuli, typically observed at frontocentral 

channels in a time-window 100 – 250 ms after auditory deviation (Näätänen et al., 

2007). As the MMN is elicited in the absence of overt attention towards a stimulus, it 

is thought to reflect automatic perceptual change detection, and its amplitude and 

latency indicate how easily the deviant is detected: deviants that are perceptually 

more distinguishable elicit an earlier or larger MMN. Crucially, this sensitivity is 

dependent on experience, as indicated by MMN modulations with varying levels of 

language experience. 

A previous experiment investigated the sensitivity of the MMN to regularities 

in phonotactic probability and syllable stress in typically reading adults 

(Emmendorfer et al., 2020). Stimuli consisted of four bisyllabic Dutch pseudowords 

which varied in phonotactic probability (notsal vs notkal) and syllable stress (first vs 

second syllable stress). In four separate conditions, each stimulus was presented as a 

standard, as a deviant differing from standard in terms of phonotactic probability 

(formal deviant), and as deviant different from the standard in terms of syllable stress 

(temporal deviant). This allowed comparison of identical stimuli across conditions, to 

examine effects of the features of interest independent of acoustic differences. Both 

formal and temporal deviants elicited a significant MMN. In the case of formal 

deviants, MMN latency was modulated by phonotactic probability, with high 

probability deviants eliciting an earlier MMN compared to low probability deviants, 

in line with previous studies demonstrating facilitated change detection for high 

phonotactic probability items in typical readers (Bonte et al., 2005, 2007; Noordenbos 

et al., 2013). In the case of temporal deviants, neither amplitude nor latency were 

modulated. This finding contrasts with previous investigations which have 

demonstrated a sensitivity of the MMN to variations in syllable stress patterns 

(Honbolygó & Csépe, 2013). However, these studies were typically conducted in 

languages with fixed stress patterns, and MMN modulation patterns suggested a 

violation response for illegal stress patterns, as has also been observed for 

phonotactic violations (Steinberg et al., 2011). 

While ERP effects such as the MMN provide a useful and well-studied indicator 

of auditory change detection, they only provide a limited picture of the underlying 

processes. Thus, extending the analyses beyond the time domain can provide a more 

comprehensive overview of (a)typical processing of phonotactic and temporal 
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regularities in speech. In the time-frequency domain, two measures often analyzed 

are inter-trial (phase) coherence (ITC), as a measure of phase alignment across trials, 

and event-related spectral perturbation (ERSP), as a measure of power modulations 

that are time-locked to critical events. These measures can vary independently from 

each other. Time-frequency modulations in the oddball paradigm have been gaining 

attention in recent years, however, the diversity in experimental designs, subject 

populations, analytical approaches, and outcome measures has led to a range of 

reported time-frequency modulations across frequency, phase, and power 

dimensions. The oscillatory correlate underlying the MMN is thought to be a phase 

reset resulting in increased inter-trial coherence (ITC) in the theta band (Fuentemilla 

et al., 2008; Hsiao et al., 2009), sometimes also associated with a concurrent increase 

in theta power. As with the MMN, these theta modulations have been shown to be 

associated with perceptual discrimination abilities (Bishop et al., 2011; Jin et al., 

2014), speech intelligibility (Koerner et al., 2017), and differences in language 

abilities (Cantiani et al., 2019; Halliday et al., 2014). As these prior studies have been 

conducted on simpler stimuli such as tones, vowels or single syllables, we cannot 

currently form precise hypotheses about modulations of the time-frequency 

measures by the current stimulus features (phonotactic probability and syllable 

stress patterns). Due to this, we focus the current time-frequency analyses on the 

main contrast of deviant vs. standard, and do not analyze time-frequency modulations 

related to variations in stimulus features.  

In the current experiment, we apply a passive auditory oddball paradigm to 

examine the sensitivity of MMN and oscillatory cortical responses to regularities in 

phonotactic probability and syllable stress in adult dyslexic readers. By comparing 

physically identical stimuli presented as standard and deviant, we can investigate 

auditory change detection beyond mere acoustic effects (Bonte et al., 2005; Eulitz & 

Lahiri, 2004). In addition to extending upon previous findings (Emmendorfer et al., 

2020) by applying the current paradigm to a dyslexic population, the present analysis 

also goes beyond investigating time-domain modulations such as the MMN ERP 

response, to explore oscillatory modulations associated with phonotactic and metric 

change detection. Studies investigating time-frequency correlates of the MMN are 

commonly limited to tones or single syllable stimuli, resulting in theta band 

modulations (e.g., Fuentemilla et al., 2008; Hsiao et al., 2009). The current design, 
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employing bisyllabic pseudowords manipulating lexical stress patterns, may also 

involve modulations in the delta frequency band, which is associated with tracking 

prosodic features of speech (Rimmele et al., 2021). With the present approach, we aim 

to investigate whether adults with dyslexia show atypical processing of phonotactic 

probability and syllable stress compared to typically reading controls by means of a 

passive oddball paradigm where these features are manipulated simultaneously in 

Dutch pseudowords. Specifically, we expect to observe a sensitivity of the MMN to 

phonotactic regularities of speech stimuli, but not rhythmic regularities in typical 

readers (Emmendorfer et al., 2020) with more typical/predictable structures (high 

phonotactic probability) being processed more easily, indexed by a shorter peak 

latency. We expect this sensitivity to phonotactic probability to be reduced, or 

atypical, in individuals with dyslexia (Bonte et al., 2007; Noordenbos et al., 2013). We 

also explore whether Dutch adult dyslexic readers show atypical sensitivity to syllable 

stress regularities. Finally, we investigate the time-frequency correlates of auditory 

change detection in relation to these features, where prior research has observed 

increased theta ITC for deviants relative to standards (Fuentemilla et al., 2008; Hsiao 

et al., 2009). 

 

2 Methods 

2.1 Participants 

17 dyslexic readers (mean age = 21.6, standard deviation = 3.54, 14 female), recruited 

within the Maastricht University community, gave their informed consent to 

participate in the experiment. Participants were included based on self-reported prior 

diagnosis of dyslexia, with mean age of diagnosis 10.9 years (standard deviation = 

2.94). 17 typically reading controls (mean age = 22.8, standard deviation = 3.80, 11 

female) were sourced from a previously published dataset employing the same 

paradigm (Emmendorfer et al., 2020). The control participants consisted of a random 

subset of participants who had completed the previous EEG study (n = 24) and for 

whom behavioral data measures described below were available (n = 21; recorded 

RAN and EMT performance missing in 3 participants due to technical errors in 

recording). The final samples included in the current analyses did not differ 

significantly from each other in age (t(31.8) = 0.982, p = 0.334). The study was 

approved by the Ethics Committee of the Faculty of Psychology and Neuroscience at 
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Maastricht University (ERCPN-OZL 205_17_03_2019) and performed in accordance 

with the approved guidelines and the Declaration of Helsinki. 

 

2.2 Data acquisition 

2.2.1 Behavioral tests 

Participants completed rapid automatized naming (RAN; Van den Bos & Lutje 

Spelberg, 2010) and a one-minute word reading test (een-minuut test, EMT; Brus & 

Voeten, 1973) to assess their phonological and reading skills, as well as a set of 

subtests from the BAASTA test battery (Dalla Bella et al., 2017) for assessing rhythmic 

perception and production. The RAN test consisted of 4 subtests (colors, numbers, 

pictures, letters). The EMT test consists of a list of 120 Dutch words ordered in 

increasing phonological complexity. Here, participants were instructed to read the 

words as fast and as accurately as possible before the time limit (1 min) was up. The 

responses for both RAN and EMT were recorded via a microphone for offline 

evaluation. For the RAN, the current analysis focusses on the letters and numbers 

subtests, as these were recently shown to correlate with neural markers of statistical 

learning in Dutch adult dyslexic and typical readers (Zhang et al., 2021) For the 

BAASTA, the current analysis focusses on the subtests of duration discrimination and 

paced tapping with 450 ms ITI, as dyslexic readers often show atypical performance 

in these tasks (Ladányi, Persici et al., 2020; Thomson et al., 2006; Thomson & 

Goswami, 2008; Wang et al., 2012)  

 

2.2.2 Oddball paradigm 

The current experiment employed a passive auditory oddball paradigm. Stimuli 

consisted of four Dutch pseudowords (Figure 1a) varying in phonotactic probability 

(high phonotactic probability = notsal, low phonotactic probability notkal; adapted 

from Bonte et al., 2005) and syllable stress (first vs second syllable stress), spoken by 

a female native Dutch speaker and recorded in a sound attenuated chamber using 

GoldWave Digital Audio Editor (sampling rate 44100 Hz, 16 bit; GoldWave Inc., St. 

John’s, NL Canada). A cross-splicing method was used where the syllables of interest 

were produced in the context of existing bisyllabic Dutch words, to circumvent 

pronunciation difficulties due to the scarcity of second syllable stress bisyllabic words 



65 
 

with a CVCCVC syllable structure in Dutch (see Emmendorfer et al., 2020 for further 

detail). In four separate conditions (Figure 1b), each stimulus was presented as 

standard, formal deviant (differing from standard in terms of phonotactic probability) 

or temporal deviant (differing from standard in terms of syllable stress). Thus, two 

types of deviants were presented within a given block. This design allows the 

comparison of identical stimuli across conditions to examine the effects of 

phonotactic probability and syllable stress on the EEG signal beyond pure acoustic 

variations (Figure 1c). Each condition contained a total of 1,620 trials, with 1,332 

standard trials, 144 formal deviants, and 144 temporal deviants (8.9% per deviant 

type). The experiment took place over two sessions. Each session consisted of three 

runs of approx. 24 mins, split into four blocks (one per condition) of 270 trials. 

Participants were encouraged to take breaks as needed in between blocks and runs. 

Within a block, trials were presented with trial duration of 1,200 ms (i.e., inter-

stimulus-interval 600 ms). The stimuli were presented in pseudorandom order, with 

deviants separated by 1-8 standards. 

 

 

 

Figure 1: Experimental design as in Chapter 2. (a) Pseudoword stimuli varying in phonotactic probability 
(PhonProb) and syllable stress (SylStr). Bold font indicates stressed syllable (SylStr1 = first syllable, SylStr2 = 
second syllable. The phoneme combination '-ts-' constitutes high phonotactic probability (HPP) and '-tk-' low 
phonotactic probability (LPP). (b) Overview of experimental session. (c) Each stimulus is presented as standard 
(SD), formal deviant (FD), and temporal deviant (TD) in separate conditions (Cond), allowing the comparison of 
identical stimuli across conditions (example highlighted for notsal). 
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2.2.3 EEG data acquisition 

EEG was recorded with BrainVision Recorder (Brain Products, Munich, Germany) 

using a 63-channel recording setup. Ag/AgCl sintered electrodes were mounted in an 

EasyCap electrode cap (EASYCAP GmbH, Herrsching, Germany) according to the 10% 

equidistant system, including 57 scalp electrodes, left and right mastoids for offline 

re-referencing, and four EOG electrodes to facilitate removal of artefacts caused by 

eye movements. The skin at electrode sites was prepared with NuPrep Skin Prep Gel 

(DO Weaver and Co., USA) and an electrolyte gel was used to keep impedances below 

10kΩ. Data were recorded at a sampling rate of 1000Hz, using Fpz as an online 

reference and AFz as ground. During recording, participants were seated on a 

comfortable chair in an acoustically and electrically shielded booth and instructed to 

watch a silent nature documentary while ignoring the auditory stimuli. Participants 

were encouraged to take breaks in between blocks and runs, to remain awake and 

relaxed throughout the experiment. 

 

2.3 Analysis 

2.3.1 EEG data processing 

For ERP analyses, EEG  was processed following the procedure used on the control 

dataset (Emmendorfer et al., 2020). Preprocessing was performed using MATLAB 

2017a and the EEG analysis toolbox Letswave 6 

(https://github.com/NOCIONS/letswave6). Data were first filtered (band pass 0.5 – 

70 Hz, notch filter 48 – 52 Hz) and down-sampled to 250 Hz. Noise from eye-

movements, muscle artifacts, and noisy electrodes was removed using independent 

component analysis (ICA; Delorme et al., 2007) with the runica algorithm 

implemented in Letswave 6, decomposing the signal into 63 components. The time 

course recorded during the breaks between blocks was removed from the data to 

reduce noise prior to the ICA. Artefactual components were selected for removal 

based on the time course and topography. From the resulting data, -100 to 1000 ms 

epochs relative to the onset of the stimulus were extracted. After DC removal and 

baseline correction to the pre-stimulus interval (-100 to 0 ms), an automatic artifact 

rejection algorithm was applied with an amplitude criterion of 75µV over scalp 

electrodes to remove trials with remaining high amplitude artifacts, and the data was 

re-referenced to the average mastoids. Deviants occurring after only one standard 
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were excluded from analysis. Standards immediately preceding deviants were 

selected for analysis, resulting in up to 126 trials for each deviant type, and 252 

standards for each stimulus. To allow comparing the same standard trials to both 

formal and temporal deviants, while ensuring equal number of trials across 

conditions, a random subset of standards was selected to equal the smallest number 

of deviants across conditions per participant. Within participants, the number of trials 

was equalized across conditions, leading to a final number of 99 – 124 trials per 

condition per participant. 

An adapted processing pipeline was used for the time-frequency analysis. Here 

EEG data were processed using the EEGLAB toolbox (version 2019.1, Delorme & 

Makeig, 2004) in the Matlab environment (version 2019a). Data were filtered 0.5 – 48 

Hz and downsampled to a sampling rate of 250 Hz. Noisy channels were identified 

with the clean_rawdata plugin, and subsequently removed and interpolated from 

surrounding channels. The data were next epoched to -0.2 – 1.0 s surrounding 

stimulus. This epoching includes the full trial duration and thus does not remove any 

data from within a block, but serves the purpose of removing noisy break intervals 

between blocks prior to ICA. After ICA decomposition, 2-4 components reflecting eye 

movements were identified by visual inspection of topography, time course and 

power spectrum and removed from the data. As muscle artifacts are typically 

associated with high frequency noise outside of our frequencies of interest, these 

were not removed for this analysis. The epoched data were then concatenated to 

allow segmentation of longer epochs for the time-frequency analyses. For subsequent 

processing steps and analyses, only deviant trials (excluding those occurring after 

only 1 standard) and standard trials immediately preceding deviants were included. 

The data of these deviant and standard trials were epoched -4.2 s to 5.0 s with respect 

to stimulus onset. These longer epochs were used to prevent edge artifacts from the 

wavelet transform from distorting the windows of interest. Time-frequency 

decomposition was performed at 30 logarithmically spaced frequencies between 1 

and 48 Hz, using a wavelet transform that increased from 3 cycles at the lowest 

frequencies to 10 cycles at the highest frequencies. Baseline power normalization was 

performed relative to -0.4 s to -0.2 s prior to stimulus onset to avoid temporal 

“leakage” of post-stimulus activity into the baseline window (Cohen, 2014). 
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2.3.2 Statistical analysis 

For the ERP analysis, trials were averaged after time-locking to the onset of the 

auditory deviation, corresponding to stimulus onset for temporal deviants, and the 

/t/-onset for formal deviants. Difference waves were calculated (deviant – standard 

of identical stimuli, where the standard was always time-locked to the same moment 

as the respective deviant). Following the procedure used for the control dataset 

(Emmendorfer et al., 2020), amplitude measures of the MMN were determined 

around the FCz peak latency for all other electrodes to ensure the comparison of the 

same underlying process across the scalp (Luck, 2014). First an automatic algorithm 

in the Letswave toolbox was used to find a negative peak at FCz in the pre-specified 

time window (80 - 300 ms after /t/-onset for formal deviants, 120 - 370 ms after 

stimulus onset for temporal deviants; selected based on Emmendorfer et al., 

2020).  The waveforms and topography were then visually inspected to confirm the 

selection, or to adjust it to a more fitting peak that reflected the typical frontocentral 

MMN topography. Mean amplitudes (+/- 24ms surrounding the peak) were calculated 

for standard and deviant waveforms at all other electrodes at this latency. We focus 

our analyses on the frontocentral ROI (Fz, F1, F2, F3, F4, FCz, FC1, FC2, FC3, FC4) that 

was used in the control dataset (Emmendorfer et al., 2020), based on the frontocentral 

topography of the elicited mismatch response and comparisons with previous 

literature (Bonte et al., 2005; Honbolygó & Csépe, 2013; Ylinen et al., 2009). 

Statistical analyses of the MMN results were completed in R (version 4.1.0). 

With functions from the rstatix package (Kassambara, 2019), data were checked for 

outliers using box-plot methods, normality using Shapiro-Wilks test, homogeneity of 

variances using Levene’s test, and homogeneity of covariances using Box’s M-test. The 

outcomes of these tests are reported in the supplementary materials along with the 

corresponding descriptive statistics. Where violations of normality assumption were 

found, these were addressed by transforming the data using the transformTukey() 

function of the rcompanion package (Mangiafico, 2021), which determines a suitable 

transformation to maximize Shapiro-Wilk’s W statistic. Subsequent tests were 

performed on transformed and untransformed data, and when these results were in 

alignment with each other, results from untransformed data were reported to 

facilitate interpretability of the findings. In the case of extreme outliers present in the 

data, robust ANOVAs from the WRS2 package (Mair & Wilcox, 2020) were performed 
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to validate the outcome and are reported in the supplementary materials. We note 

that homogeneity of variances was violated for the MMN mean amplitude for low 

phonotactic probability first syllable stress items (notkal) in both formal and 

temporal deviants, however ANOVA is robust to violations of this assumption given 

equal sample sizes between groups (Blanca et al., 2018). 

First, to establish the presence of an MMN effect, and whether its magnitude 

differs across dyslexic and typical readers, we performed 2x2 split-plot ANOVAs on 

mean amplitudes (+/- 24ms surrounding individual peak) with within-subjects factor 

Condition (Deviant vs Standard) and between-subjects factor Group (Dyslexics vs 

Controls), for formal and temporal deviants separately. We next tested whether the 

MMN mean amplitude (calculated as deviant - standard amplitude) was modulated by 

phonotactic probability or syllable stress, and whether this modulation differs across 

groups. This was tested via 2x2x2 split-plot ANOVAs including within-subjects factors 

PhonProb (high vs. low) and SylStr (first vs. second), and Group (Dyslexic vs. 

Controls) as a between-subjects factor for formal and temporal deviants separately. 

By separating the test for the presence of the MMN effect from the test of its 

modulation, we reduce the number of factors in the ANOVAs which reduces the 

overall number of tests performed and facilitates interpretation of the results (Luck 

& Gaspelin, 2017). Finally, we tested whether the MMN latency was modulated by 

phonotactic probability and syllable stress, and whether this differed across groups. 

This was tested once again via a 2x2x2 split-plot ANOVAs including within-subjects 

factors PhonProb (high vs. low) and SylStr (first vs. second), and Group (Dyslexic vs. 

Controls) as a between-subjects factor for formal and temporal deviants separately. 

To control FWER, p-values within each ANOVA were adjusted using Bonferroni-Holm 

correction (Cramer et al., 2016). 

For the time-frequency analyses, we focus only on the main contrast of 

standard vs. deviant. Significant time-frequency differences between standard and 

formal or temporal deviants were assessed using cluster-corrected permutation 

analyses following the procedure outlined by Cohen (2014). Permutation analyses 

were performed in the time-frequency space at a frontocentral ROI (Fz, F1, F2, F3, F4, 

FCz, FC1, FC2, FC3, FC4) averaged across PhonProb and SylStr and collapsed across 

groups. For formal and temporal deviants separately, two-sided z-tests were 

performed on 2000 permutations of condition labels (standard vs. formal or temporal 
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deviants) across 97 time-points (-400 ms – 1008 ms relative to stimulus onset) and 

30 frequencies (1 – 48 Hz, logarithmically spaced). Cluster sizes were determined 

with Matlab’s image processing toolbox, and the threshold size was determined based 

on the 95th percentile of cluster sizes under the null distribution. For the ITC data this 

yielded a cluster threshold of 207 time-frequency points for formal deviants, and 189 

time-frequency points for temporal deviants, for the ERSP data 151 points for formal 

deviants and 164 points for temporal deviants. 

 

3 Results 

3.1 ERP results 

To assess the presence of a mismatch negativity across groups, 2x2 ANOVAs with 

within-subjects factor Condition (Standard vs. Deviant) and between-subjects factor 

Group (Dyslexic vs. Control) were conducted for formal and temporal deviants 

separately. For formal deviants, we observed a significant effect of Condition (F(1,32) 

= 183.391, p.adj < 0.001, η2p = 0.851), with deviants exhibiting a greater negativity 

compared to standards (Figure 2; Supplementary Tables S1, S2). For temporal 

deviants, we also observed a significant effect of Condition (F(1,32) = 168.011, p.adj 

< 0.001, η2p = 0.840), again with a greater negativity for deviants compared to 

standards (Figure 3; Supplementary Tables S3, S4). No main effects of Group or 

interactions between Group and Condition were significant. These results highlight 

that deviations in phonotactic probability and syllable stress both elicit an MMN, and 

the magnitude of this mismatch response did not differ between dyslexics and 

controls.  
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Figure 2: Formal deviants elicited an MMN over frontocentral electrodes (Fz, F1, F2, F3, F4, FCz, FC1, FC2, FC3, 
FC4). Left: ERP waveforms time-locked to t-onset (auditory deviation) for controls (top) and dyslexics (bottom) 
at a frontocentral ROI. Right: MMN mean amplitude at +/-24ms surrounding individual peaks (top) and MMN 
topography (bottom), with ROI channels highlighted in red. FD = formal deviant, SD = standard, CON = Controls, 
DYS = Dyslexic readers. 
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Figure 3: Temporal deviants elicit an MMN over frontocentral electrodes (Fz, F1, F2, F3, F4, FCz, FC1, FC2, FC3, 
FC4). Left: ERP waveforms time-locked to stimulus onset (auditory deviation) for controls (top) and dyslexics 
(bottom) at a frontocentral ROI. Right: MMN mean amplitude at +/-24ms surrounding individual peaks (top) and 
MMN topography (bottom), with ROI channels highlighted in red. TD = temporal deviant, SD = standard, CON = 
Controls, DYS = Dyslexic readers. 

 

3.1.2 Formal deviants 

To test for MMN modulations by the sublexical features of interest and whether they 

vary across groups, 2x2x2 ANOVAs with within-subjects factors Phonotactic 

Probability (high vs. low) and Syllable Stress (first vs. second) and between-subjects 

factor Group (Dyslexics vs. Controls) were conducted on MMN peak latency 

(determined at FCz) and MMN mean amplitude (calculated as FD - SD of +/-24 ms 

surrounding individual peak). As MMN peak latency violated the assumption of 

normally distributed residuals, this ANOVA was performed on transformed and 

untransformed latency values. As the data transformation did not change the results, 

we here report the output from untransformed data to facilitate interpretation. No 

significant main effects or interactions were found (Supplementary Tables S5, S6). 

Given our previous observation of a significant latency effect in controls, with high 
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phonotactic probability deviants eliciting an earlier MMN compared to low 

phonotactic probability deviants (Emmendorfer et al., 2020), we performed post-hoc 

one-sided paired samples t-tests to test whether this effect was still replicated in the 

subset of controls included in the current analysis. Indeed, this effect was present in 

the selection of controls (t(16) = -4.94, p.adj = 0.007, Cohen’s d = -0.744) included 

here, but not in the dyslexic group (t(16)  = -0.569, p.adj =0.578, Cohen’s d = -0.138). 

Note that these post-hoc tests were performed on untransformed data as aggregating 

across syllable stress resolves the violated normality assumption. For MMN mean 

amplitude, no significant main effects or interactions are reported (Supplementary 

Table S7, S8; Figure 4). 

 

3.1.3 Temporal deviants 

To test for modulations of the MMN by the sublexical features of interest and whether 

they vary across groups, 2x2x2 ANOVAs with within-subjects factors Phonotactic 

Probability (high vs. low) and Syllable Stress (first vs. second) and between-subjects 

factor Group (Dyslexics vs. Controls) were conducted on MMN peak latency 

(determined at FCz) and MMN mean amplitude (calculated as TD - SD of +/-24 ms 

surrounding individual peak). Once again, MMN latency violated the assumption of 

normally distributed residuals, this ANOVA was performed on transformed and 

untransformed latency values. As the data transformation did not change the results, 

we here report the output from untransformed data to facilitate interpretation. No 

significant main effects or interactions were found (Supplementary Tables S9, S10). 

In the analysis on MMN mean amplitude, we also did not observe any significant main 

effects or interactions (Supplementary Table S11, S12; Figure 5).  
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Figure 4: Phonotactic probability modulates MMN latency in typical readers. Top: ERP waveforms time-locked to 
t-onset (auditory deviation) at a frontocentral ROI (Fz, F1, F2, F3, F4, FCz, FC1, FC2, FC3, FC4), across levels of 
phonotactic probability and group. Bottom: Effects of phonotactic probability on MMN latency (left) and mean 
amplitude (right). FD = formal deviant, SD = standard, PhonProb = phonotactic probability, HPP = high phonotactic 
probability, LPP = low phonotactic probability, MMN = mismatch negativity, CON = Controls, DYS = Dyslexic 
readers. 
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Figure 5: MMN to temporal deviants is not modulated by variations in syllable stress. Top: ERP waveforms time-
locked to stimulus onset (auditory deviation) at a frontocentral ROI (Fz, F1, F2, F3, F4, FCz, FC1, FC2, FC3, FC4), 
across levels of syllable stress and group. Bottom: Effects of phonotactic probability on MMN latency (left) and 
mean amplitude (right).TD = temporal deviant, SD = standard, SylStr = syllable stress, SylS1 = first syllable stress, 
SylS2 = second syllable stress, MMN = mismatch negativity, CON = Controls, DYS = Dyslexic readers, ns = non-
significant. 
 

3.2 Time-frequency results 

To test the time-frequency correlates of auditory change detection in response to 

formal and temporal deviants, we performed cluster-corrected permutation analyses 

across the time-frequency spectrogram at a frontocentral ROI, comparing deviants to 

standards (within-subjects comparison across both groups, averaged over 

phonotactic probability and syllable stress). This analysis revealed significant ITC 

modulations for both formal and temporal deviants. Formal deviants elicited an 

increase in delta/theta ITC and a concurrent increase in ERSP starting at 

approximately 200 ms after stimulus onset (Figure 6) Temporal deviants were 
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associated with a decrease in delta/theta ITC starting already around stimulus onset, 

but no significant ERSP modulations (Figure 7). We next tested whether these 

modulations differed between controls and dyslexics with two-sided t-tests on the 

average ITC and ERSP values in the clusters. This analysis revealed a significant 

difference in ITC between dyslexics and controls for formal deviants (t(32) = -3.10, p 

= 0.004, Cohen’s d = -1.06), but not for ERSP (t(32) = -0.717, p = 0.478, Cohen’s d = -

0.246). There were no group differences in ITC for temporal deviants (t(32)=-0.762, 

p =0.451, Cohen’s d = -0.262). Visual inspection of the ERSP plots (Figures 6, 7, bottom 

panels) suggests two distinct time-frequency clusters for typical and dyslexic readers, 

with typical readers exhibiting power modulations in a lower frequency range (1-3 

Hz) than dyslexic readers (2-5 Hz). 

 

 
Figure 6: Time frequency correlates of perceptual change detection for formal deviants. Time-frequency plots 
represent the difference between deviant and standard of identical stimuli averaged across phonotactic 
probability and syllable stress (left: controls, right: dyslexics) at a frontocentral ROI, averaged across stimuli. In 
black, the average ERPs (time-locked to stimulus onset in all plots) are overlaid to allow comparison of time-
courses. The red contour indicates significant cluster-corrected time-frequency differences between standards 
and deviants calculated across groups. FD = formal deviants, SD = standards, ITC = inter-trial (phase) coherence, 
ERSP = event-related spectral perturbation. 
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Figure 7: Time frequency correlates of perceptual change detection for temporal deviants. Time-frequency plots 
represent the difference between deviant and standard of identical stimuli averaged across phonotactic 
probability and syllable stress (left: controls, right: dyslexics) at a frontocentral ROI, averaged across stimuli. In 
black, the average ERPs (time-locked to stimulus onset in all plots) are overlaid to allow comparison of time-
courses. The red contour indicates significant cluster-corrected time-frequency differences between standards 
and deviants calculated across groups. TD = formal deviants, SD = standards, ITC = inter-trial (phase) coherence, 
ERSP = event-related spectral perturbation.  

 

3.3 Behavioral results 

Dyslexic readers performed significantly worse than controls in the word reading test 

(t(32) = 3.96, padj < 0.001, Cohen’s d = 1.36), but did not differ from controls in their 

performance on the RAN of letters (t(32) = -1.47, padj = 0.228, Cohen’s d = -0.503) or 

numbers (t(32) = -1.64, padj = 0.167, Cohen’s d = -0.561) , or in paced tapping (t(30) = 

0.502, padj = 1, Cohen’s d = 0.178) or duration discrimination (t(28) = -0.981, padj = 1, 

Cohen’s d = -0.358) subtests. As word reading and RAN scores were strongly 

correlated (Table 1), correlation analyses with EEG responses were only performed 

with word reading as a behavioral measure of reading skills, as well as the paced 

tapping and duration discrimination tasks as behavioral markers of rhythmic 

production and perception. We performed Pearson correlations between number of 

words read in one minute, paced tapping (coefficient of variability), and duration 

discrimination (threshold in ms) and EEG measures. Specifically, we correlated the 

behavioral scores with (1) the overall MMN amplitudes for formal and temporal 

deviants, as well as with (2) the latency effect in formal deviants, calculated as LPP 
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latency - HPP latency, and (3) the ITC increase for formal deviants relative to 

standards. No significant correlations were observed (Table 2). 

 

Table 1 

Behavioral results 

 
Descriptive stats 

Mean (SD) 

Group 

difference 
Pearson Correlation (r) 

Task Controls Dyslexics t (df) 

R
A

N
 

L
e

tt
e

rs
 

R
A

N
 

N
u

m
b

e
r 

T
a

p
p

in
g

 

D
u

ra
ti

o
n

 

EMT 
96.1 

(10.1) 

78.8 

(14.9) 

3.96 (32) 

*** 
-0.49 * -0.52 * 0.06 -0.15 

RAN 

Letters 

20.8 s 

(2.98) 

22.6 s 

(3.97) 
-1.47 (32) 1.00 

0.67 

*** 
-0.10 0.03 

RAN 

Numbers 

21.1 s 

(2.82) 

22.9 s 

(3.82) 
-1.64 (32)  1.00 -0.19 -0.03 

Tapping 

n=16/group 

0.056 

(0.015) 

0.053 

(0.011) 
0.502 (30)   1.00 0.27 

Duration 

n=15/group 

28.5 ms 

(12.7) 

33.3 ms 

(14.1) 
-0.981 (28)    1.00 

Note: EMT = words read in 60 s, RAN Letters/Numbers = time (s) to name 50 letters/numbers), Tapping = Paced 
tapping (BAASTA subtest) coefficient of variability for paced tapping to isochronous tones with ITI of 450 ms, n = 
16 per group due to missing data, Duration = Duration discrimination (BAASTA subtest) threshold (ms), n = 15 
per group due to missing data. *p<.05, *** p<0.001. p-values are Bonferroni-corrected. 
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Table 2 

Correlation of EEG and behavioral results (Pearson’s r) 

 
FD MMN 

amplitude 

TD MMN 

amplitude 

LPP – HPP 

MMN latency 
FD – SD ITC 

EMT 0.056 0.088 0.17 -0.22 

Tapping -0.31 -0.28 -0.1 -0.1 

Duration 0.11 -0.033 -0.21 -0.053 

Note: EMT = words read in 60s, Tapping = Paced tapping (BAASTA subtest) coefficient of variability for paced 
tapping to isochronous tones with ITI of 450 ms, n = 16 per group due to missing data. Duration = Duration 
discrimination (BAASTA subtest) threshold, n = 15 per group due to missing data. Values represent Pearson’s r. 
No correlations were significant before Bonferroni correction.  

 

 

4 Discussion 

The current experiment set out to examine whether adults with dyslexia show 

atypical implicit processing of phonotactic probability and syllable stress using a 

passive oddball paradigm. Previous research showed that the MMN is sensitive to 

variations in phonotactic probability (Bonte et al., 2005; Emmendorfer et al., 2020), 

but that this sensitivity is reduced in both children (Bonte et al., 2007) and adults 

(Noordenbos et al., 2013) with dyslexia. Additionally, the MMN has been reported to 

be sensitive to variations in syllable stress in languages with fixed stress patterns such 

as Hungarian (Honbolygó & Csépe, 2013) and Finnish (Ylinen et al., 2009), but not in 

languages with variable stress patterns such as Dutch (Emmendorfer et al., 2020). 

While previous studies have manipulated these features in isolation, we employ a 

multi-feature approach, investigating the sensitivity of the MMN to phonotactic 

probability and syllable stress when they are manipulated simultaneously. To further 

elucidate whether formal and temporal deviance detection employs similar neural 

substrates, we perform a time-frequency analysis. 

Formal deviants, which differed from the standard in terms of phonotactic 

probability, elicited a significant MMN, indexed by a larger negativity for deviants 

compared to standards over fronto-central electrode sites. The magnitude of this 

MMN did not differ between dyslexics and controls. While the initial ANOVA analysis 

did not reveal any significant MMN modulation by stimulus features (phonotactic 

probability or syllable stress) or group, post-hoc t-tests revealed that MMN latency 

was sensitive to variations in phonotactic probability in typical readers, with high 
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phonotactic probability deviants eliciting an earlier mismatch response compared to 

low phonotactic probability deviants as was observed in the full control dataset 

(Emmendorfer et al., 2020). This observation is consistent with the notion of 

facilitated change detection for more predictable deviants. In contrast, dyslexic 

participants did not show a sensitivity of MMN latency to variations in phonotactic 

probability. Albeit in the absence of a significant difference in the direct group 

comparison, this is in line with previous reports of reduced sensitivity to phonotactic 

probability in both children (Bonte et al., 2007) and adults (Noordenbos et al., 2013) 

with dyslexia. However, these studies reported a modulation of MMN amplitude, 

rather than variations in latency. This discrepancy can likely be explained by 

differences in the current design, where previous studies manipulated phonotactic 

probability in isolation, either in single syllables (Noordenbos et al., 2013) or 

bisyllabic pseudowords (Bonte et al., 2007) with first syllable stress. With our design 

manipulating both features simultaneously, processes generating the MMN response  

may be altered, leading to a different modulation by phonotactic probability 

(Emmendorfer et al., 2020).  

Temporal deviants, which differed from the standard in terms of syllable 

stress, also elicited a significant MMN at frontocentral electrode sites. As with the 

formal deviants, the magnitude of this MMN response did not differ between dyslexics 

and controls. We also did not observe any further modulations of this MMN by 

stimulus features in either participant group. This stands in contrast to previous 

studies investigating modulations of the MMN to variations in stress patterns (e.g., 

Honbolygó & Csépe, 2013; Schaadt & Männel, 2019), however there are several 

noteworthy differences between prior approaches and the current experiment. The 

current approach applies a reversed MMN design, where the MMN difference waves 

illustrate the difference between deviant and stimulus of physically identical stimuli 

(Bonte et al., 2005; Eulitz & Lahiri, 2004). This minimizes the influence of acoustic 

differences between standard and deviant on the MMN. The majority of studies 

investigating MMN sensitivity to syllable stress patterns compare deviants and 

standards of different stimuli as they are presented in the blocks (e.g., second syllable 

stress deviant - first syllable stress standard), thus acoustic stimulus differences likely 

also contributed to the reported effects. Furthermore, many studies investigating the 

MMN sensitivity to syllable stress variations have been conducted in languages with 
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a fixed stress pattern (e.g., Honbolygó et al., 2004; Honbolygó & Csépe, 2013; Ylinen 

et al., 2009), while those studies conducted in languages with variable stress pattern 

either focus on MMN sensitivity to specific acoustic markers of stress (e.g., pitch, 

duration, amplitude; Tong et al., 2014; Zora et al., 2015), or do not directly statistically 

compare the MMN elicited to different stress patterns, but simply note its presence or 

absence (Weber et al., 2004), or group differences within a condition (Schaadt & 

Männel, 2019). One study that did analyze the MMN by comparing physically identical 

stimuli reported an increased MMN to second syllable stress deviants (Honbolygó & 

Csépe, 2013). However, as this study was conducted in Hungarian, a language with 

obligatory first syllable stress, this pattern is more in line with a violation response, 

as the second syllable stress deviant stimuli here violate the rules of the language. 

Similar patterns of enhanced MMN amplitudes have been observed for violations of 

phonotactic constraints (Steinberg et al., 2011), standing in contrast to patterns 

observed with variations in probability of legal phonotactic structures (Bonte et al., 

2005; Emmendorfer et al., 2020; Noordenbos et al., 2013).  

An additional aim of the current study was to investigate time-frequency 

correlates of auditory change detection of formal and temporal deviants. Here, we 

focused on the main contrast of deviant vs. standard rather than investigate 

modulations related to phonotactic probability and syllable stress, as the lack of prior 

studies investigating time-frequency modulations in oddball paradigms with 

similarly complex stimuli made it difficult to formulate precise hypotheses about 

expected modulations. The MMN is thought to be generated by a phase-reset in the 

theta frequency range (Fuentemilla et al., 2008; Hsiao et al., 2009), which is 

interpreted as a marker for sensory memory processes underlying deviance 

detection, as the deviant stimulus is compared to the sensory memory trace of the 

standard. In line with this, the current data show an increase in delta/theta ITC in 

response to formal deviants compared to standards. In contrast, temporal deviants 

are associated with a decrease in delta/theta ITC relative to standards. This finding is 

particularly interesting, as the perceptual markers of stress such as duration 

(Fuentemilla et al., 2008; Hsiao et al., 2009), pitch (Halliday et al., 2014), and intensity 

(de la Salle et al., 2019) are generally associated with the typical increase in theta ITC. 

The current observation points more towards a disruption of the tracking of the 

regular speech rhythm over the course of a block. These contrasting observations for 
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formal and temporal deviants in the time-frequency domain highlight that 

regularities in the phonotactic and rhythmic structure of speech are processed via 

dissociable cortical mechanisms, which may also explain the lack of interactions 

observed between phonotactic probability and syllable stress in the ERP domain. 

A further interesting observation in the time-frequency analysis is the 

increased delta/theta ITC to formal deviants, averaged across low and high 

phonotactic probability deviants, in dyslexic individuals compared to controls. Such a 

pattern has been previously observed in children with dyslexia in an oddball 

paradigm using frequency deviants in simple tone stimuli (Halliday et al., 2014). Our 

findings, together with those by Halliday and colleagues, suggest that individuals with 

dyslexia need not show impairments in phase-locking in the delta/theta range. This 

finding does not seem to be in line with the notion of disrupted phase-locking in the 

delta and theta range as a neurobiological origin of dyslexia, as proposed by Goswami 

(2011). However, while not disrupted per se, enhanced ITC in the dyslexic group may 

still be interpreted as atypical phase-locking. The increased ITC we observe in 

dyslexic adults may suggest more effortful processing of the perceptual deviance, as 

is observed in MMN studies with linguistic violations (Honbolygó & Csépe, 2013; 

Steinberg et al., 2011). In their younger subgroup of dyslexic children, Halliday and 

colleagues (2014) only observed this increased theta ITC for small frequency deviants 

(1030 Hz vs. 1000 Hz) but not large frequency deviants (1200 Hz vs. 1000 Hz), which 

also supports the notion of more effortful processing. The fact that we do not observe 

group differences in the MMN amplitude may indicate that time-frequency measures 

may provide a more sensitive index of the underlying neural processes. Indeed, the 

MMN amplitude for formal deviants is larger for dyslexics than controls 

(Supplementary Table S1), but this difference does not reach significance 

(Supplementary Table S2). 

Given the temporal overlap of the increased delta/theta ITC with both the 

MMN and the P3 window (Figure 6), it is also possible that this effect reflects an 

involuntary attention switch to evaluate the perceptual change (Fitzgerald & Todd, 

2020), which may be increased in the dyslexic group. Indeed, increased theta ITC has 

been previously associated with an attentional shift in participants hearing their own 

name (Tamura et al., 2015), and some evidence points toward impaired auditory 

attentional interference control in dyslexic readers (Gabay et al., 2020), which may 
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render them more susceptible to involuntary attention switching. This differs from 

recent reports of decreased attentional shifting to upcoming stimuli in dyslexic 

children in an audiovisual oddball paradigm (Meyer & Schaadt, 2020). However, this 

study investigated pre-stimulus alpha ITC, and required children to direct their 

attention toward the visual speech stimuli which preceded the auditory onset, thus 

highlighting impairments in endogenous attentional control, rather than involuntary 

attention switches. Studies of auditory interference control of attention in dyslexia 

are rare (Gabay et al., 2020), thus this interpretation warrants follow up 

investigations. 

While we did not observe any group differences in ERSP averaged across the 

significant time-frequency cluster, visual inspection of the time-frequency plots 

reveals differences in the frequency composition between dyslexic and typical 

readers (Figure 6, bottom panel). Here it appears that typical readers exhibit power 

modulations in a lower frequency range (~1-3 Hz) compared to dyslexic readers (~3-

6 Hz), while the time-frequency cluster in the ITC appears to be homogeneous across 

groups (Figure 6, top panels). This difference in the affected frequency bands across 

groups suggests that the MMN observed may reflect different cortical processes in 

typical vs. dyslexic readers, which would not be observable in classical ERP analyses. 

Further investigations are necessary to determine the meaning of these differences in 

power modulation. 

The sensitivity of the MMN to variations in phonotactic probability has been 

reported to be correlated with reading measures in children (Bonte et al., 2007), but 

not adults (Noordenbos et al., 2013) with and without dyslexia. In line with this 

observation, we also did not find a correlation between reading fluency and the 

latency effect in our sample. This reported difference between adults and children 

may be related to compensatory strategies in reading skills during adolescence and 

adulthood. However, it may also emerge as a result of a sampling bias in the adult 

dyslexic population. In the current dataset (and possibly also in Noordenbos et al., 

2013, though this is not explicitly reported), dyslexic participants were recruited from 

within the university to match the sample of control participants previously tested, 

and were included based on self-reported prior diagnosis. Given the comparably high 

level of reading experience in university students, this may result in improved reading 

abilities relative to dyslexic individuals who do not pursue university education.  
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We did not observe any group differences in processing temporal deviants 

here. There may be multiple reasons for this outcome. Increasing evidence suggests 

that impairments in processing lexical stress may be related to a decreased explicit 

awareness of stress patterns, rather than impairments in implicit stress perception 

tested in the passive oddball paradigm (Anastasiou & Protopapas, 2015; Barry et al., 

2012; Mundy & Carroll, 2012, 2013). Perceptual sensitivity to atypical stress patterns 

(here: second syllable stress) likely emerges within the first few years of life (Schaadt 

& Männel, 2019; Weber et al., 2004). Evidence from Schaadt & Männel (2019) 

suggests that this sensitivity, measured in a passive oddball paradigm, is reduced in 

pre-reading children who later develop reading difficulties. This reduced sensitivity 

to atypical stress patterns may be simply related to a developmental delay, and not a 

lasting deficit that persists into adulthood. Finally, the dyslexic participants included 

in this study were recruited from within the university community based on self-

reported diagnosis, and are thus likely not representative of the dyslexic population 

as a whole (Kortteinen et al., 2021). This may also explain the lack of group differences 

in the tests of rhythmic skills. 

To summarize, our results highlight distinct oscillatory correlates underlying 

auditory change detection for deviants in phonotactic probability and syllable stress, 

with formal deviants eliciting the typically observed increase in delta/theta ITC 

associated with sensory memory processes, and temporal deviants showing a 

disruption of tracking of the repetitive speech rhythm during a block. This 

observation suggests that processing of the formal and temporal structure of the 

speech signal may operate via dissociable cortical mechanisms as suggested by prior 

models of speech processing (Arnal & Giraud, 2012; Giraud & Poeppel, 2012; Kotz & 

Schwartze, 2010). The current data further suggest that Dutch adults with dyslexia 

show a reduced sensitivity to variations in phonotactic probability (no MMN latency 

modulation), as well as atypical processing of formal deviancy overall (increased 

theta ITC). In line with prior reports of atypical sensitivity to phonotactic probability 

(Bonte et al., 2007; Noordenbos et al., 2013), and slower statistical learning in dyslexic 

readers (Zhang et al., 2021), this observation supports the notion that the ability to 

acquire a sensitivity to phonological regularities in speech may be important to 

successful reading development. In contrast, no group differences are observed for 

variations in syllable stress or temporal deviancy overall. These patterns of results 
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(for both phonotactic probability and syllable stress) do not correlate with behavioral 

measures of reading ability. These findings are unexpected given theories proposing 

disrupted processing of the temporal structure of speech, arising from impaired 

phase-locking to slow amplitude modulations in the speech signal in individuals with 

dyslexia (Goswami, 2011). A cross-linguistic perspective may resolve the diversity of 

findings concerning the role of linguistic rhythm in dyslexia (Lallier et al., 2017). 

According to this framework, speakers of languages with variable stress patterns, 

such as Dutch, should be particularly sensitive to variations in stress patterns, as it 

can be an important cue in resolving lexical conflict. While the current data do not 

support this notion, this might be related to the current task demands, as participants 

only passively listened to a sequence of pseudowords. Future directions should 

investigate the developmental trajectories of the sensitivity to these features prior to 

and during reading acquisition to better characterize their contribution to reading 

skills. 
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Supplementary Materials 

Supplementary Table 1 

Descriptive statistics and ANOVA assumptions for formal deviants MMN. 

  
Descriptive Stats Shapiro-Wilk test Levene’s test Box’s M-test 

Cond Group Mean (µV)  Std Dev W p W p M p 

FD DYS -2.94 1.55 0.956  0.553 0.317 0.577 0.768    0.381 
 

CON -2.11 1.90 0.947  0.405 

SD DYS -1.26 1.16 0.965  0.726 0.894  0.351 
 

CON -0.678 1.58 0.927  0.191 

 

Supplementary Table 2 

2x2 split-plot ANOVA on mean amplitude at MMN latency for formal deviants 
(Bonferroni-Holm corrected) 

Effect F(1,32) padj Effect size η2p 

Group 1.813 0.376 0.054 

Cond 183.391 <0.001***  0.851 

Group x Cond 1.227 0.376 0.037 

 

Supplementary Table 3 

Descriptive statistics and ANOVA assumptions for temporal deviants MMN. 

  
Descriptive Stats Shapiro-Wilk test Levene’s test Box’s M-test 

Cond Group Mean (µV) Std Dev W p W p M p 

TD DYS -1.50 1.85 0.971  0.838 0.036 0.851 0.105 0.746 

 
CON -0.54 1.66 0.948  0.423 

SD DYS 0.159 1.42 0.922 0.163 0.665 0.421 
 

CON 0.812 1.56 0.956 0.561 
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Supplementary Table 4 

2x2 split-plot ANOVA on mean amplitude at MMN latency for temporal deviants 
(Bonferroni-Holm corrected) 

 Classical ANOVA (rstatix package) Robust ANOVA (WRS2 package) 

Effect F(1,32) padj Effect size 
η2p 

df1, df2 F(df1,df2) padj 

Group 2.176 0.3 0.064 1, 17.01 1.772 0.401 

Cond 168.011 <0.001***  0.840 1, 19.99 77.401 <0.001*** 

Group x Cond 1.750 0.3 0.052 1, 19.99 1.386 0.401 

Note: Robust ANOVA was performed to validate results due to extreme outliers in data.  

 

Supplementary Table 5 

Descriptive statistics and ANOVA assumptions for MMN latency of formal deviants 

   
Descriptive 
Stats 

Shapiro-Wilk 
test 

Levene’s 
test 

Box’s M-
test 

PhonProb SylStr Group Mean 
(s)  

Std 
Dev 

W p W p M p 

HPP SylS1 DYS 0.192 0.072 0.923 0.166 1.02 0.320 1.03 0.310  
  

CON 0.187 0.056 0.990 0.999 

 
SylS2 DYS 0.200 0.055 0.823 0.004 0.062 0.805 

  
CON 0.174 0.049 0.949 0.436 

LPP SylS1 DYS 0.206 0.061 0.925 0.176 0.028 0.868 

  
CON 0.193 0.055 0.921 0.156 

 
SylS2 DYS 0.202 0.053 0.857 0.012 0.003 0.959 

  
CON 0.210 0.048 0.843 0.008 

Note: Values from untransformed data shown here. Due to the violation of the normality assumption, data were 
transformed using the transformTukey() function from the rcompanion package, which determines a suitable 
transformation to maximize Shapiro-Wilk’s W statistic collapsed across factor levels. Here, data underwent a 
transformation of x1.95. 
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Supplementary Table 6 

2x2x2 split-plot ANOVA on MMN latency for formal deviants (Bonferroni-Holm 
corrected) 

 Untransformed Transformed 

Effect F(1,32) padj Effect size η2p F(1,32) padj Effect size η2p 

Group 0.749 1.000 0.023 1.299 1.000 0.039 

PhonProb 3.292 0.553 0.093 3.227 0.574 0.092 

SylStr 0.043 1.000 0.001 0.00001 1.000 0.0000005 

Group x 
PhonProb 

0.614 1.000 0.019 0.875 1.000 0.027 

Group x SylStr 0.001 1.000 0.00003 0.024 1.000 0.0008 

PhonProb x 
SylStr 

0.284 1.000 0.009 0.408 1.000 0.013 

Group x 
PhonProb x 
SylStr 

1.56 1.000 0.046 1.495 1.000 0.045 

Note: Data were transformed using the transformTukey() function from the rcompanion package, which 
determines a suitable transformation to maximize Shapiro-Wilk’s W statistic. Here, data underwent a 
transformation of x1.95.  
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Supplementary Table 7 

Descriptive statistics and ANOVA assumptions for MMN mean amplitude of formal 
deviants.  

 
Descriptive 
Stats 

Shapiro-
Wilk test 

Levene’s 
test 

Box’s M-test 

PhonProb SylStr Group Mean 
(µV)  

Std 
Dev 

W p W p M p 

HPP SylS1 DYS -1.43 0.934 0.956 0.566 0.308 0.583 0.0253 0.874 
  

CON -1.57 1.01 0.926 0.186 
 

SylS2 DYS -1.43 1.20 0.973 0.874 0.362 0.551 
  

CON -1.23 1.52 0.975 0.896 

LPP SylS1 DYS -1.68 1.47 0.975 0.897 7.26 0.011 
  

CON -0.95 0.602 0.970 0.810 
 

SylS2 DYS -2.21 1.29 0.969 0.382 1.20 0.281 
  

CON -1.97 1.58 0.945 0.797 

 

Supplementary Table 8 

2x2x2 split-plot ANOVA on MMN mean amplitude for formal deviants (Bonferroni-
Holm corrected) 

Effect F(1,32) padj Effect size η2p 

Group 1.227 1.000 0.037 

PhonProb 1.865 0.996 0.055 

SylStr 2.011 0.996 0.059 

Group x PhonProb 1.137 1.000 0.034 

Group x SylStr 0.028 1.000 0.0009 

PhonProb x SylStr 5.952 0.140 0.157 

Group x PhonProb x SylStr 1.160 1.000 0.035 
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Supplementary Table 9 

Descriptive statistics and ANOVA assumptions for MMN latency of temporal deviants  

 
Descriptive 
Stats 

Shapiro-
Wilk test 

Levene’s 
test 

Box’s M-test 

PhonProb SylStr Group Mean 
(s)  

Std 
Dev 

W p W p M p 

HPP SylS1 DYS 0.236 0.06 0.887 0.042 0.364 0.550 0.382 0.536 

  
CON 0.262 0.049 0.932 0.232 

 
SylS2 DYS 0.287 0.074 0.864 0.018 0.039 0.845 

  
CON 0.248 0.067 0.944 0.373 

LPP SylS1 DYS 0.279 0.056 0.952 0.488 0.053 0.820 

  
CON 0.266 0.058 0.883 0.035 

 
SylS2 DYS 0.286 0.062 0.855 0.013 0.513 0.479 

  
CON 0.281 0.067 0.910 0.101 

Note: Values from untransformed data shown here. Due to the violation of the normality assumption, data were 
transformed using the transformTukey() function from the rcompanion package, which determines a suitable 
transformation to maximize Shapiro-Wilk’s W statistic collapsed across factor levels. Here, data underwent a 
transformation of x2.425. 
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Supplementary Table 10 

2x2x2 split-plot ANOVA on MMN latency for temporal deviants (Bonferroni-Holm 
corrected) 

 Untransformed Transformed 

Effect F(1,32) padj Effect size η2p F(1,32) padj Effect size η2p 

Group 0.409 1.000 0.013 0.720 1.000 0.022 

PhonProb 3.913 0.399 0.109 4.415 0.308 0.121 

SylStr 2.032 0.820 0.06 3.902 0.308 0.109 

Group x 
PhonProb 

0.015 1.000 0.0005 0.013 1.000 0.0004 

Group x SylStr 1.811 0.820 0.054 1.915 0.704 0.056 

PhonProb x 
SylStr 

0.116 1.000 0.004 0.225 1.000 0.007 

Group x 
PhonProb x 
SylStr 

3.464 0.432 0.098 4.347 0.308 0.120 

Note: Data were transformed using the transformTukey() function from the rcompanion package, which 
determines a suitable transformation to maximize Shapiro-Wilk’s W statistic. Here, data underwent a 
transformation of x2.425. 
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Supplementary Table 11 

Descriptive statistics and ANOVA assumptions for MMN mean amplitude of temporal 
deviants.  

 
Descriptive 
Stats 

Shapiro-
Wilk test 

Levene’s 
test 

Box’s M-test 

PhonProb SylStr Group Mean 
(µV)  

Std 
Dev 

W p W p M p 

HPP SylS1 DYS -1.40 1.05 0.923 0.168 0.202 0.656 0.593 0.441 

  
CON -1.67 1.05 0.919 0.145 

 
SylS2 DYS -1.75 1.19 0.994 1.00 1.63 0.211 

  
CON -0.932 0.894 0.947 0.409 

LPP SylS1 DYS -1.84 0.786 0.943 0.361 7.74 0.009 

  
CON -1.53 1.52 0.973 0.864 

 
SylS2 DYS -1.64 1.21 0.959 0.614 0.038 0.847 

  
CON -1.27 1.06 0.944 0.372 
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Supplementary Table 12 

2x2x2 split-plot ANOVA on MMN mean amplitude for temporal deviants (Bonferroni-
Holm corrected) 

Effect F(1,32) padj Effect size η2p 

Group 1.750 1.000 0.052 

PhonProb 1.087 1.000 0.033 

SylStr 1.456 1.000 0.044 

Group x PhonProb 0.073 1.000 0.02 

Group x SylStr 2.581 0.826 0.075 

PhonProb x SylStr 0.006 1.000 0.0002 

Group x PhonProb x SylStr 1.506 1.000 0.045 
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Chapter 4 

Phonological and temporal regularities 

lead to differential ERP effects in self- 

and externally triggered speech 

 

 

 
 

 

 

Based on 
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temporal regularities lead to differential ERP effects in self-and externally generated 

speech. bioRxiv. 
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ABSTRACT 

 

Some theories of predictive processing propose reduced sensory and neural 

responses to anticipated events. Support comes from M/EEG studies, showing 

reduced auditory N1 and P2 responses to self- compared to externally generated 

events, or when stimulus properties are more predictable (e.g., prototypical). The 

current study examined the sensitivity of N1 and P2 responses to statistical 

regularities of speech. We employed a motor-to-auditory paradigm comparing ERP 

responses to externally and self-triggered pseudowords, varying in phonotactic 

probability and syllable stress. We expected to see N1 and P2 suppression for self-

triggered compared to externally generated stimuli, with greater suppression effect 

for more predictable features such as high phonotactic probability and first syllable 

stress in pseudowords. We observed an interaction between phonotactic probability 

and condition on the N1 amplitude, with an enhanced effect of phonotactic probability 

in processing self-triggered stimuli. However, the directionality of this effect was 

reversed compared to what was expected, namely a larger N1 amplitude for high 

probability items, possibly indicating a perceptual bias toward the more predictable 

item. We further observed an effect of syllable stress on the P2 amplitude, with 

greater amplitudes in response to first syllable stress items, likely related to acoustic 

stimulus differences. The current results suggest that phonotactic probability may 

affect speech processing differently depending on whether it is self-triggered or 

externally presented. Further research is necessary to elucidate whether this can be 

related to feedforward models in speech production. 
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1 Introduction 

The brain’s capacity to formulate predictions of upcoming events in our environment 

is one of the most studied phenomena across sensory modalities (e.g., Baldeweg, 

2006; Blakemore et al., 2000; Rao & Ballard, 1999). These predictions may relate to 

the timing (‘when’, temporal prediction) and content/quality (‘what’, formal 

prediction) of upcoming sensory events (Arnal & Giraud, 2012; Kotz & Schwartze, 

2010), and are based on our acquired knowledge and experience of the world. A 

special form of prediction generated by the brain is related to the sensory 

consequences of our own actions. The underlying mechanism is described by the 

internal forward model of motor control (e.g., Wolpert & Miall, 1996). According to 

this model, when a motor plan is formulated, an internal copy of the command, termed 

“efference copy” is used to generate a prediction of the anticipated sensory feedback. 

This prediction, or “corollary discharge”, is then compared to the actual sensory 

feedback (reafference signal), allowing the system to distinguish between self- and 

externally generated sensations, and to monitor and adapt our own motor output 

more readily. This model has also been applied to speech production, linking 

psycholinguistic models of feedback monitoring at the phoneme and syllable level to 

general motor control mechanisms (e.g., Hickok, 2012; Kotz & Schwartze, 2016) 

As a consequence of this mechanism, the sensory response to internally 

generated stimulation is suppressed, leading to well-known phenomena such as the 

inability to tickle oneself (Blakemore et al., 2000). This perceived sensory 

suppression, termed motor-induced suppression (MIS), goes hand in hand with the 

suppression of sensory-related neural activity, shown across multiple sensory 

domains, including somatosensory (Blakemore et al., 2000) and auditory (e.g., 

Christoffels et al., 2011; Knolle et al., 2012; Niziolek et al., 2013). The degree of MIS 

reflects the accuracy of the generated prediction: the better the match between 

predicted feedback and actual sensory feedback, the greater the suppression. This 

pattern is supported by observations of an inverse relationship between noise level 

and suppression in fMRI: with higher noise levels, less suppression is observed 

(Christoffels et al., 2011). The magnitude of the neural activity in response to self-

generated sensations is therefore thought to reflect the prediction error, or the 

mismatch between predicted and actual feedback: Noisy situations result in less clear 

and less predictable feedback, leading to less suppression (i.e., more neural activity). 
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MIS is modulated by stimulus properties, including the predictability of the 

frequency and timing of tones (Bäss et al., 2008; Knolle et al., 2013a) or manipulations 

of voice identity (Johnson et al., 2021), voice quality, and timing in speech (Aliu et al., 

2009; Behroozmand & Larson, 2011). In a study comparing different utterances of the 

same vowel, self- or externally generated, Niziolek and colleagues (2013) observed 

greater suppression when the utterance showed formant ratios more prototypical for 

the individual speaker. Crucially, when the utterance deviated from the speaker’s 

prototype, the auditory cortical response predicted the correction of the articulation. 

This observation confirms that this mechanism may be involved in monitoring and 

correcting behavior. MIS is further modulated by experience, with musicians showing 

different suppression patterns than non-musicians (Ott & Jäncke, 2013). In summary, 

these findings suggest that greater suppression is indicative of more predictable 

sensory events, and that this suppression may be modulated by experience. 

These observations suggest that MIS may be a suitable measure to investigate 

the brain’s sensitivity to regularities in the formal and temporal structure of speech 

during production. Within speech and language, regularities exist at multiple 

timescales, allowing the formulation of formal (e.g., phonotactic probability) and 

temporal (e.g., syllable stress) predictions across different processing levels. These 

predictions are established through exposure to regularities in speech throughout 

development, and evidence of sensitivity to these regularities is found already in 

infancy (Nazzi et al., 1998; Saffran et al., 1996). This sensitivity may provide an 

important foundation in the early stages of language acquisition, by allowing infants 

to segment the continuous speech signal into words (Jusczyk et al., 1999; Mattys & 

Jusczyk, 2001; Thiessen & Saffran, 2003), and continues to facilitate speech 

processing throughout the lifespan, as indicated by both behavioral and neural 

evidence. 

Phonotactic probability modulates primarily sublexical language processes 

(i.e. independent of lexical/conceptual processing) in speech perception, such as 

nonword recognition (Luce & Large, 2001; Vitevitch & Luce, 1999) and recall (Thorn 

& Frankish, 2005). In contrast, lexical stress can guide the resolution of lexical conflict 

in spoken word recognition (e.g. present = gift, present = to give a presentation; 

Cutler, 2005). In production tasks, such as nonword repetition, both phonotactic 

probability (Edwards et al., 2004; Munson, Edwards, et al., 2005; Munson, Kurtz, et 
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al., 2005; Vitevitch & Luce, 1998, 2005) and syllable stress (Vitevitch et al., 1997) 

modulate performance, with high phonotactic probability items and more frequently 

occurring stress patterns (e.g. in Dutch, first syllable stress) being repeated more 

accurately. Furthermore, lexical stress can guide the learning of novel phonotactic 

constraints (Bian & Dell, 2020). 

There is ample neural evidence supporting the aforementioned behavioral 

observations during speech perception, with variations in phonotactic probability 

and stress patterns modulations neural processing (Bonte et al., 2005; Di Liberto et 

al., 2019; Emmendorfer et al., 2020; Rothermich et al., 2012; Tremblay et al., 2016). 

However, data on the neural correlates of these features in speech production are 

sparse. fMRI investigations have shown sensitivity to distributional statistics such as 

phonotactic probability, syllable frequencies or mutual information in speech 

production tasks across the speech network, including auditory as well as motor 

regions, with reduced BOLD signal for items with higher frequency of occurrence 

within the language (Papoutsi et al., 2009; Tremblay et al., 2016). These findings are 

in line with psycholinguistic models proposing that motor plans of more frequently 

occurring structures are stored in a “mental syllabary”, while less frequent 

articulatory representations need to be compiled from smaller units on the spot 

(Levelt, 1999; Levelt & Wheeldon, 1994; Schiller et al., 1996). Electrophysiological 

data on these features in speech production tasks is sparse. In a go/no-go task, where 

“go” decision was based on lexical stress position, N200 latency was earlier for words 

with first syllable stress (Schiller, 2006). However, this was proposed to be related to 

the incremental encoding (i.e. from word onset to end) of the meter during speech 

production, rather than a function of typical/atypical stress patterns, which is further 

supported by behavioral findings in trisyllabic stimuli (Schiller et al., 2006). Currently, 

we do not know of any studies investigating the effect of variations in phonotactic 

probabilities during speech production with electrophysiological methods. 

The current experiment aimed to investigate how predictability of phonotactic 

probability and syllable stress contribute to speech production, extending our 

knowledge from previous studies investigating speech perception (e.g., Bonte et al., 

2005; Emmendorfer et al., 2020) and production (e.g., Schiller, 2006; Tremblay et al., 

2016). To approach this question, we focused our attention on motor-induced 

suppression, as this allows investigating how such (ir)regularities modulate the 
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accuracy of the prediction generated through the efference copy. While some studies 

have investigated this phenomenon in overt speech production (e.g., Aliu et al., 2009; 

Christoffels et al., 2011; Niziolek et al., 2013), this comes with challenges due to 

artifacts caused from engaging the facial muscles during articulation. Furthermore, 

overt production leads to variability in the pronunciation of the individual utterances, 

which can lead to changes in the degree of suppression (Niziolek et al., 2013). This is 

a particularly relevant constraint in the current design, as less familiar features may 

show more variability in articulation as well as more speech errors (Heisler & 

Goffman, 2016; Munson, 2001; Sasisekaran et al., 2010). To circumvent these 

challenges, we employed a button-press paradigm, or motor-to-auditory paradigm, 

where the participant elicits the presentation of speech stimuli via button-press (e.g., 

Knolle et al., 2013a, 2019; Ott & Jäncke, 2013; Pinheiro et al., 2018). 

The classical design in these experiments employs three conditions: an 

auditory-only condition (AO), where participants are passively presented with 

auditory stimuli, a motor-auditory (MA) condition, where participants trigger the 

generation of self-produced pseudowords through a button-press, and finally a 

motor-only (MO) control condition used to correct for the motor component (MA – 

MO = MAC). This design has been applied to investigate MIS in response to a range of 

stimulus types, including tones (Knolle et al., 2013a), voices (Pinheiro et al., 2018), 

vowels (Knolle et al., 2019), and single syllables (Ott & Jäncke, 2013). These designs 

typically elicit modulations of the auditory N1 and P2 components. Observed 

reduction of N1 amplitude in response to self-triggered stimuli is thought to reflect an 

unconscious, automatic prediction resulting from the efference copy/corollary 

discharge, while P2 suppression reflects a more conscious differentiation between 

self- and externally generated events (e.g. Knolle et al., 2013a, 2019; Pinheiro et al., 

2018). Here we investigated the effect of phonotactic and syllable stress regularities 

on MIS of the N1 and P2 components, using prerecorded utterances of bisyllabic 

Dutch pseudowords from each participant. Specifically, we aimed at testing the 

following hypotheses: (1) N1 and P2 amplitudes are reduced for self-triggered stimuli 

compared to externally generated stimuli (i.e. main effect of condition, MIS), (2) this 

reduction in amplitude is modulated by phonotactic probability and syllable stress 

(i.e. interactions between phonotactic probability and condition, and syllable stress 

and condition), with high phonotactic probability and first syllable stress items 
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leading to greater amplitude reduction due to greater predictability, and (3) 

phonotactic probability and syllable stress may interactively modulate motor-

induced suppression (i.e. three-way interaction between phonotactic probability, 

syllable stress and condition), where we do not have precise predictions about the 

nature of this interaction. 

 

2 Methods 

2.1 Participants 

34 right-handed native Dutch speakers participated in the study after giving their 

informed consent. The study was approved by the Ethical Committee of the Faculty of 

Psychology and Neuroscience at Maastricht University (ERCPN-OZL 

205_17_03_2019) performed in accordance with the approved guidelines and the 

Declaration of Helsinki. Participants were invited to complete two sessions: one for 

recording the stimulus materials, followed by the EEG session. 5 participants 

completed the stimulus recording but did not complete the EEG session due to the 

COVID-19 pandemic. One participant was excluded from the EEG session due to 

failure to accurately reproduce stimuli. One participant was excluded due to excessive 

noise in the EEG signal (< 100 trials remaining per stimulus per condition). This led 

to a final sample of 27 participants (9 male, mean age: 21.9; standard deviation +/- 

3.8), who completed both sessions of the experiment. The stimulus recording 

procedures and variations of the EEG paradigm were piloted in an additional 9 

participants. The stimuli generated from these pilot participants were used to 

determine the criteria for stimulus selection as described in the following section. 

  



104 
 

 

Table 1 

Stimuli 

  
SylStr 

  
SylS1 SylS2 

PhonProb 
  

High (HPP) notsal notsal 

Low (LPP) notfal notfal 

Note. Bold font indicates stressed syllable (SylS1 = 1st syllable, SylS2 = 2nd syllable). PhonProb = phonotactic 
probability. SylStr = syllable stress. The phoneme combination ‘-ts-’ constitutes the high phonotactic probability 
(HPP), and ‘-tf-’ the low phonotactic probability (LPP). 

 

2.2 Stimulus generation 

The stimuli for the EEG experiment were prepared on an individual basis. Participants 

were invited for an initial stimulus recording session scheduled several days prior to 

the EEG session. The stimuli consisted of four pseudowords (Table 1), which differed 

from each other in phonotactic probability (notsal vs. notfal) and syllable stress (first 

vs. second syllable; adapted from Bonte et al., 2005; Emmendorfer et al., 2020). 

During the EEG experiment, each participant was presented with stimuli in their own 

voice. As second syllable stress is rare in Dutch, “natural” pronunciation of bisyllabic 

pseudowords with this stress pattern is challenging. To circumvent this issue, 

participants were presented with the target words, which were generated using a 

splicing procedure. The target words were spoken by a female Dutch speaker, who 

produced the syllables of interest by replacing them individually with syllables in 

existing bisyllabic Dutch words containing the same (spoken) consonant cluster and 

stress pattern as the target pseudowords (e.g. /badzout/ → /notzout/ and /badsal/ 

→ notsal; /ontslag/ → /notslag/, and /ontsal/ → /notsal/; for more details see 

Emmendorfer et al., 2020). These spliced target words were presented to the 

participants of the current experiment. After ensuring the participant could hear and 

reproduce the differences between the pseudowords, each target was presented 15 

times in random order, and the participants were asked to repeat them as accurately 
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as possible. Participants were not explicitly instructed to attend to the stress pattern 

as this could lead to exaggerated expression of syllable stress. 

From the 15 repetitions of each pseudoword, one item was selected as the 

stimulus for the EEG experiment. To ensure comparability across participants, 

without having to manipulate the recording to deviate from the participants own 

naturally produced utterance, we selected items such that they were comparable in 

the timing of the perceptual centers (p-centers) of the syllables. P-centers are thought 

to represent the perceived “beat” of the speech stimulus. The timing of the p-centers 

was estimated with a beat detection algorithm (custom Matlab script adapted from 

Cummins & Port, 1998). Here, the beat, or p-center, is defined as the midpoint of each 

local rise in the amplitude envelope of the recorded signal, representing the vocalic 

nucleus of a syllable. The duration of the interval between the p-centers of each 

syllable in the bisyllabic pseudowords was calculated, and from 10 participants (9 

pilot participants and 1 from the final sample), the average interval was calculated for 

each pseudoword. These values were used to select the best fitting stimulus for the 

participants who completed the subsequent EEG session. For each pseudoword, the 

item with the closest matching interval was selected. If this item contained acoustic 

artifacts or a mispronunciation, it was discarded, and the next best item was selected. 

This procedure allowed the selection of temporally comparable stimuli, while 

preserving each participant’s own pronunciation without editing or manipulating the 

timing. A representation of the stimuli included in the experiment can be found in 

Figure 1. Stimuli were filtered with a Hann bandpass filter (80 – 10500 Hz), and 

intensity scaled to 60 dB. Mean stimulus duration was 0.640 s (standard deviation: 

0.056 s), and the mean interval between p-centers of the stimuli was 0.319 s (standard 

deviation: 0.042 s). 
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Figure 1: Stimuli. Stimuli selected for the EEG experiment. Individual intensity contours of the stimuli are 
represented in grey, mean intensity contours across participants in red. Stimuli from an exemplary participant are 
represented in black. Timing of the p-centers, representing the onset of the vocalic nucleus, are represented by 
dashed lines (red: averaged across participants, black: exemplary participant). Individual tokens to be used for 
each participant were selected based on the interval between the p-centers for first and second syllables. Stimulus 
onset t = 0 is equivalent to t = 0 in the subsequent ERP plots. HPP = high phonotactic probability, LPP = low 
phonotactic probability, SylS1 = first syllable stress, SylS2 = second syllable stress. 

 

2.3 EEG paradigm 

The paradigm (adapted from Johnson et al., 2021; Ott & Jäncke, 2013) consisted of 

three conditions (Figure 2A). In all three conditions, the trial began with the 

presentation of a fixation cross, followed by a cue (< left, > right) at 0.4 – 1.0 s after 

trial onset. In the motor-auditory condition (MA), participants pressed a button (left 

or right), which triggered the presentation of a stimulus. In the auditory-only 

condition (AO), participants were presented with the same cue, but the stimulus 

presentation occurred without button press, 0.5 s after cue onset. In the motor-only 

condition (MO), the participants pressed the cued button, but no stimulus was 

presented. This condition was included to correct for the motor component in the MA 

condition. This corrected motor-auditory condition (MAC) was calculated as MA – MO, 

thus allowing the comparison of neural activity in response to self-triggered (MAC) 

and externally generated auditory stimuli (AO). A reduction in N1 and P2 amplitudes 

for MAC relative to AO is then interpreted as motor-induced suppression. 

The EEG recording occurred over the course of 6 experimental runs, each 

consisting of 18 blocks (8 MA, 8 AO, 2 MO) (Figure 2B). In each MA and AO block, one 

stimulus pair was presented. The stimuli within the pair differed from each other in 

either phonotactic probability or syllable stress (Figure 2C), and each cue/button 
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press corresponded to one stimulus. Each pair was presented twice per run and 

condition, with the cue/button assignment counterbalanced across blocks. Within 

each block, the first 4 trials (always including 2 left, 2 right) were excluded from 

analysis to allow the participant to form an association between cue and word. In four 

blocks per run (2 MA, 2 AO), four catch trials were included at the end of the block, 

where the cue-stimulus pairing was switched, i.e., the left cue was followed by the 

stimulus previously associated with the right cue. Participants were instructed to 

attend to the cue-stimulus pairing and were asked to report at the end of each block 

whether they noticed a switch. This task was included to ensure the participants were 

correctly associating the presented stimulus with the cue/button-press, and these 

trials were excluded from analysis. The total number of trials per block varied 

between 14 and 28 trials such that the participant could not anticipate when the catch 

trials would occur by counting.  This resulted in 10 – 20 trials per block, and a total of 

90 trials per condition/stimulus/cue assignment included in the analysis (Figure 2B). 

 

2.4 EEG recording 

EEG was recorded with BrainVision Recorder (Brain Products, Munich, Germany) 

using a 63-channel recording setup. Ag/AgCl sintered electrodes were mounted 

according to the 10% equidistant system, including 57 scalp electrodes, left and right 

mastoids for offline re-referencing, and four EOG electrodes to facilitate removal of 

artefacts caused by eye movements (2 placed on the outer canthi, 2 above and below 

the right eye). The scalp was cleaned at electrode sites and electrodes were filled with 

electrolyte gel to keep impedances below 10kΩ. Data was acquired with a sampling 

rate of 1000Hz, using Fpz as an online reference and AFz as ground. During recording, 

participants were seated on a comfortable chair in an acoustically and electrically 

shielded room. 

 

2.5 EEG processing 

EEG data was processed using the EEGLAB toolbox (Delorme & Makeig, 2004) and 

custom MATLAB scripts (MATLAB, 2018) The continuous EEG data were filtered 

using a bandpass filter of 1 – 30 Hz, and then downsampled to a sampling rate of 250 

Hz. Noisy channels were identified, removed, and interpolated using the EEGLAB 

plugin clean_rawdata, and the data were re-referenced to the average signal of the 
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two mastoid electrodes. The data were then epoched 0 – 2.4 s relative to the onset of 

the trial to remove noisy break intervals, while still including the entire duration of 

the experimental blocks. The data were then decomposed using ICA. 2 – 4 

independent components, reflecting blinks and horizontal eye-movements were 

removed for each participant.  

Initial inspection of the reconstructed data, segmented to stimulus onset, 

revealed a positive deflection preceding the stimulus in all three conditions, which 

appears time-locked to the visual cue (Supplementary Figure S1). This deflection 

could not be removed through highpass filtering (Supplementary Figure S2) or ICA 

(Supplementary Figure S3). While the deflection was present in all three conditions, 

it is effectively removed during the MA – MO subtraction (Figure 3A). The remaining 

deflection in the AO condition likely reflects a combination of visual processing of the 

cue, as well as anticipatory processes and temporal orientation to the upcoming 

stimulus due to the fixed temporal interval between cue and stimulus in this condition 

(Figure 2A). This observation violates the assumption of baseline correction that 

there are no systematic differences between conditions in the selected window. 

Therefore, the data were instead baseline corrected to a window 0.2 s prior to the 

onset of the cue, and subsequently epoched -0.6 – 0.5 s relative to the onset of the 

stimulus or button-press. 

Previous findings have shown differences between self- and externally 

triggered auditory stimuli already in the pre-stimulus window (Reznik et al., 2018), 

thus a pre-stimulus baseline window may not be appropriate for this type of paradigm 

even without the positivity we observe. The pre-cue baseline correction is used 

throughout the analysis steps. Before moving to the planned analysis of the N1 and P2 

components, we first explored the pre-stimulus positivity through cluster-based 

permutation analysis.  

Individual N1 and P2 peaks were manually determined from single subject 

average waveforms at electrode FCz for each stimulus and condition separately. While 

the auditory N1 and P2 are classically measured over the vertex electrode (Cz), we 

opted for a slightly more frontal site as visual inspection of the ERPs suggested the 

amplitudes to be less influenced by the pre-stimulus deflection at this channel (see 

Supplementary Figure S2). The N1 peak was determined as a negativity in the time 

window 100 – 300 ms following stimulus onset, P2 as a positivity following the N1 
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peak up until 400 ms. These time windows are later than the classically observed N1 

and P2 windows, however, a relative delay is consistent with the nature of the stimuli 

due to their complexity (Conde et al., 2018) and slow onset rise time (Onishi & Davis, 

1968). Furthermore, broad time windows were selected to determine the individual 

peak as we anticipated variability in their timing due to the variability of the 

individual stimuli (i.e., variations in rise time of first syllable between participants and 

between first and second syllable stress). If there was ambiguity in the selection of 

the peak within a waveform (e.g., 2 peaks within the given window), the peak with the 

more appropriate topography and timing relative to the participant’s average as well 

as the grand average across participants was selected, to ensure the inclusion of 

comparable neural events across conditions and participants. The amplitude in a 

window +/-24 ms surrounding this latency was extracted for all scalp electrodes. 
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Figure 2: Experimental design. (A) Three experimental conditions. In all three conditions, the trial started with 
the presentation of a fixation cross for 0.4 – 1.0 s, followed by a visual cue < or >. In the MA (motor-auditory) 
condition, participants pressed the button corresponding to the cue (< left or > right), triggering the presentation 
of the pseudoword stimulus via speakers. In the MO (motor-only) condition, the participants pressed the button, 
but no stimulus was presented. In the AO (auditory-only) condition, the stimulus was presented 0.5 s after cue 
onset without button press. MA = motor-auditory, MO = motor only, AO = auditory only, MAC = motor-auditory 
corrected, MIS = motor-induced suppression (B) Overview of the EEG paradigm timeline. The total EEG 
measurement lasted 90 – 100 mins, consisting of 6 runs of approximately 15 mins each. Within each run, 18 mini-
blocks were presented (8 AO, 8 MA, 2 MO). In each mini-block, one stimulus pair was presented (letters a-d 
correspond to the stimulus pair presented as denoted in panel C), where one stimulus was associated with the < 
(left) cue/button-press, one with the > (right) cue/button-press. Within the 8 mini-blocks of AO and MA, each pair 
was presented twice, with the cue/hand assignment counterbalanced across mini-blocks. AO and MA conditions 
consisted of 14 – 28 trials per mini-block. The first 4 trials were discarded from analysis. In four mini-blocks per 
run (2 AO, 2 MA), 4 catch trials where cue/hand assignment were switched were included at the end of a mini-
block. These trials were also discarded from analysis, leading to a final 10 – 20 trials per mini-block. (C) Overview 
of stimuli and contrasted features: PhonProb = phonotactic probability, HPP = high phonotactic probability, LPP = 
low phonotactic probability, SylStr = syllable stress, SylS1 = first syllable stress, SylS2 = second syllable stress. 
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Figure 3. Overview of pre-stimulus deflection. (A) MAC (motor-auditory corrected, green) and AO (auditory 
only, blue) conditions, time-locked to stimulus onset and averaged across stimuli (+/-95% CI of the mean) in a 
frontocentral ROI (FCz, FC1, FC2, FC3, FC4). The shaded window indicates the window where cluster-based 
permutation tests were performed. The black line indicates the timing of the observed cluster with a significant 
difference between MAC and AO. (B) AO – MAC difference wave for individual stimuli at the same frontocentral 
ROI. The shaded area indicates the window where cluster-based permutation tests were performed to test for 
systematic effects of PhonProb, SylStr or an interaction thereof. No significant differences were found. 

 

2.6 Statistical analyses 

Due to the pre-stimulus deflection observed in the AO condition (Figure 3A), we first 

investigated whether this indeed reflected a systematic difference between AO and 

MAC. Such a systematic difference between conditions would render a direct 

comparison of the N1 and P2 amplitudes of these two conditions invalid, as we cannot 

exclude that any observed modulations of these components might be driven by this 

deflection rather than true motor-induced suppression as hypothesized. We tested 

this via a cluster-based permutation analysis (Maris & Oostenveld, 2007). One-sided 

paired-samples t-tests between AO and MAC were performed at each time-point in 

the time-window -0.5 - 0 s relative to stimulus onset for 1000 random partitions using 

the ft_timelockstatistics function of the Fieldtrip toolbox (Oostenveld et al., 2011). 

This analysis revealed a significant difference between AO and MAC. The observed 

cluster started at approximately 0.3 s prior to stimulus onset, with a broad 

topographic distribution. Based on this unexpected observation, a direct comparison 

of AO vs MAC at N1 and P2 components could not be interpreted as motor-induced 

suppression. Due to this finding, we were unable to test our specific hypotheses 

regarding the modulation of motor-induced suppression by phonotactic probability 

and syllable stress. However, as the broader aim of this research was to investigate 

the role of these regularities in speech production, we pursue analyses to answer the 
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question of how phonotactic probability and syllable stress modulate speech 

processing, and whether this differed across self- and externally generated speech. 

Statistical analyses on N1 and P2 amplitudes were performed in R version 3.6.3 

(R Core Team, 2013) using the rstatix package (Kassambara, 2019). Normal 

distribution of the N1 and P2 mean amplitude values was confirmed for all conditions 

via Shapiro-Wilk test (Supplementary Tables S1, S4), and outlier identification via 

boxplot methods did not reveal any extreme outliers (points beyond Q1 – 3*IQR, Q3 

+ 3*IQR). In a 2x2x2 (high vs. low PhonProb x first vs. second SylStr x AO vs. MAC 

Cond) repeated-measures ANOVA, we tested the following hypotheses for both N1 

and P2 mean amplitudes averaged across electrodes in a frontocentral ROI (FCz, FC1, 

FC2, FC3, FC4): The N1/P2 amplitudes are modulated by the predictability of stimulus 

features (1) PhonProb and (2) SylStr, where more predictable utterances (i.e., high 

phonotactic probability and first syllable stress) lead to smaller amplitudes. 

Furthermore, (3) these features may interactively modulate N1/P2 amplitudes 

(PhonProb x SylStr interaction), and (4) may differ across conditions (PhonProb x 

Cond or SylStr x Cond interaction), where we would expect the MAC condition to show 

greater effects of these features due to error-monitoring. ANOVA results were 

corrected for multiple comparisons with Bonferroni-Holm correction using the 

adjust_pvalue() function (Cramer et al., 2016), and follow-up t-tests of simple effects 

were Bonferroni corrected. 

 

3 Results 

Visual inspection of the ERP grand averages (Figure 4A, 5A) reveals an N1/P2 

morphology, with the N1 peaking around 200 ms and the P2 around 300 ms. When 

adjusted for the timing of the p-center of the first syllable of participants' pseudoword 

pronunciations, the N1 and P2 latencies are shorter, at approximately 125 and 212 

ms, respectively. For our analyses we kept the time-locking to stimulus onset as it 

resulted in delayed but better aligned N1 and P2 responses across participants. In the 

following sections, we present the results of the statistical analyses. Here, we report 

only significant or otherwise noteworthy main effects and interactions, as well as 

post-hoc simple effects. The full results of the statistical analyses can be found in the 

supplementary materials (Supplementary Tables S1, S2 and S3 for N1, Tables S4 and 

S5 for P2 results). 
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3.1 N1 

A 2x2x2 repeated measures ANOVA (high vs. low PhonProb x first vs. second SylStr x 

AO vs. MAC Cond) on N1 mean amplitudes (+/- 24 ms surrounding peak) averaged 

within the frontocentral ROI revealed a significant interaction between phonotactic 

probability and condition (F(1,26) = 8.463, p.adj = 0.049, η2P = 0.246). In the AO 

condition, LPP stimuli had a slightly larger N1 mean amplitude compared to HPP 

stimuli, while the reverse directionality was observed in the MAC condition (Figure 

4A, B). This interaction was resolved by means of post-hoc paired samples t-tests 

testing the effect of phonotactic probability at each level of condition (Bonferroni 

corrected), which showed no significant effects for either AO (t(26) = 0.840, p.adj = 

0.818, d = 0.162) or MAC (t(26) = -2.04, p.adj = 0.104, d = -0.392). Thus, the observed 

effect seems to reflect a crossover interaction, where the difference between HPP and 

LPP is different across conditions, but in neither AO or MAC do HPP and LPP differ 

from each other significantly. However, the effect size and mean amplitude difference 

is larger for MAC (d = -0.392, N1 mean amplitude HPP = -3.17 µV vs LPP = -2.67 µV) 

than AO (d = 0.162, N1 mean amplitude HPP = -2.87 µV vs LPP = -3.05 µV). No other 

main effects or interactions on N1 mean amplitude were significant (Figure 4B). We 

note that there was a small but significant difference in N1 latency across conditions 

(t(26) = -2.43, p = 0.022, d = -0.468), with the N1 peaking slightly earlier in the AO 

condition (mean latency = 190 ms) compared to MAC (mean latency = 197 ms). 
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Figure 4: Interaction between phonotactic probability and condition on N1 amplitude. (A) Average ERP 
waveforms at frontocentral ROI (FCz, FC1, FC2, FC3, FC4) time-locked to stimulus onset, and corresponding 
topographies of N1 mean amplitudes. Note that baseline correction was performed in 200 ms window prior to cue 
onset (approximately -0.5 s). Due to the pre-stimulus positivity (see Figure 3), AO and MAC are different in the 
pre-stimulus window depicted here. (B) N1 mean amplitudes (+/- 24 ms surrounding individual peaks). HPP = 
high phonotactic probability, LPP = low phonotactic probability, AO = auditory only, MA = motor-auditory, MO = 
motor only, MAC = motor-auditory corrected, PhonProb = phonotactic probability, Cond = condition, ns = non-
significant. Note: simple effects were not tested for SylStr x Cond as this interaction was not significant. 

 

 

Figure 5: Main effect of syllable stress on P2 amplitude. (A) Average ERP waveforms at frontocentral ROI (FCz, 
FC1, FC2, FC3, FC4) time-locked to stimulus onset, averaged across phonotactic probability and condition, and 
corresponding topographies of individual P2 mean amplitudes (+/- 24 ms surrounding individual peaks). (B) P2 
mean amplitudes (+/- 24 ms surrounding individual peaks). * p < 0.001. SylStr = syllable stress, SylS1 = first 
syllable stress, SylS2 = second syllable stress, PhonProb = phonotactic probability, HPP = high phonotactic 
probability, LPP = low phonotactic probability 

 

3.2 P2 

A 2x2x2 repeated measures ANOVA (high vs. low PhonProb x first vs. second SylStr x 

AO vs. MAC Cond) on P2 mean amplitude (+/-24 ms surrounding peak) averaged 

within the frontocentral ROI revealed a significant main effect of syllable stress 

(F(1,26) = 22.993, p.adj < 0.001, η2P = 0.469). Stimuli with first syllable stress elicit a 
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larger P2 (mean amplitude = 3.30 µV) compared to those with second syllable stress 

(mean amplitude = 2.39 µV; Figure 5). No other main effects or interactions were 

significant.  

 

4 Discussion 

The current study aimed to investigate whether motor-induced suppression of the N1 

and P2 amplitudes is modulated by formal (phonotactic probability) and temporal 

(syllable stress) predictability in the speech signal. We used a motor-to-auditory 

paradigm, where participants triggered the generation of self-produced pseudowords 

through a button-press. This approach was intended as a step towards investigating 

speech production, while limiting the interference of motor artifacts and speech 

errors present during overt production of pseudowords. We expected to observe a 

motor-induced suppression effect, with larger N1 and P2 amplitudes in the auditory-

only condition, compared to the motor-auditory condition. Furthermore, we expected 

this suppression effect to be modulated by phonotactic probability and/or syllable 

stress, where high probability items (high phonotactic probability and first syllable 

stress) would elicit greater suppression, as they might be more “prototypical” items 

in the language (Niziolek et al., 2013). Due to an observed pre-stimulus deflection in 

the auditory-only condition, not present in the motor-auditory condition after 

correcting for motor output (Figure 3), we were not able to test our specific a priori 

hypotheses regarding motor-induced suppression in the current data. However, the 

design still allowed investigating the broader question as to how phonotactic 

probability and syllable stress contribute to the processing of self- and externally 

generated speech. We observed a modulation of N1 amplitude by phonotactic 

probability, which was enhanced in response to self-triggered stimuli, and a 

modulation of P2 amplitude by syllable stress, with first syllable stress eliciting a 

larger P2 compared to second syllable stress. While these analyses are post-hoc in 

nature, they provide insights into the differences in processing phonotactic and 

temporal regularities in self- and externally produced speech that can be followed up 

upon in future experimental designs. 

We investigated the effect of variations of phonotactic probability and syllable 

stress across self- and externally generated conditions on N1 mean amplitude. Here, 

we observed a significant interaction between phonotactic probability and condition, 
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but no significant main effects or simple effects. Inspecting the data revealed that this 

interaction was a crossover effect, indicating that the direction of the effect of 

phonotactic probability differs across conditions (i.e., HPP > LPP in MAC, LPP > HPP 

in AO). However, the simple effects did not reach significance in either the auditory-

only or motor-auditory condition. It is noteworthy though that visual inspection of 

amplitudes as well as comparison of effect sizes revealed the difference between high 

and low phonotactic probability to be larger for self-triggered words compared to 

externally generated ones. Thus, the pattern we observed in this interaction is in line 

with the notion that such regularities have greater weight in speech production due 

to feedforward processes. Variations in phonotactic probability of planned utterances 

may require different degrees of monitoring, as they may be more or less likely to 

result in mispronunciation. Indeed, it has been shown that phonotactic probability 

modulates accuracy and speed in speech production (Edwards et al., 2004; Munson, 

Edwards, et al., 2005; Munson, Kurtz, et al., 2005; Vitevitch & Luce, 2005). However, 

we hypothesized a larger amplitude for the less probable item as this would generate 

greater surprise, while our data suggest the opposite pattern. One could assume that 

these effects might be driven by differences in the motor-only (MO) condition, 

however we can exclude this possibility, as this condition does not include variations 

in stimulus type (i.e., same trials of MO are subtracted from all MA averages). 

A closer look at theories of predictive processing may explain this discrepancy. 

While cancellation theories predict suppression of predicted sensory events to 

highlight novel or unexpected events (e.g., Blakemore et al., 2000), Bayesian theories 

suggest a perceptual bias or gain for predictable events (e.g., de Lange et al., 2018). 

Recent developments propose a two-process model to resolve the conflict between 

these contradictory theories (Press et al., 2020). Here it is proposed that the 

perceptual system is tuned toward expected events when there is a large overlap 

between prior and posterior probabilities (i.e., low surprise), resulting in perceptual 

gain for expected events, as suggested by Bayesian accounts (e.g., Thomas et al., 

2020). When there is little overlap between these prior and posterior distributions 

(i.e., high surprise), this suggests that the model of the environment must be updated, 

resulting in higher activation to signal the unexpected event, in line with cancellation 

theories. 
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The pseudowords used in our design all consist of legal phonotactic structures 

and lexical stress patterns. Furthermore, the trials included in the analysis did not 

include any violations of predicted stimuli. Thus, the surprise generated by any given 

stimulus was low, and would not require the system to update their model of the 

world. Instead, given the acoustic similarity of high and low phonotactic stimuli, it is 

more likely that perception was biased toward the high probability item notsal. The 

trend toward a larger N1 amplitude for high probability items in the motor-auditory 

condition supports this notion. Interestingly, the timing of this modulation around 

200 ms suggests that it may occur prior to, or concurrently with, the actual 

manipulation of phonotactic probability, which occurs at the syllable boundary 

(occurring around 200 – 250 ms, see Figure 1). This is in line with the opposing 

process theory proposed by Press and colleagues, as effects of perceptual sharpening 

are often observed prior to or within 50 ms of the expected stimulus, preceding 

cancellation effects (e.g., Press & Yon, 2019; Yon & Press, 2017). The perceptual 

sharpening may also render the system more sensitive to coarticulatory cues already 

present within the first syllable. 

We did not observe a comparable modulation of the N1 by syllable stress, 

despite this feature also varying in probability in the Dutch language, with first 

syllable stress being the more common pattern in bisyllabic words. This observation 

is in line with a previous study in speech perception (Emmendorfer et al., 2020), 

where variations in syllable stress did not modulate MMN amplitudes. A range of 

other studies conducted in languages with a fixed stress pattern, such as Hungarian 

(Honbolygó & Csépe, 2013) or Finnish (Ylinen et al., 2009) does however show a 

modulation that is in line with a violation response (i.e. larger MMN to the illegal 

stress pattern). The divergent results here indicate that Dutch speakers process 

variations in lexical stress patterns differently than their Hungarian or Finnish 

speaking counterparts. While syllable stress may be exploited during development 

(Weber et al., 2004), and continues to play a role in resolving lexical conflict in spoken 

word recognition (Cutler & Van Donselaar, 2001), predictions generated relating to 

stress patterns may be weaker compared to those relating to phonotactic probability, 

particularly in the case of pseudoword stimuli in languages without a fixed lexical 

stress pattern. 
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We further investigated the effect of variations of phonotactic probability and 

syllable stress across self- and externally generated conditions on P2 mean amplitude. 

Here, we observe a main effect of syllable stress, where first syllable stress stimuli 

elicit a larger P2 amplitude compared to second syllable stress stimuli. This 

observation may be explained by acoustic differences in first and second syllable 

stress items (see Figure 1). The main perceptual markers of lexical stress are 

intensity, pitch, and duration of the syllable. Thus, while the stimuli were equalized in 

intensity across the whole word, they differed in the first syllable, with first syllable 

stress items having a greater intensity compared to second syllable stress items. The 

timing of our P2 at around 280 ms suggests that this component reflects information 

from the first syllable. We do not observe an interaction with condition, which would 

suggest a conscious differentiation between self- and externally generated events 

(Knolle et al., 2013a, 2019; Pinheiro et al., 2018). Therefore, this pattern is more in 

line with previous observations of P2 amplitude being modulated by stimulus 

intensity (for review, see Crowley & Colrain, 2004). However, if this is indeed a purely 

acoustic effect, one would expect to find a similar modulation in the N1 component, 

which we do not observe. It is possible that the amplitude modulation from the 

syllable stress pattern is masked due to distortion of the overall N1 amplitude from 

overlap of the pre-stimulus deflection. However, assuming that this distortion is equal 

across stimuli we would still expect to observe an effect in the N1 amplitude across 

first and second syllable stress stimuli. 

An alternative explanation for the P2 modulation may lie in categorical 

perception of speech. The neural correlates of categorical perception around the 

typical P2 time-window, indicated by investigations of phoneme processing 

comparing tokens that vary along a continuum across phoneme boundaries (e.g., 

Bidelman et al., 2013, 2020). Here, ambiguous speech sounds show a smaller P2 

amplitude compared to speech sounds that clearly fall within a phoneme category. As 

second syllable stress is atypical for Dutch bisyllabic words, this may come with 

variability in the pronunciation, including variability in vowel quality. However, as the 

current experiment did not specifically modulate categorization, and we also do not 

have data on the perceptual categorization of the vowels in the current design, the 

current data cannot address this question completely, thus this interpretation 

remains speculative. 
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The temporal dissociation of the observed effects, with phonotactic probability 

modulating N1 and syllable stress P2 amplitude, may suggest differences in the time 

course of processing of these features. In the current design, the features phonotactic 

probability and syllable stress are manipulated at different points in time of the 

stimuli: first and second syllable stress items differ from each other in principle from 

stimulus onset on, while phonotactic probability is varied at the syllable boundary. 

Furthermore, as the stimuli are naturally produced, we have little control over the 

precise timing of acoustic markers of phonotactic probability and syllable stress 

relative to the timing of the ERP components of interest. This makes it difficult to 

disentangle differences in the time course of the neural processing of these linguistic 

features from differences in when the information relevant to these features becomes 

available in the specific pseudoword stimuli. Thus, it is not possible to draw general 

conclusions about the relative time course of processing of phonotactic probability 

and syllable stress beyond the current design.  

Although we originally set out to test hypotheses relating to motor-induced 

suppression, limitations to the current design hinder us from following the original 

analysis plan. The pre-stimulus deflection observed in the auditory-only condition 

(Figure 3) draws attention to the cue as a confound. This deflection appears to be 

time-locked to the cue onset, covers a broad time window and is present across the 

scalp, though larger in amplitude at more parietal regions. While the cue is identical 

in all conditions, it is effectively subtracted out from the motor-auditory condition 

along with the motor component (MAC = MA - MO) but remains present in the 

auditory-only condition. Including a visual control to subtract from the auditory-only 

condition may ameliorate this issue, however this would only account for purely 

visual processes. The deflection likely also represents attentional and anticipatory 

processes, as the participant was instructed to explicitly attend to the stimulus and 

could anticipate not only which item would be presented, but also when it would be 

presented, due to the constant timing between cue and stimulus. Thus, an additional 

adjustment to the current paradigm could include jittering the timing of these events 

to dissociate the processes associated with the cue and the stimulus. Varying the time 

between cue and stimulus could also address the question of whether the suppression 

effect is driven by the temporal predictability of the stimulus (Hughes et al., 2013; 

Sowman et al., 2012). 
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We do not observe any suppression in either the N1 or P2 components for the 

motor-auditory vs auditory-only condition. This observation differs from the bulk of 

similar studies applying this type of paradigm comparing the processing of self- and 

externally-generated stimuli (e.g., Bäss et al., 2008; Knolle et al., 2012, 2013a; 

Pinheiro et al., 2018). The lack of suppression may be explained by variations in the 

design between previous studies and the current experiment. The typical approach in 

this paradigm does not include a cue. Instead, the paradigm is typically applied as a 

blocked design (but see Knolle et al., 2013b for an event-related variation), where the 

button-presses generating the stimulus presentation are self-initiated in the motor-

auditory condition. The auditory stimuli are then presented at the same temporal 

intervals in the auditory-only condition, again without a cue. Thus, a crucial difference 

between the auditory-only and motor-auditory conditions in these approaches, in 

addition to whether the stimulus is self-triggered or externally presented, is the 

predictability of the stimulus timing: in the motor-auditory condition, the participant 

can accurately predict the timing, while some temporal uncertainty remains in the 

auditory-only condition. A considerable portion of the suppression effect observed in 

previous research may therefore be driven by the temporal predictability of the 

events (Hughes et al., 2013; Sowman et al., 2012). In the current study, the timing of 

the stimulus in the auditory-only condition is predictable due to the cue, thus this 

difference between the auditory-only and motor-auditory conditions does not exist. 

If temporal predictability indeed drives the suppression effect, it is therefore not 

surprising that we do not observe this effect in the current paradigm. Future studies 

investigating the suppression effect should therefore consider not only varying the 

formal predictability of the stimulus, but also its temporal predictability. 

In conclusion, the present experiment provides preliminary insights into 

differences in processing phonotactic and temporal regularities in speech perception 

and production, by comparing self-triggered (via button press) to externally 

generated (own) speech. Our findings suggest that phonotactic regularities play an 

important role in processing self-triggered speech, with a perceptual bias toward 

more probable phonotactic structures, in line with Bayesian accounts of predictive 

processing, or a combined model incorporating both Bayesian and cancellation 

theories. We further observe an effect of syllable stress, which is likely explained by 

the acoustic differences between the first syllable in pseudowords with first and 
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second syllable stress. To summarize, the current research suggests that a sensitivity 

to regularities in phonotactic and temporal structure of speech may be differently 

exploited in speech perception and production processes. Further investigations 

controlling for some of the limitations observed in the current paradigm are needed 

to confirm the results of the current post-hoc analyses. 
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Supplementary Materials 
 

 
Figure S1: Exemplary participants MTA14 and MTA16 illustrating pre-stimulus deflection is related to visual cue. 
Single trial data at channel FCz represented on the y-axis, color representing amplitude in arbitrary scale (yellow 
= positive, blue = negative). In MA and MO conditions, trials are sorted based on interval between cue (black line 
at around t = -500 ms) and stimulus (black line at t = 0). Pre-stimulus positivity is aligned with timing of cue in 
both MA and MO condition. 
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Figure S2: AO vs MAC -600 to 500 ms relative to stimulus onset in sample of n = 22. (A) 1-30Hz filter used in final 
analyses (B) 3-30Hz filter. Higher high-pass cutoff reduces overall amplitude of pre-stimulus deflection but does 
not remove it.  
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Figure S3: Exemplary participants MTA14 and MTA16: ICA fails to separate pre-stimulus deflection from 
components of interest. Left: topography, time course and power spectrum of independent component (IC) 
containing pre-stimulus deflection. The same component also includes deflection in the time window of N1 and 
P2 effects. Right: grand average ERP at channel FCz across all conditions. Green includes all ICs, blue with the 
selected IC removed. Removing this component often substantially reduces N100 amplitude (MTA14) or does 
not affect the positivity as desired (MTA16). 
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Supplementary Table S1 
Descriptive statistics N1 mean amplitudes 
  

Within-subjects variables N1 mean amplitude Shapiro-Wilk test 

Cond PhonProb SylStr Mean Std Dev W p 

AO HPP SylS1 -2.94 2.48 0.967 0.536 

    SylS2 -2.80 2.58 0.983 0.919 

  LPP SylS1 -2.67   2.75 0.934 0.087 

    SylS2 -3.44 2.52 0.957 0.319 

MAC HPP SylS1 -3.32 2.01 0.980 0.853 

    SylS2 -3.02 1.82 0.957 0.314 

  LPP SylS1 -2.68 2.66 0.981 0.891 

    SylS2 -2.67 2.51 0.976 0.763 
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Supplementary Table S2 
2x2x2 Repeated measures ANOVA on N1 mean amplitude (Bonferroni-Holm 
corrected) 

Effect F(1,26) padj  Effect size η2p 

PhonProb 0.605 1.000  0.023 

SylStr 0.238 1.000  0.009 

Cond 0.010 1.000  <0.001 

PhonProb x SylStr 4.222 0.300  0.140 

PhonProb x Cond 8.463 0.049 * 0.246 

SylStr x Cond 3.541 0.355  0.120 

PhonProb x SylStr x Cond 2.624 0.468  0.092 

 
Supplementary Table S3 
Post-hoc paired samples t-tests of effect of PhonProb at individual levels of 
Condition. (HPP vs LPP) 

Condition t(26) padj  Effect size (d) 

AO 0.840 0.818  0.162 

MAC -2.04 0.104 -0.392 
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Supplementary Table S4 
Descriptive statistics P2 mean amplitudes 
  

Within-subjects variables N1 mean amplitude Shapiro-Wilk test 

Cond PhonProb SylStr Mean Std Dev W p 

AO HPP SylS1 3.56 3.42 0.988 0.984 

    SylS2 2.70 3.00 0.973 0.688 

  LPP SylS1 3.46   3.35 0.961 0.387 

    SylS2 2.37 3.29 0.979 0.834 

MAC HPP SylS1 3.05 2.60 0.966 0.493 

    SylS2 1.96 2.18 0.979 0.828 

  LPP SylS1 3.14 2.69 0.975 0.741 

    SylS2 2.53 2.43 0.970 0.596 

 
Supplementary Table S5 
2x2x2 Repeated measures ANOVA on P2 mean amplitude (Bonferroni-Holm 
corrected) 

Effect F(1,26) padj  Effect size η2p 

PhonProb 0.065 1.000  0.003 

SylStr 22.993 0.0004*** 0.469 

Cond 0.760 1.000  0.028 

PhonProb x SylStr 0.092 1.000  0.004 

PhonProb x Cond 4.292 0.288 0.142 

SylStr x Cond 0.232 1.000 0.009 

PhonProb x SylStr x Cond 1.508 1.000  0.055 
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Chapter 5 

Summary and General Discussion 
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The brain makes use of regularities in the sensory environment to formulate 

predictions that facilitate perception. Such predictive capacities have been proposed 

to influence neural processing across multiple domains, including speech and 

language processing. This dissertation aimed to investigate the electrophysiological 

correlates of phonological and temporal regularities in speech processing. In three 

empirical studies, we investigated the neural sensitivity to variations in phonotactic 

probability (phonological regularity) and syllable stress patterns (temporal 

regularity) in native Dutch speakers. We first developed a passive oddball paradigm 

where we manipulated these features simultaneously in typically reading adults 

(Chapter 2). This paradigm was then applied to dyslexic readers, to investigate how 

they differ in their sensitivity to these features (Chapter 3). Here, we also investigated 

how the time-frequency correlates of the mismatch response differ between 

variations in phonotactic probability and syllable stress. Finally, we made a step 

towards speech production, where we tested the sensitivity of the N1 and P2 ERP 

components to phonological and temporal regularities in self- and externally 

triggered speech (Chapter 4). The following section contains a summary and 

discussion of the findings presented in this dissertation. 

 

1 Summary 

Current theories of neural processing propose that the brain formulates predictions 

of upcoming sensory events to facilitate perception (Engel et al., 2001; Raichle, 2010; 

Rao & Ballard, 1999). Such predictions are based on learned regularities in the 

environment, and can be formed about both the content and the timing of external 

sensory input (Arnal & Giraud, 2012), as well as the sensory consequences of our own 

actions (Wolpert & Miall, 1996). These principles also apply to speech processing. The 

speech signal is highly complex and variable, and yet listeners are able to understand 

speech even when sensory input is suboptimal (e.g., Hannemann et al., 2007). 

Predictive processing has been proposed as a mechanism to facilitate this seemingly 

effortless processing at multiple levels of linguistic analysis (e.g., DeLong et al., 2005; 

Freunberger & Roehm, 2016). Even in the absence of semantic or lexical content, our 

brain is tuned to regularities in the speech signal (Bonte et al., 2005; Emmendorfer et 

al., 2020; Vidal et al., 2019). In any given language, certain combinations of speech 

sounds or stress patterns are more likely to occur than others, and sensitivity to such 
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sublexical regularities can guide perception and facilitate production (Edwards et al., 

2004; Luce & Large, 2001; Munson, 2001; Vitevitch et al., 1997; Vitevitch & Luce, 

2005). In three empirical chapters, this dissertation investigated predictive 

processing of two of these types of regularities, phonotactic probability and syllable 

stress, using EEG. 

In Chapter 2, we set out to investigate the neural sensitivity to variations in 

phonotactic probability and syllable stress using the identity mismatch negativity 

(Eulitz & Lahiri, 2004) in a passive oddball paradigm. Prior research in native Dutch 

speakers has shown that the MMN is modulated by variations in phonotactic 

probability in both children (Bonte et al., 2007) and adults (Bonte et al., 2005; 

Noordenbos et al., 2013). In these studies, deviants with high phonotactic probability 

elicited a larger MMN compared to deviants with low phonotactic probability, 

indicative of facilitated perceptual change detection for high probability items. MMN 

sensitivity to syllable stress variations has been demonstrated in fixed-stress 

languages such as Finnish (Ylinen et al., 2009) or Hungarian (Honbolygó et al., 2004; 

Honbolygó & Csépe, 2013; Ragó et al., 2014), however studies in languages with 

variable stress patterns such as Dutch are sparse and often focus on the MMN 

sensitivity to acoustic markers of stress rather than more abstract sensitivity to 

variations in stress patterns (e.g., Tong et al., 2014; Zora et al., 2015). The current 

approach aimed to, for the first time, investigate MMN sensitivity to phonotactic 

probability and syllable stress patterns when they are manipulated simultaneously, 

as these features also vary simultaneously in natural speech. Our findings support 

previous observations of MMN sensitivity to variations in phonotactic probability 

(Bonte et al., 2005; Noordenbos et al., 2013), with high phonotactic probability 

deviants eliciting an earlier MMN compared to low phonotactic probability deviants. 

No modulation of the MMN by variations in syllable stress was found, suggesting that 

Dutch speakers may not be sensitive to this feature when it is manipulated in 

pseudowords. While we did not observe any direct interactions between phonotactic 

probability and syllable stress, the current modulation pattern (latency effect) 

differed from prior observations with similar stimuli (amplitude effect; Bonte et al., 

2005). A possible explanation for this discrepancy might be that the simultaneous 

manipulation of syllable stress changes the processes underlying the amplitude effect 

observed in previous studies. 
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In Chapter 3, the oddball paradigm first implemented in Chapter 2 was applied 

to dyslexic readers. Here, we aimed to investigate whether individuals with dyslexia 

show altered sensitivity to phonotactic probability and syllable stress. Reduced 

sensitivity to variations in phonotactic probability has been observed in both children 

(Bonte et al., 2007) and adults (Noordenbos et al., 2013) with dyslexia. Further 

evidence suggests that children who later develop reading impairments show atypical 

MMN responses to variations in syllable stress (Schaadt & Männel, 2019), in line with 

frameworks suggesting that impaired encoding of speech rhythm may be an 

underlying factor in developmental dyslexia (Goswami, 2011; Ladányi, Persici et al., 

2020; Lallier et al., 2017). Here we aimed to replicate previous findings on 

phonotactic probability in an adapted paradigm where it was manipulated 

simultaneously in syllable stress, and for the first time investigated the sensitivity of 

Dutch adults with dyslexia to variations in syllable stress. Additionally, using time-

frequency analysis, we investigate the oscillatory correlates of phonological and 

temporal change detection. Both formal and temporal deviants elicit a significant 

MMN, indicating auditory change detection. Our MMN findings support previous 

observations of reduced sensitivity to phonotactic probability in dyslexic adults 

(Noordenbos et al., 2013). We did not observe any MMN modulation of syllable stress 

in dyslexics or controls. The distinct oscillatory correlates of the mismatch negativity 

for processing formal and temporal deviants are a particularly interesting finding in 

this chapter. Deviants differing from the standard in phonotactic probability (formal 

deviants) exhibit the typical increased theta ITC associated with sensory memory 

processes underlying deviancy detection (Fuentemilla et al., 2008; Hsiao et al., 2009), 

which was enhanced in dyslexic readers, in line with previous observations (Halliday 

et al., 2014). This enhanced phase-locking to deviant stimuli in dyslexic readers may 

reflect an involuntary attention switch to evaluate the deviant stimulus (Fitzgerald & 

Todd, 2020; Tamura et al., 2015), suggesting atypical auditory interference control 

(Gabay et al., 2020). Deviants differing in syllable stress (temporal deviants) on the 

other hand showed a decrease in delta/theta ITC and did not differ between dyslexic 

and typical readers. This response pattern likely suggests a disruption in phase-

locking to the temporal deviant relative to the standard, due to the change in the 

temporal structure of the stimulus when the syllable stress pattern is altered. Taken 

together, these time-frequency results suggest dissociable oscillatory mechanisms 
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underlying the mismatch response for formal and temporal deviants. We observed 

atypical processing of formal deviants in dyslexics, in line with prior reports (Bonte 

et al., 2007; Halliday et al., 2014; Noordenbos et al., 2013), however, no differences 

between dyslexic and typical readers in processing temporal deviants. Some reports 

have highlighted that the difficulties associated with stress perception may rather be 

related to explicit stress awareness, or task demands when stress perception is tested 

with an explicit task (Anastasiou & Protopapas, 2015; Barry et al., 2012; Mundy & 

Carroll, 2012, 2013). Thus, dyslexic readers may not differ from controls when this 

sensitivity is tested implicitly as in the passive oddball paradigm. 

In Chapter 4, we aimed to test whether predictability of phonotactic and stress 

regularities are exploited differently in speech perception and production. For this, 

we applied a motor-to-auditory paradigm, where participants listen to stimuli that 

were either self-triggered via button press, or externally generated. In such a 

paradigm, self-triggered stimuli lead to a suppressed neural response compared to 

identical stimuli that are externally presented, where the magnitude of this 

suppression, termed motor-induced suppression (MIS), depends on the predictability 

of the stimuli (e.g., Bäss et al., 2008; Knolle et al., 2013a). While such paradigms have 

been applied using tones (Knolle et al., 2013a), vowels (Knolle et al., 2019), and single 

syllables (Ott & Jäncke, 2013), the current approach was the first to use more complex 

bisyllabic pseudowords varying in phonotactic probability and syllable stress. We 

observed an interaction between phonotactic probability (high vs. low) and condition 

(self- vs. externally triggered) on N1 amplitude, however no post-hoc t-tests were 

significant. P2 amplitude was modulated by syllable stress, with first syllable stress 

items eliciting a larger P2 compared to second syllable stress items, likely reflecting 

acoustic differences between the stimuli. These findings provide preliminary 

evidence suggesting that phonotactic regularities influence processing of self- and 

externally produced speech differently, which should be followed up on in future 

investigations. 

Taken together, the results presented in this thesis suggest that Dutch-

speaking adults are sensitive to variations in phonotactic probability, indicated by 

variations in MMN latency (Chapter 2). This sensitivity is reduced in adult dyslexic 

readers (Chapter 3), suggesting that sensitivity to phonotactic regularities may play 

an important role in successful reading development. While Dutch adults, with and 
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without dyslexia, are able to perceptually distinguish between different stress 

patterns (Chapters 2, 3 and 4), we did not observe facilitated processing of more 

typical stress patterns, suggesting that it may not be a particularly relevant cue in 

sublexical speech processing of single pseudowords in a language with variable stress 

patterns. Together with the time-frequency results (Chapter 3), these findings suggest 

that phonotactic probability may be a more important cue for speech processing of 

individual pseudowords, and that the phonological and temporal regularities are 

processed independently at the sublexical level. 

 

2 General discussion 

Sublexical regularities in the speech signal play an important role in the acquisition of 

language skills. During development, we acquire implicit knowledge of regularities in 

the co-occurrence of speech sounds (Saffran et al., 1996) and syllable stress patterns 

(Jusczyk et al., 1999) of our native language. These regularities are subsequently 

exploited to guide the parsing of the speech signal into words (Thiessen & Saffran, 

2003), and continue to influence speech processing throughout the lifespan (e.g., 

Edwards et al., 2004; Storkel et al., 2006; Vitevitch & Luce, 1999). Reduced sensitivity 

to sublexical regularities is associated with difficulties in speech perception tasks that 

are often observed in dyslexic readers, such as atypical categorical perception 

(Noordenbos et al., 2012; Serniclaes et al., 2004 but see e.g., Blomert & Mitterer, 2004; 

Romanovska et al., 2019) or impaired lexical stress perception (Goswami et al., 2013; 

Jiménez-Fernández et al., 2015; Leong et al., 2011). Thus, an understanding of how 

these features are processed in adult typical and dyslexic readers can contribute to 

understanding deficits underlying developmental dyslexia. 

 

2.1 Phonotactic regularities shape sublexical speech processing 

Phonotactic regularities have been shown to shape the neural processing of the 

speech signal. During development, a crucial function of a sensitivity to statistical 

regularities of co-occurring speech sounds is to facilitate segmentation of the speech 

signal into words (Saffran et al., 1996). Phonotactic probability influences speech 

perception (e.g., Luce & Large, 2001; Vitevitch & Luce, 1999) and production (e.g., 

Edwards et al., 2004; Vitevitch & Luce, 1998, 2005) across the lifespan. Even in 

adulthood we are able to learn new regularities (Batterink, 2017; Zhang et al., 2021), 
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and learned distributional statistics are encoded in low-frequency neural oscillations 

(Di Liberto et al., 2019). Prior studies investigating neural sensitivity to phonotactic 

probability in a passive oddball paradigm in adults (Bonte et al., 2005; Noordenbos et 

al., 2013) and children (Bonte et al., 2007) has demonstrated facilitated processing of 

high probability items, indexed through modulations of MMN amplitude, which is 

reduced in dyslexic readers (Bonte et al., 2007; Noordenbos et al., 2013).  

The current thesis provides additional evidence supporting previously 

reported observations of facilitated change detection, as measured in the MMN, of 

high phonotactic probability items compared to low phonotactic probability items 

(Chapter 2), with a reduced sensitivity in individuals with dyslexia (Chapter 3). We 

used a reversed oddball paradigm, where the mismatch response is calculated as the 

difference between identical stimuli presented as deviant and standard in separate 

conditions (Bonte et al., 2005; Eulitz & Lahiri, 2004). This approach can isolate the 

effect of perceptual/auditory change detection beyond just acoustic stimulus 

differences. Prior research using this approach has reported this facilitated 

processing in the context of an amplitude modulation, with high probability items 

eliciting a larger mismatch negativity compared to low probability items (Bonte et al., 

2005, 2007; Noordenbos et al., 2013). However, latency modulations have been 

observed in other paradigms that investigated the ERP correlates of phonotactic 

probability (Hunter, 2013; Pylkkänen et al., 2002; Stockall et al., 2004). The MMN 

modulation was previously interpreted as an indicator of Hebbian learning, where 

high probability items have established more stable auditory memory traces, which 

would elicit larger MMN amplitudes (Bonte et al., 2005). The current latency 

modulation may still be interpreted in the same context, with auditory memory traces 

for high probability deviants being accessed more readily. Therefore, faster neural 

processing of high probability items may contribute to the perceptual advantage 

reported in behavioral studies (Luce & Large, 2001; Vitevitch & Luce, 1999). The 

change from an amplitude modulation (Bonte et al., 2005; Noordenbos et al., 2013) to 

a latency modulation may be related to the different context in which the stimuli were 

presented, where prior MMN studies manipulated only phonotactic probability, but 

the current experiments varied both phonotactic probability and syllable stress 

simultaneously. 
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While there is ample electrophysiological evidence supporting the role of 

phonotactic regularities in speech perception, we know of no studies investigating 

their electrophysiological correlates in speech production. Functional MRI evidence 

suggests that distributional statistics including phonotactic probability, syllable 

frequencies and mutual information (quantification of statistical dependence 

between two syllables based on their joint probability), are represented across the 

speech network, including auditory as well as motor regions (Papoutsi et al., 2009; 

Tremblay et al., 2016). Here, reduced BOLD signal for items with higher frequency of 

occurrence supports psycholinguistic models proposing a “mental syllabary” storing 

motor plans of frequently occurring structures (Levelt, 1999; Levelt & Wheeldon, 

1994; Schiller et al., 1996). This stands in contrast to our interpretation of the MMN, 

where greater amplitudes are interpreted as more robust memory representations 

for high probability items (Bonte et al., 2005; Noordenbos et al., 2013), however these 

differences are likely explained by differences in task demands (overt speech 

production vs. passive perception). The sparse neural evidence surrounding the role 

of sublexical regularities in speech production may be related to methodological 

issues in studying speech production. Engaging articulators can lead to motor 

artifacts in the EEG signal, and utterances containing atypical phonotactic and 

rhythmic structures may be associated with increased variability in the speech signal 

and are more prone to speech errors (Heisler & Goffman, 2016; Munson, 2001; 

Sasisekaran et al., 2010). These issues can complicate investigations using 

conventional analysis techniques. Some studies investigating motor predictions 

involved in speech production have applied a paradigm comparing speech stimuli that 

are self-triggered via button press or externally generated (Knolle et al., 2019; Ott & 

Jäncke, 2013; Pinheiro et al., 2018). 

In Chapter 4 of the dissertation, we provide preliminary evidence suggesting 

distinct roles of phonotactic predictions for speech that is self-triggered via button 

press, or externally generated. While this approach is certainly not directly equivalent 

to speech production, as it does not require compilation of motor plans for 

articulation, it can still provide useful insights into processing of self-triggered and 

externally generated speech stimuli. In this experiment, we observe an interaction 

between phonotactic probability (high vs. low) and condition (self-triggered vs. 

externally presented) on N1 amplitude. While post-hoc contrasts did not reach 
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significance, the presence of the interaction suggests that variations in phonotactic 

probability affect neural processing differently across conditions. Indeed, this effect 

appears to be a cross-over interaction, where directionality of the difference between 

high and low phonotactic probability items differs across conditions: for externally 

generated speech, low probability items showed a slightly greater N1 amplitude 

compared to high probability items, while for self-triggered speech, high probability 

items show a greater N1 amplitude. However, the lack of significant post-hoc tests and 

limitations to the design of this experiment limit the strength of the provided 

evidence, as is discussed in Chapter 4. These issues and possible solutions will be 

discussed in more detail in the section “3.3 Motor-induced suppression as a marker 

of predictive processing”. 

Taken together, this dissertation provides evidence suggesting that 

phonotactic regularities shape sublexical speech processing. In speech perception, 

high probability items show facilitated processing, as indicated by shorter latencies 

(Emmendorfer et al., 2020) or greater amplitudes (Bonte et al., 2005; Noordenbos et 

al., 2013) of the MMN. This sensitivity is reduced in dyslexic children (Bonte et al., 

2007) and adults (Noordenbos et al., 2013), suggesting that sensitivity to these 

regularities may be relevant for successful reading development. Perceptual 

sensitivity to phonotactic regularities can allow the listener to anticipate upcoming 

speech sounds and can be exploited to bias perception toward more likely utterances, 

or signal deviations from expected input. The neural evidence provided here may 

explain behavioral differences observed in speech perception and production tasks 

such as nonword repetition, recognition and recall (Edwards et al., 2004; Munson, 

2001; Munson, Kurtz, et al., 2005; Vitevitch et al., 1997; Vitevitch & Luce, 1998, 1999, 

2005). However, further investigations are needed to draw conclusions about the 

neural correlates of phonotactic probability in speech production. 

 

2.2 No evidence for facilitative role of syllable stress regularities in 

sublexical processing of pseudowords 

Regularities in the temporal structure of speech, such as variations in stress patterns 

provide an important cue for segmenting the continuous speech signal into words 

during early language acquisition (Jusczyk et al., 1999; Thiessen & Saffran, 2003), and 

remain relevant later in life for resolving lexical conflict (Cutler, 2005; Cutler & Van 
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Donselaar, 2001). The meter of the speech signal has further been shown to influence 

semantic (Rothermich et al., 2012) and syntactic (Schmidt-Kassow & Kotz, 2009) 

processing. At the sublexical level, syllable stress may also influence speech 

production, with more “typical” stress patterns associated with improved 

performance on nonword repetition tasks (Vitevitch et al., 1997). However, it is 

unclear whether variations in syllable stress also influence speech perception at the 

sublexical level. 

We present the first studies, to our knowledge, to investigate the MMN 

sensitivity to variations in syllable stress in Dutch speakers. We do so by applying a 

reverse oddball paradigm, where the MMN is calculated as the difference between 

deviant and standard for identical stimuli. This approach, as previously applied by 

Bonte and colleagues (2005) to investigate MMN sensitivity to phonotactic 

probability, isolates the effect of deviance detection beyond pure acoustic effects. 

Most prior studies investigating MMN sensitivity to variations in syllable stress do so 

by comparing different stimuli to each other (e.g. SylS1 deviant - SylS2 standard; 

Honbolygó et al., 2004; Ylinen et al., 2009), thus the observed effect may also reflect 

acoustic-phonetic differences in loudness, pitch, duration, and vowel quality. A 

further limitation of prior studies in variable stress languages such as German 

(Schaadt & Männel, 2019; Weber et al., 2004) is that they do not directly statistically 

compare the MMN elicited by first and second syllable stress deviants to each other, 

but simply note the presence or absence (Weber et al., 2004), or group differences 

between children with and without reading difficulties (Schaadt & Männel, 2019). 

Thus, the current approach fills an important gap by statistically comparing MMN 

amplitude and latency across stress patterns.  

Evidence from a comparable analysis in a fixed-stress language shows an 

increased MMN in response to single pseudowords with an illegal stress pattern 

(Honbolygó & Csépe, 2013). Similar modulations have been observed in response to 

violations of phonotactic constraints (Steinberg et al., 2011), suggesting that this 

increased MMN amplitude indexes a violation response following what might be 

considered a linguistic error, rather than facilitated change detection of more 

predictable items. As lexical stress typically, but not exclusively, falls on the first 

syllable in bisyllabic Dutch words, we expected the MMN modulation to follow the 

pattern previously observed for phonotactic probability, with first syllable stress 
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items eliciting a larger or earlier MMN compared to second syllable stress items. 

Results from Chapter 2 and 3 highlight that deviants differing from the standard in 

terms of syllable stress elicit an MMN, indicating that both typical and dyslexic readers 

can perceptually distinguish between first and second syllable stress items. However, 

these analyses did not reveal any significant modulation of this MMN response by 

variations in syllable stress. 

In adults, prosodic cues such as lexical stress can be used to resolve lexical 

conflict in words where changes in stress patterns can alter the meaning (e.g. present 

- present; Cutler, 2005; Cutler & Van Donselaar, 2001). However, whether syllable 

stress influences speech processing at the sublexical level is less clear. Given that the 

stimuli included in the current design are pseudowords, the variations in stress 

pattern do not elicit any change in meaning. Evidence from German suggests that 

infants show distinct MMN responses to first and second syllable stress (Weber et al., 

2004), but this distinction is not present in typically developing children or adults 

(Schaadt & Männel, 2019; Weber et al., 2004). While these studies do not statistically 

compare the MMN elicited by different stress patterns, they nevertheless suggest that 

variations in stress patterns influence speech perception more heavily early on in 

development, where they guide the segmentation of the continuous speech signal into 

words (Thiessen & Saffran, 2003), but may be less important in absence of lexical 

access or a sentence context (i.e., in individual pseudowords) once the language has 

been successfully acquired. This may explain the lack of MMN sensitivity to variations 

in syllable stress reported in Chapters 2 and 3 of this dissertation. 

Based on theories of atypical processing of the speech amplitude envelope in 

dyslexic readers (Goswami, 2011), we investigated whether MMN may be modulated 

differently for syllable stress variations in typical vs. dyslexic readers. Prior analyses 

on typical readers did not reveal any MMN modulation by variations in syllable stress 

patterns (Chapter 2), and the analysis of group differences did not yield any 

significant results in Chapter 3. This stands in contrast to observations by Schaadt & 

Männel (2019), who reported group differences in the MMN to second syllable stress 

deviants. Crucially, Schaadt and Männel tested children at 4-5 years of age, prior to 

reading instruction, and subsequently split the group based on their later reading 

performance at approximately 9-10 years of age. Their findings highlight that implicit 

sensitivity to variations in syllable stress may be a suitable marker for early detection 
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of reading difficulties, in line with frameworks proposing atypical rhythm perception 

in dyslexia (Goswami, 2011; Ladányi, Persici et al., 2020).   

While the oddball experiments failed to show ERP differences between first 

and second syllable stress items, Chapter 4 reports a modulation of P2 amplitude by 

syllable stress. In this experiment, we compared processing of pseudowords differing 

in phonotactic probability and syllable stress, where stimulus presentation was either 

self-triggered via button press, or externally triggered. Here, first syllable stress items 

elicit a significantly larger P2 compared to second syllable stress items. As we did not 

observe any interaction between syllable stress and condition (self- vs. externally 

triggered), this effect is likely driven by acoustic differences between first and second 

syllable stress items: as intensity is an acoustic marker of syllable stress, this would 

be expected to lead to overall larger amplitudes in both the N1 and P2 components 

for the first syllable stress items (Adler & Adler, 1989; Crowley & Colrain, 2004; 

Näätänen & Picton, 1987; Picton et al., 1978). The lack of effect in the N1 is puzzling, 

however this may be attributed to adaptation due to repeated stimulation, which 

typically affects the N1 component to a greater extent than the P2 (Kenemans et al., 

1989). Additionally, with the relatively long inter-stimulus intervals of around 2.4 s, 

the N1 response in the current paradigm could be dominated by the “unspecific” N1 

subcomponent (Näätänen & Picton, 1987; SanMiguel et al., 2013), reflecting primarily 

an attention-triggering, orienting response rather than specific acoustic information 

of the signal. However, given the temporal predictability of the stimulus onset in both 

conditions, this subcomponent is likely suppressed. An alternative explanation for the 

P2 modulation might be related to categorical perception (Bidelman et al., 2013, 

2020), where second syllable stress items may be subject to changes in vowel quality 

within the first (unstressed) syllable, which may be associated with more 

perceptually ambiguous vowels. However, given that this feature was not explicitly 

manipulated in the current design, and the fact that vowel reduction is not a dominant 

marker of unstressed vowels in Dutch (van Heuven & de Jonge, 2011), this may not 

be a likely explanation. 

In summary, the findings presented in this thesis highlight that native Dutch 

speakers with and without dyslexia can perceptually distinguish between 

pseudowords with differing stress patterns, however that there is no facilitated 

processing of more “typical” stress patterns, or conversely, no disadvantage at 
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processing “atypical” stress patterns while processing single pseudowords. 

Perceptual sensitivity to stress cues is important across the lifespan. In infants, it 

contributes to word learning by supporting segmentation of the continuous speech 

stream into words. In adults, this feature remains important for resolving lexical 

conflict in languages that allow variations in stress patterns, such as Dutch. However, 

in absence of lexical access or a sentence context, as is the case with our pseudoword 

stimuli, this feature may be less relevant to speech processing. Further research is 

necessary to elucidate whether the acoustic-phonetic markers of lexical stress may be 

associated with more perceptual ambiguity in unstressed syllables, which may 

provide an explanation for the P2 modulations reported in Chapter 4. 

 

2.3 Dissociable processes underlying formal and temporal prediction in 

speech 

Both formal and temporal regularities have been shown to influence speech and 

language processing throughout the lifespan, and are proposed to operate via 

separate, yet interacting, functional networks (Arnal & Giraud, 2012; Kotz & 

Schwartze, 2010). However, while these features vary simultaneously in natural 

speech, they are often studied in isolation, and thus the precise nature in which they 

influence perception remains unclear. Some evidence suggests that a regular meter 

can facilitate semantic (Rothermich et al., 2012) and syntactic processing (Schmidt-

Kassow & Kotz, 2009) in the context of sentences. However, it remains unclear 

whether they interact at the sublexical level during processing of individual 

pseudowords. 

In the oddball paradigm reported in Chapters 2 and 3, we aimed to explore 

whether simultaneous manipulation of phonotactic probability and syllable stress 

would lead to an interactive effect of both features on the mismatch response. 

Statistical analyses did not yield any significant interaction. However, as discussed 

previously, our design showed an effect of phonotactic probability on MMN latency, 

whereas previous studies reported a modulation of MMN amplitude (Bonte et al., 

2005; Noordenbos et al., 2013). One possibility for this discrepancy might be 

differences in stimulus types used across studies. However, the current experiment 

adapted the stimuli from Bonte and colleagues (adding the manipulation of syllable 

stress), and therefore would expect similar ERP modulations. An alternative 
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explanation is that simultaneous variation of phonotactic probability and stress 

patterns within a condition altered the processes underlying findings reported in 

previous oddball studies, suggesting that syllable stress variations may still influence 

phonotactic processing even if this does not lead to clear interactions. 

We also did not observe any direct interactions between phonotactic 

probability and syllable stress in our motor-to-auditory paradigm reported in Chapter 

4. In fact, these features elicited modulations in separate ERP components, with 

phonotactic probability influencing N1 amplitude, and syllable stress the P2 

amplitude. While both phonotactic probability and syllable stress varied in this 

experiment, stimuli within a mini-block of 14 – 28 trials differed from each other in 

only one feature. Thus, it remains to be shown whether manipulation of both features 

within a mini-block might show a context effect as was indicated in the oddball 

paradigm. The observation of a temporal separation of the effects of phonotactic 

probability and syllable stress may suggest differences in the time course of neural 

processing of these features, however the current design does not allow us to 

disentangle differences in the time course of neural processing from stimulus-specific 

effects. The manipulation of phonotactic probability and syllable stress occur at 

different time points in the stimulus, and coarticulatory cues make it difficult to define 

the precise timing of when information relevant to these features becomes available. 

Thus, while the current results suggest a temporal dissociation of the processing of 

phonotactic probability and syllable stress, we cannot draw strong conclusions about 

the relative time course of processing. 

In Chapter 3 of this dissertation, we show evidence for dissociable oscillatory 

mechanisms underlying phonological and rhythmic processing of speech. Here, we 

aimed to characterize the oscillatory correlates of the mismatch response to formal 

and temporal deviants. Formal deviants, which differed from the standard in 

phonotactic probability, elicited increased delta/theta ITC relative to standards. This 

is consistent with prior reports of the oscillatory correlate of the MMN (Fuentemilla 

et al., 2008; Hsiao et al., 2009), and is typically associated with sensory memory 

processes related to auditory change detection. Temporal deviants on the other hand, 

were associated with a decrease in delta/theta ITC. When manipulated in isolation in 

simple tone stimuli, the acoustic markers of lexical stress (duration, pitch, intensity) 

are all associated with the typical increase in theta ITC (de la Salle et al., 2019; 
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Fuentemilla et al., 2008; Halliday et al., 2014). Thus, the current results suggest that 

deviants differing from the standard in stress pattern are processed via a different 

mechanism than the sensory memory processes typically underlying auditory change 

detection. The change in temporal structure of the temporal deviant, following a 

sequence of rhythmically repetitive stimuli, may disrupt the phase-locking of 

oscillators to the stimulus. 

Taken together, the evidence presented in this thesis suggests that phonotactic 

probability and syllable stress variations in single pseudowords are processed via 

independent mechanisms. Support for this comes from the lack of interactive effects 

of these features on ERP measures (Chapters 2, 3 and 4), temporally dissociable 

modulations of auditory evoked potentials (Chapter 4), and distinct oscillatory 

modulations in response to formal and temporal deviants (Chapter 3). Sensitivity to 

formal and temporal regularities of speech is acquired at different developmental 

timescales. While sensitivity to rhythmic properties of the native language can already 

be observed in the early days after birth (Nazzi et al., 1998), sensitivity to 

phonological regularities, including phonotactics, does not emerge until ~6-8 months 

of age (Jusczyk et al., 1999; Mattys & Jusczyk, 2001; Maye et al., 2002; Thiessen & 

Saffran, 2003). And while neural sensitivity to phonotactic regularities persists into 

adulthood (Bonte et al., 2005; Emmendorfer et al., 2020; Noordenbos et al., 2013), 

evidence from paradigms using single pseudowords suggests this may not always be 

the case for rhythmic regularities in languages with variable stress patterns 

(Emmendorfer et al., 2020; Weber et al., 2004). These different developmental 

trajectories may already point towards independent neural mechanisms. Indeed, 

prior models of speech processing have proposed distinct functional and oscillatory 

networks engaged in processing the formal and temporal structure of the speech 

signal. While there is evidence of regularities in the speech rhythm facilitating 

processing of the formal structure of speech at the semantic and syntactic level 

(Rothermich et al., 2012; Schmidt-Kassow & Kotz, 2009), the current results suggest 

that these interactive effects might not yet occur at during sublexical processing of 

single pseudowords. Speech processing models propose that temporal information 

and memory representations are first integrated in the dorsolateral prefrontal cortex 

(DLPFC) to facilitate perception (Kotz & Schwartze, 2010, 2016). Given the functional 

role of the DLPFC in language processing has been mostly attributed to higher-level 



145 
 

processing such as pragmatics, sentence processing, or comprehension of non-literal 

language (for review, see Hertrich et al., 2021), this is consistent with the lack of clear 

interactive effects at the sublexical level. 

 

3 Limitations and outlook 

The findings reported in this dissertation suggest that regularities in the phonological 

and temporal structure of speech contribute to speech processing via different 

processes. We observe facilitated processing of items with high phonotactic 

probability (Chapter 2), which is absent in adult dyslexic readers (Chapter 3). On the 

other hand, regularities in syllable stress do not facilitate speech processing at the 

sublexical level in typical (Chapter 2) and dyslexic readers (Chapter 3). Interestingly, 

these ERP responses appear to be driven by distinct oscillatory processes for 

phonotactic probability and syllable stress (Chapter 3). Preliminary evidence further 

suggests that phonotactic regularities may influence speech processing differently 

depending on if it is self-triggered or externally generated, while variations in syllable 

stress led to ERP modulations that seem to be primarily driven by acoustic differences 

(Chapter 4). The current results provide useful insights into processing of sublexical 

regularities in speech, but also opens the door to new questions to be addressed. In 

the following section, three key issues will be discussed that should be taken into 

consideration for future approaches. 

 

3.1 Adult dyslexic readers 

In Chapter 3, we tested adult dyslexic and typical readers in a passive oddball 

paradigm. While post-hoc t-tests revealed facilitated processing of high phonotactic 

probability deviants in typical but not dyslexic readers, this was not reflected in an 

interaction between phonotactic probability (high vs. low) and group (dyslexics vs. 

controls), as has previously been reported in both adults (Noordenbos et al., 2013) 

and children (Bonte et al., 2007) with dyslexia. Furthermore, we did not report any 

atypical processing of variations in syllable stress in the dyslexic group, despite prior 

evidence suggesting altered MMN responses in pre-reading children who later 

develop reading difficulties (Schaadt & Männel, 2019), and other reports of atypical 

stress perception in dyslexic readers (Goswami et al., 2013; Jiménez-Fernández et al., 

2015; Leong et al., 2011). 
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While we were able to provide additional evidence for reduced sensitivity to 

phonotactic probability in individuals with dyslexia, we did not find any significant 

associations between reading abilities and EEG outcome in correlation analyses. 

Previous investigations have reported significant associations between ERP 

measures of sensitivity to phonotactic probability and reading abilities in children 

(Bonte et al., 2007) but not adults (Noordenbos et al., 2013). One explanation for this 

discrepancy might be differences in the population sampled for these studies. While 

studies of dyslexia in children typically include individuals who are diagnosed with 

reading difficulties at an early age, studies on adults are often biased towards 

individuals within the university community. This limitation also applies to the 

current sample of dyslexic readers, as the study was advertised within the university 

network. While this recruitment ensured comparable educational backgrounds 

between typical and dyslexic readers, it also results in a sample that is likely not 

representative of the dyslexic population as a whole. In fact, recent analyses in Finland 

suggest that only 16.7% of individuals with diagnosed childhood reading difficulties 

go on to pursue higher education, in contrast to 41.5% without such a diagnosis 

(Kortteinen et al., 2021). Additionally, there are reports of increased numbers of 

dyslexia diagnosis in Dutch high schools (Ministerie van Onderwijs, Cultuur en 

Wetenschap, 2019), which exceed the expected prevalence rates (Blomert, 2005). 

These later diagnoses typically do not undergo the same diagnostic procedure for 

persistent, specific dyslexia (“ernstige enkelvoudige dyslexie”) diagnosed in 

elementary schools, and therefore likely include poor readers who did not meet the 

cut-off for a formal dyslexia diagnosis during primary school (Ministerie van 

Onderwijs, Cultuur en Wetenschap, 2019). With 5 of 17 dyslexic readers being 

diagnosed at ages 14 or older, and only 7 of dyslexic readers reporting receiving any 

kind of intervention, it is likely that some participants may fall into this group. Future 

investigations should address this issue by recruiting both typical and dyslexic 

readers from a broader population in order to sample more broadly across 

educational and socioeconomic backgrounds, and other factors that may contribute 

to reading abilities in adulthood. Additionally, recent developments suggest moving 

away from a categorical dyslexic vs. non-dyslexic approach, and to instead study 

reading abilities along a continuum (e.g., Peters & Ansari, 2019), which would also be 

facilitated through broader sampling of the population.  
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Developmental dyslexia can have a substantial impact on the individual later 

in life as it is associated with poor outcomes in a range of domains including academic 

and professional success as well as emotional wellbeing (Livingston et al., 2018). 

Thus, early diagnosis and intervention is crucial for improving later life outcomes. 

Schaadt and Männel (2019) showed evidence suggesting atypical processing of 

syllable stress in pre-readers who later exhibit reading difficulties. Additionally, 

atypical processing of phonotactic probability has been observed in children 

diagnosed with dyslexia (Bonte et al., 2007). Thus, applying the current paradigm to 

pre-reading children may be useful to better characterize differences in the 

developmental trajectory of neural sensitivity to these features. Such approaches 

could provide insights into potential early markers of risk factors for reading 

difficulties that are independent from explicit task demands.  

 

3.2 Phonotactic probability as a continuum 

The aim of the experiments summarized in this thesis was to investigate the 

electrophysiological correlates of predictive processing of speech, with a focus on 

phonological and temporal regularities at the sublexical level. In the present 

experiments, phonotactic probability was studied in a binary classification of “high” 

and “low” phonotactic probability with stimuli adapted from Bonte and colleagues 

(2005). In Chapters 2 and 3, stimuli consisted of the pseudowords notsal and notkal 

(Bonte et al., 2005; Experiment 1), for high vs. low phonotactic probability, 

respectively, while Chapter 4 replaced the low phonotactic probability item with 

notfal to ensure closer acoustic similarity between stimuli (Bonte et al., 2005; 

Experiment 2). While such a categorical approach to phonotactic probability can 

provide first insights into neural sensitivity to these features to thoroughly 

understand predictive processing at the level of phonotactics, future investigations 

should consider systematically varying phonotactic probability along a continuum, to 

assess how this influences neural responses. If high phonotactic probability is 

associated with facilitated processing, the ERP measure (e.g., MMN latency) should 

correlate with phonotactic probability. 

The precise way predictions are used to facilitate perception is a topic that has 

garnered significant debate. A recent framework by Press and colleagues (2020) 

highlights the “paradox” that exists in the field of predictive processing, where two 
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types of prediction mechanisms are proposed. Cancellation theories propose that the 

neural response to expected input is suppressed, so that novel or unexpected events 

are highlighted (e.g., Blakemore et al., 2000). In contrast, Bayesian theories posit that 

perception is biased toward expected events, resulting in perceptual and neural gain 

for predictable sensory input (e.g., de Lange et al., 2018). Press and colleagues 

attempted to resolve this paradox with an opposing process model, where it is 

proposed that the nature of the response might vary depending on the amount of 

surprise generated by the input: low surprise results in perceptual bias toward 

expected input, while high surprise signals novel input that may require an updating 

of the model of the world (Press et al., 2020). 

This framework is particularly interesting considering the results presented in 

this thesis as well as prior investigations of the role of sublexical regularities in speech 

processing. Behavioral evidence suggests that phonotactic probability influences 

sublexical speech processing throughout the lifespan, with a high phonotactic 

probability advantage for non-word repetition, recognition and recall (e.g., Edwards 

et al., 2004; Vitevitch et al., 1997; Vitevitch & Luce, 1998). These results stand in 

contrast to reports of novel word learning, where an advantage for low probability 

items has been observed in adults and children when controlling for neighborhood 

density (Storkel, 2009; Storkel et al., 2006; Storkel & Lee, 2011). An explanation for 

this discrepancy is that low phonotactic probability items are more readily recognized 

as novel words that must be learned, i.e., that warrant updating of the model of the 

world. Current EEG results suggest facilitated processing of high probability items 

(Bonte et al., 2005; Emmendorfer et al., 2020; Noordenbos et al., 2013), while this 

pattern is reversed for phonotactic violations (Steinberg et al., 2011). Sampling 

phonotactic probability along a broad continuum in future EEG studies would be a 

useful approach to test how the framework put forward by Press and colleagues may 

apply to predictive processing of speech. Following this framework, one might 

observe a “reversal” of the effect of phonotactic probability for structures that are 

legal, but on the lower end of the range of phonotactic probability. Where an 

acoustically similar legal structure exists, this may also result in an initial perceptual 

bias toward more predictable structures before the “error” response to signal that the 

model of the world must be updated (Press & Yon, 2019; Yon & Press, 2017). 
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3.3 Motor-induced suppression as a marker of predictive processing 

In Chapter 4, we aimed to investigate how variations in phonological and temporal 

regularities in speech influence processing of self- vs. externally triggered speech. We 

set out to do so using motor-induced suppression (MIS) as a measure of prediction 

accuracy. MIS describes the reduced sensory and neural response for self-triggered 

sensations compared to identical sensory input that is externally generated. However, 

a critical flaw in the current design prevented us from testing our initial hypotheses 

surrounding motor-induced suppression. The visual cue included in all conditions 

resulted in an undesired positive deflection in the pre-stimulus interval. While this 

positivity was effectively removed from the self-induced condition via the MA-MO 

subtraction, it remained present in the auditory-only condition, leading to differences 

between conditions already preceding stimulus onset. Due to this confound, the 

results from Chapter 4 must be interpreted with caution. However, considering the 

limitations of the design and the observations made, we can inform the design and 

selection of paradigms and stimuli to further validate the observed patterns. 

First, we would consider adaptations to the paradigm. Some suggestions for 

adapting the current paradigm to allow for a comparison of AO and MAC conditions 

include a visual control condition, as well as jittering the timing of the interval 

between cue and stimulus presentation to reduce the influence of the cue on the ERP 

components. An additional adaptation to the current design would be in the trial 

duration, as the long ISIs as used here may only allow investigating rather unspecific 

predictions (i.e., anticipating that a stimulus will be presented, but not which specific 

stimulus; SanMiguel et al., 2013). While we did observe an interaction between 

phonotactic probability and condition, the post-hoc tests failed to reach significance. 

Thus, it is possible that an adaptation to the ISI would give rise to stronger evidence 

supporting an effect of phonotactic probability. Some studies have shown stimulus 

specific effects on the N1 suppression using long ISIs, however these approaches often 

manipulated local stimulus regularities, where the probability of the different stimuli 

occurring within the experiment differed, similarly to an oddball paradigm (e.g., 

Knolle et al., 2019). Thus, these may represent an MMN-like effect corresponding to 

perceptual deviance detection rather than stimulus-specific differences in 

suppression. In experiments with overt speech production (e.g., Niziolek et al., 2013; 

Sitek et al., 2013), stimulus-specific differences in suppression effects may reflect 
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more finely tuned motor predictions and monitoring processes compared to studies 

where stimuli are triggered by button-press. 

While the current experiment was designed specifically to investigate 

modulations of motor-induced suppression, the overall aim of this research was not 

to understand this suppression effect per se, but rather to understand how 

regularities of certain features (here: phonotactic probability and syllable stress) 

contribute to speech production. Thus, the suppression effect observed when 

comparing self- and externally generated stimuli is simply one measure that can be 

used to address such questions related to motor predictions. Understanding how such 

regularities modulate processing of self-triggered stimuli can also be done without a 

direct comparison to passive perception (Korka et al., 2019), e.g., by varying 

predictability based on local stimulus regularity (i.e., as in an oddball paradigm) or 

action intention (whether presented stimulus corresponds to intended/expected 

stimulus), which would eliminate the need for the auditory-only condition. 

In addition to these adaptations to the experimental paradigm, we can 

consider adaptations to the stimuli used. The stimuli consisted of bisyllabic Dutch 

pseudowords varying in phonotactic probability and syllable stress, where all 

variations are legal constructions in the Dutch language. The manipulation of 

phonotactic probability occurs at the syllable boundary, while the syllable stress 

contrast is already apparent from the stimulus onset. Thus, the selection of the stimuli 

may have been unsuitable for testing the effects of phonotactic probability on the N1 

component, as the manipulation occurs later (though coarticulatory cues may already 

be present within the first syllable). Future designs should consider manipulating this 

feature already in the first syllable, to ensure that the timing of this manipulation 

allows it to be integrated in processes underlying N1/P2 generation. Additionally, 

varying the timing of the manipulation of phonotactic probability may also allow us 

to answer questions about the relative time course of processing phonotactic 

probability and syllable stress. 

Despite the limitations to the design, the presence of this cue and the resulting 

ERP responses in the current experiment draw attention to more general limitations 

of such paradigms that warrant further investigations. While we cannot draw strong 

conclusions about a direct comparison of auditory-only and motor-auditory 

conditions in the current data, it is striking that we do not observe any significant 
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suppression of the N1 or P2 components, despite this effect being consistently 

reported in prior studies applying this paradigm (e.g., Bäss et al., 2008; Knolle et al., 

2012, 2013a, 2013b, 2019; Ott & Jäncke, 2013; Pinheiro et al., 2018). A crucial 

difference between our design and the bulk of prior research using this paradigm is 

the inclusion of the visual cue. Critically, while the interval between cue and stimulus 

presentation varies in the MA condition due to variability in response time, this 

interval was fixed at 500 ms for the AO condition. This results in a fixed temporal 

association between cue and stimulus onset, allowing participants to predict the 

timing of the stimulus presentation equally in both conditions. Indeed, temporal 

predictability is rarely controlled for in suppression paradigms (Hughes et al., 2013), 

and may account for a portion of the classically observed suppression effect (Sowman 

et al., 2012). However, some studies have also reported preserved suppression effects 

when temporal predictability is manipulated (Bäss et al., 2008; Lange, 2011; Pinheiro 

et al., 2019). Some manipulated temporal predictability only in the MA condition by 

introducing variable delays between button-press and sound presentation (Bäss et 

al., 2008; Pinheiro et al., 2019), while Lange (2011) added a similar manipulation to 

the AO condition, varying the timing between visual cue and sound presentation. 

These designs therefore differ from that of Chapter 4 in that they introduce a temporal 

delay between button-press and sound presentation.  

A recent study (Harrison et al., 2021) manipulated both temporal 

predictability in the AO condition, and temporal control in the MA condition by means 

of visual cueing, showing that MIS is preserved when both features are controlled for. 

The design was similar to ours in that button-press and stimulus presentation were 

preceded by a visual cue in the Cued Self-generation and Cued Listening conditions. 

However, the nature of the cue was different in that participants were instructed to 

synchronize their button-press with the moment in time when a vertical line moving 

from right to left intersects with the fixation line at the center of the screen, whereas 

our participants press the button in response to a visual cue, of which the timing is 

unpredictable. Our design thus most closely mirrors that of Sowman and colleagues 

(2012), who reported no differences in N1 and P2 amplitudes between cued AO and 

MA conditions (in Sowman et al.: CT and CMT conditions, respectively), while uncued 

AO conditions (in Sowman et al.: TO condition) showed increased amplitudes in both 

components. Taken together, these findings suggest that temporal predictability and 
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temporal control influence MIS, but the nature of these effects may depend heavily on 

experimental design parameters. 

 

4 Conclusion 

In three empirical chapters, this dissertation investigated electrophysiological 

correlates of phonological and temporal regularities in speech processing in adult 

typical and dyslexic readers. We provide evidence supporting previous findings 

(Bonte et al., 2005, 2007; Noordenbos et al., 2013) of a facilitative effect of high 

phonotactic probability on speech processing in a passive oddball paradigm, indexed 

by shorter MMN latencies for high phonotactic probability deviants compared to low 

phonotactic probability deviants (Chapter 2). In line with previous observations 

(Bonte et al., 2007; Noordenbos et al., 2013), this sensitivity was reduced in dyslexic 

readers (Chapter 3). In contrast, no such sensitivity was observed for variations in 

syllable stress, suggesting that this cue may be less relevant in processing individual 

pseudowords in adults (Chapters 2, 3). Time-frequency results suggest distinct 

processes underlying change detection for formal and temporal regularities (Chapter 

3). While we did not observe any explicit interactions between phonotactic 

probability and syllable stress, the deviation in MMN modulation pattern from an 

amplitude modulation (Bonte et al., 2005, 2007; Noordenbos et al., 2013) to a latency 

modulation (Chapter 2) suggests that simultaneous manipulation of phonotactic 

probability and syllable stress my alter processing compared to when only 

phonotactic probability is varied. In Chapter 4, we presented preliminary evidence 

suggesting that regularities in the formal structure of speech are exploited differently 

for perception and production. Given the limitations to the design and lack of 

significant post-hoc tests, follow-up experiments are necessary to validate the 

outcome of this experiment. Future directions can build on the research presented 

here by testing pre-reading children to understand whether ERP markers of 

phonotactic probability and syllable stress perception may be suitable for detecting a 

risk of developing reading difficulties (see e.g., Schaadt & Männel, 2019). Additionally, 

sampling phonotactic probability on a continuum may allow future research to better 

characterize the predictive mechanisms underlying sublexical speech processing.  
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The goal of the current research was to investigate how the brain uses familiar 

patterns of speech sounds (here: combinations of consonants) and speech rhythm 

(here: stress patterns) to process speech more efficiently. Every language has its own 

characteristic patterns in speech sounds and speech rhythm. For example, in Dutch 

the consonant combination -ts- is fairly common, while the combination -tk- is less 

common. The probability of different combinations of speech sounds is called 

phonotactic probability, so we could say that the pseudoword notsal has a high 

phonotactic probability compared to the pseudoword notkal. Similarly, first syllable 

stress is more common than second syllable stress in Dutch. Some theories suggest 

that implicit knowledge of these patterns can be used to anticipate or predict 

upcoming speech input. This can be particularly useful in situations where we cannot 

hear the speaker properly, such as when we are in an environment with background 

noise like a noisy bar, or when the sound on our Zoom call is disrupted because of 

poor internet connection. We know from previous studies that being able to learn 

these patterns is important for developing typical language and reading skills. 

Therefore, we also studied whether adults with dyslexia are able to use these familiar 

patterns in the same way as typical readers.  

The current research used electroencephalography (EEG), which is a non-

invasive method of measuring electrical brain activity through electrodes that are 

placed on the scalp. Our main findings highlight that familiar patterns of speech 

sounds (as in the pseudoword notsal) allow native Dutch speakers to process speech 

more efficiently, but that this effect is reduced in dyslexic adults. In contrast, 

differences in stress patterns (first vs. second syllable stress) did not appear to 

influence how Dutch speakers process pseudowords presented in isolation. This 

dissertation has also highlighted that changes in sound combinations and speech 

rhythm are processed with different brain mechanisms, which we can observe 

through different changes in neural oscillations. Finally, we show preliminary 

evidence suggesting that regularities influence speech processing differently 

depending on whether the speech is self-generated or externally presented. 

By studying dyslexic readers, this dissertation extends our understanding of 

reading difficulties to inform research leading to future interventions. Developmental 

dyslexia is characterized as persistent reading difficulties despite adequate schooling. 

Reports of the prevalence of dyslexia range from 3% to values as high as 20%, 
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however, these estimates vary due to differences in diagnostic criteria across 

countries and institutions, as well as different characteristics of languages such as 

orthographic transparency. Developmental dyslexia can have a substantial impact on 

the individual later in life, as it is associated with poor outcomes in a range of domains 

including academic and professional success as well as emotional wellbeing. Thus, 

early diagnosis and intervention is crucial for improving later life outcomes. Recent 

theories propose atypical processing of rhythm may be an underlying risk factor for 

various developmental language difficulties, such as dyslexia and specific language 

impairment. While we were unable to find evidence for atypical processing of speech 

rhythm in Dutch adult dyslexic readers, previous studies have shown differences in 

neural sensitivity to variations in syllable stress in pre-reading children who later 

develop reading difficulties. Future approaches could apply the paradigm used in 

Chapters 2 and 3 to pre-reading children, to study differences in the developmental 

trajectory of a sensitivity to syllable stress regularities and phonotactic probability 

and their relationship with phonological, rhythmic and reading skills at different 

stages of development. Such investigations could eventually give insights into 

potential early markers for dyslexia, to allow for early detection and intervention. 

The research in this thesis has been presented at several international 

scientific conferences to contribute to scientific exchange and progress in the field. All 

findings reported in this thesis either have been or will be made publicly available via 

publication in open access journals to support accessibility of the generated 

knowledge. In addition to communicating with the scientific community, aspects of 

the current research have also been shared with the general public in the Netherlands, 

Germany and the United States, including introductions on how to study the brain for 

children and adolescents in primary and secondary schools as well as talks for 

bachelor students in linguistics to introduce them to the interdisciplinary field of 

studying language in the brain, and online events highlighting the work of women in 

science at Maastricht University. To promote accessibility of science communication 

to non-English speaking communities, the research has also been shared with a 

German-speaking audience.  
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Alexandra (Alex) Katherine Emmendorfer was born on April 11th, 1991 in New Haven, 

Connecticut, USA. In January 1999, her family relocated to Erding, Germany for 3 

years*. She completed her secondary education at the Anne Frank Gymnasium Erding, 

finishing her Abitur in May 2011. Alex returned to the United States to enroll in a 

bachelor program at Northeastern University, where she studied Behavioral 

Neuroscience with a minor in Linguistics, with the intention of later attending medical 

school to become a neurologist. Through Northeastern’s Co-operative Education 

program, Alex was able to complete several research internships during her bachelor 

studies. During her first internship, where she studied visual processing in mice at KU 

Leuven in Belgium, she made three decisions: (1) to return to Europe after her 

bachelor studies, (2) to pursue a career in research instead of medicine but (3) not on 

visual processing in mice. After exploring her research interests in further internships 

and graduating from Northeastern University magna cum laude in 2015, she followed 

through with those decisions by enrolling in the Research Master in Cognitive 

Neuroscience at Maastricht University. For her master thesis, she investigated formal 

and temporal predictions in speech perception, which paved the way for her 

subsequent PhD project. Alex graduated cum laude from the Research Master in 

Cognitive Neuroscience in 2017, and subsequently began her PhD under the 

supervision of Milene Bonte, Bernadette Jansma and Sonja Kotz. She is now working 

under Judith Holler as a postdoctoral researcher at the Donders Centre for Cognition 

investigating the role of visual communication signals (e.g., gestural & facial signals) 

in language processing. 

 
 
 
 
 
 
 
 
 
 
 
 
 
*As of writing this nearly 23 years later, her parents and brother are still in Erding, 
Germany, with no intentions of leaving.  
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