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This article takes a critical look at three pervasive urban legends in education about the nature of
learners, learning, and teaching and looks at what educational and psychological research has to
say about them. The three legends can be seen as variations on one central theme, namely, that
it is the learner who knows best and that she or he should be the controlling force in her or his
learning. The first legend is one of learners as digital natives who form a generation of students
knowing by nature how to learn from new media, and for whom “old” media and methods used
in teaching/learning no longer work. The second legend is the widespread belief that learners
have specific learning styles and that education should be individualized to the extent that the
pedagogy of teaching/learning is matched to the preferred style of the learner. The final legend
is that learners ought to be seen as self-educators who should be given maximum control over
what they are learning and their learning trajectory. It concludes with a possible reason why
these legends have taken hold, are so pervasive, and are so difficult to eradicate.

Mark Twain, speaking about religion and politics, lamented
the fact that people’s beliefs and convictions are usually
second-hand, taken without examination from others who
have not themselves examined the questions at issue but
have taken them second-hand from other nonexaminers. He
concludes that these opinions are “not worth a brass farthing”
(Twain, 1910/2010). Today, unfortunately, this appears also
to be true for education. We hear many claims as to what
is wrong with education, what is needed to correct those
wrongs, and why this is the case. Many of the claims, re-
grettably, are based on belief rather than science and have
become tenacious urban legends used by instructional de-
signers, curriculum reformers, politicians, school adminis-
trators, and advisory groups all vying for position to show
how innovative and up to date they can be.

Correspondence should be addressed to Paul A. Kirschner, Centre for
Learning Sciences and Technologies, Open University of The Nether-
lands, Valkenburgerweg 177, 6419AT Heerlen, The Netherlands. E-mail:
paul.kirschner@ou.nl

URBAN LEGENDS IN EDUCATION

Most of us have heard about the alligator that attacked a
sewer worker in New York City. The story goes that some
child’s mother threw down the toilet a baby alligator that
her child had gotten as a present from the grandparents who
were vacationing in Florida. In the warm, wet sewers of New
York City it grew to a length of 15 feet and attacked a sewer
worker carrying out routine maintenance work. This is a
classic example of an urban legend—a story that is held to
be true, sounds plausible enough to be believed, is based
primarily on hearsay, and is widely circulated as true. But
what about the generation of children whose brains have
evolved such that they can multitask? The story goes that
today’s children . . .

What follows are three contemporary beliefs about learn-
ers and their learning that the authors classify as urban leg-
ends. These beliefs, though both popular and pervasive in
education and educational policy, do not really concur with
the body of research in educational psychology. They are dis-
cussed from the perspective of the central idea that learners
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know best how to (a) deal with new technologies for learning
(“learners as digital natives”), (b) adapt learning to their
own preferred learning styles (“learners as having specific
learning styles”), and (c) select and order learning contents
(“learners as self-educators”). These legends are so strong
and widespread that there is little that a teacher can do to
counteract the negative effects that implementation of these
legends brings with them. To this end, this article presents
a discussion of the legends that is strongly grounded in a
diverse array of evidence, including ecologically valid evi-
dence from field studies. As such, the authors make the case
for using solid, evidence-based methods and research results
in education so as not to succumb to “good sounding” myths,
trends, and fads (i.e., urban legends).

LEARNERS AS DIGITAL NATIVES

The first legend is that we have a new generation of
children known as digital natives for whom “learning is
playing,” where “school is for meeting friends rather than
learning” and who have the “skill to construct meaningful
knowledge from discontinued audio-visual and textual infor-
mation flows” (Veen, 2006; Veen & Vrakking, 2006). These
children are creative problem solvers, experienced commu-
nicators, self-directed learners, and digital thinkers (Veen,
2006) who have developed the ability to do many different
things at the same time that require conscious thought pro-
cesses (e.g., work on their homework, chat online or text
message with friends, update their Facebook page, etc.).
These assumptions are all grounded—at least partly—in the
widespread belief that children are highly effective at man-
aging their own interactions with the technological world and
should be trusted to be in control of these interactions.

In the following subsections, this is discussed as well as the
evidence refuting it. We first discuss the notion that students
are highly information-competent digital natives and then
the idea that students are able to effectively multitask with
various technologies.

Homo Zappiens

Prensky (2001, 2006) coined the term digital native to re-
fer to a group of young people who have been immersed in
technology all their lives, giving them distinct and unique
characteristics that set them apart from previous generations
and who have sophisticated technical skills and learning pref-
erences for which traditional education is unprepared. Pren-
sky’s coining of the term was not based upon research into
this generation and careful study of them, but rather by ra-
tionalizing the phenomena that he had observed (e.g., he saw
kids “surrounded by and using computers, videogames, dig-
ital music players, video cams, cell phones, and all the other
toys and tools of the digital age”; Prensky, 2001, p. 1) and
assuming that (a) they really understood what they were do-

ing, (b) were using them effectively and efficiently, and (c) it
is good to design education where they can do this.1

Veen and Vrakking (2006) introduced the term homo zap-
piens to refer to a new generation of learners who, unlike their
predecessors, learn in a significantly different way. The term
can be compared with others given to the generation that does
not know a world without computers, mobile phones, and the
Internet, such as the Net generation (Oblinger & Oblinger,
2005; Tapscott, 1997), Generation I or iGeneration (Rosen,
2007), Google Generation (Rowlands et al., 2008), and so
forth. Rosen (2009) presented research data showing that 13-
to 15-year-olds spend, on average, 15 hr 47 min a day using
technology and media. He reached this number by adding
parents’ self-report of different media and technology usage
for the activities: on computer, online, e-mail, instant mes-
saging/chat, texting, television, video games, music, and tele-
phone. In other words a child who spends 2 hr e-mailing while
the radio is on is characterized as spending 8 hr using tech-
nology and media (2 hr on computer + 2 hr online + 2 hr e-
mailing + 2 hr listening to the radio). According to Veen and
Vrakking, children in this generation develop—on their own
and without instruction—the metacognitive skills necessary
for inquiry-based learning, discovery-based learning, net-
worked learning, experiential learning, collaborative learn-
ing, active learning, self-organization and self-regulation,
problem solving, and making their own implicit (i.e., tacit)
and explicit knowledge explicit to others.

The first question is, Does such an information tech-
nology savvy generation actually exist? Margaryan, Little-
john, and Vojt (2011) reported that university students (i.e.,
members of the Net generation) use a limited range of tech-
nologies for learning and socialization: “The tools these stu-
dents used were largely established technologies, in partic-
ular mobile phones, media player, Google, Wikipedia. The
use of handheld computers as well as gaming, social net-
working sites, blogs and other emergent social technologies
was very low” (p. 38). A number of research studies (Bullen,
Morgan, Belfer, & Qayyum, 2008; Ebner, Schiefner, & Na-
gler, 2008; Kennedy et al., 2007; Kvavik, 2005) in different
countries (e.g., Austria, Australia, Canada, Switzerland, the
United States) question whether the Homo Zappiens and/or
Digital Native really exists. These researchers found that
university students do not really have deep knowledge of
technology, and what knowledge they do have is often lim-
ited to basic office suite skills, e-mailing, text messaging,
Facebook, and surfing the Internet. According to Bullen
et al. (2008), “it appears they [university students] do not

1A noteworthy aspect of Prensky’s claim is the quote from Dr. Bruce D.
Perry, Baylor College of Medicine, directly under the title and byline. There
he is quoted as saying that “different kinds of experiences lead to different
brain structures.” This citation has been used as “proof” that digital natives
exist by many writers and websites, but—unfortunately—the person that
probably is alluded to is Dr. Bruce B. Perry, clinical researcher of long-term
effects of trauma in children, adolescents, and adults and who was professor
of psychiatry at Baylor until 2001!
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recognize the enhanced functionality of the applications they
own and use” (p. 7.7) and that significant further training in
how technology can be used for learning and problem solving
is needed. When used for learning, this was mostly for passive
consumption of information (e.g., Wikipedia) or for down-
loading lecture notes. A report commissioned by the British
library and JISC (P. Williams & Rowlands, 2007) also over-
turns the common assumption that the Google generation is
the most web literate. Rowlands et al. (2008) concluded “that
much professional commentary, popular writing and Pow-
erPoint presentations overestimates the impact of ICTs on
the young, and that the ubiquitous presence of technology in
their lives has not resulted in improved information retrieval,
information seeking or evaluation skills” (p. 308).

What we may actually be seeing is a generation where
learners at the computer behave as butterflies fluttering across
the information on the screen, touching or not touching pieces
of information (i.e., hyperlinks), quickly fluttering to a next
piece of information, unconscious to its value and without a
plan. This butterfly defect was first signaled by Salomon and
Almog (1998). Learners are seduced (Harp & Mayer, 1997;
Mayer, 2005) into clicking the links, often forgetting what
they are looking for. This “fluttering” leads—at best—to a
very fragile network of knowledge. Many a quest ends in
a quagmire of possibly interesting but irrelevant pieces of
information.

Related to this, a recent study by Valtonen et al. (2011)
of what they called Finnish Net Generation student teachers
(i.e., student teachers born in the period 1984–1989) showed
“that the technological knowledge of student teachers is not
what would be expected for representatives of the Net Gener-
ation” (pp. 13–14). In the study, they explored technological
pedagogical knowledge, which they defined as the “under-
standing of the benefits and disadvantages of various tech-
nologies related to different pedagogical aims and practices”
(p. 7). Although it was expected that these Net Generation
students would be adept at learning through discovery and
thinking in a hypertext-like manner (Oblinger & Oblinger,
2005) and that they would be able to transfer those skills to
their teaching practices upon entering the teaching profes-
sion (Prensky, 2001), the results showed, just like the results
of Margaryan et al. (2011) and Bullen et al. (2008), that the
range of software used was very limited and that, for exam-
ple, social media was used as a passive source of information
and not as a tool for actively creating content, interacting
with others, and sharing resources. Valtonen et al. concluded
that the expectations and assumptions about this group of
“student teachers’ abilities to adopt and adapt ICT in their
teaching are highly questionable” (p. 1).

Selwyn (2009) carried out a thorough review of recently
published literature on young people and digital technol-
ogy in information sciences, education studies, and me-
dia/communication studies. He determined that young peo-
ple’s engagement with digital technologies is varied and often
unspectacular, in contrast to popular portrayals of these so-

called digital natives. In a critical review of evidence relating
to what they called the digital native debate, Bennett, Maton,
and Kervin (2008) went even further, arguing “that rather
than being empirically and theoretically informed, the debate
can be likened to an academic form of a ‘moral panic”’ (p.
782). They concluded that their “analysis of the digital native
literature demonstrates a clear mismatch between the confi-
dence with which claims are made and the evidence for such
claims” (p. 782). A salient side note here is that although
the concept of the digital native explicitly and/or implicitly
assumes that the current generation of children is digitally
literate, many curricula (e.g., Iowa Department of Education)
see information and technology literacy as 21st-century skills
that are core curriculum goals at the end of the educational
process and that need to be acquired.

Multitaskers

A second aspect of the urban legend that modern students
are digital natives (and thus well able to control their own
learning with technology) is that students are highly effi-
cacious multitaskers. Because children are observed doing
their homework, instant messaging, surfing the web, and so
forth, in a way that seems as if they are doing all of this
simultaneously, the observer often assumes (a) that these
children are actually multitasking, and (b) that they are do-
ing this without any loss of efficiency or effectiveness. This
assumption is often supplemented with statements that this
is different from what previous generations could do and
thus that there has been a specific change in their brains
to allow this. S. Anderson (2009), in discussing what he
called “the benefits of distraction,” opted that children “grow-
ing up now might have an associative genius we don’t—a
sense of the way ten projects all dovetail into something
totally new.” According to Small (Lin, 2008), author of pop-
ular books such as iBrain: Surviving the technological al-
teration of the modern mind, exposure to digital media is
rewiring the neural circuitry of children’s brains, heighten-
ing skills like multitasking, complex reasoning, and decision
making.

With the term multitasking, people mean the simultaneous
and/or concurrent performance of two or more tasks requir-
ing cognition or information processing (e.g., attending to
the road while driving and simultaneously talking on a cell
phone). The problem here is that human cognitive architec-
ture and brain functioning only allows for switching between
different tasks (i.e., performing a number of different tasks
or partial tasks in quick succession) rather than the simul-
taneous performance of tasks, even though the performance
seems subjectively to occur simultaneously. Human beings
can do more than one thing at any one time only when what
they are doing is fully automated (e.g., walking and talking at
the same time though even this can lead to falls and other ac-
cidents; Herman, Mirelman, Giladi, Schweiger, & Hausdorff,
2011). When thinking or conscious information processing
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plays a role, people are not capable of multitasking and can,
at best, switch quickly from one activity to another.

When task switching, first the individual shifts the goal
and thus makes a “decision” to divert attention from one task
to another, and then the individual activates a rule so instruc-
tions for executing one task are switched off, and those for
executing the other are switched on. This so-called multitask-
ing involves dividing one’s attention between the tasks, and
because each task competes for a limited amount of cogni-
tive resources, the performance of one interferes with that of
the other. This interference has been shown at the cognitive,
information-processing level in many empirical studies by
Brumby and colleagues across a time span of 10 years on the
intersection of human–computer interaction and cognitive
science (e.g., Brumby & Salvucci, 2006; Brumby, Salvucci,
& Howes, 2009; Janssen, Brumby, Dowell, & Chater, 2010).
According to Brumby and Salvucci (2006), for example,

Constraints on the human cognitive architecture often limit
perfect task parallelism during such multitasking situations.
As a consequence, task operators must be interleaved . . .

there is a central cognitive bottleneck that operates to limit
performance and that control between two or more primary
tasks must be passed through a queuing mechanism. (p. 2451)

This interference has also been shown at the neural level
(Dux, Ivanoff, Asplund, & Marois, 2006; Tombu et al., 2011).
Dux, head of the cognitive neuroscience lab in the School
of Psychology at the University of Queensland Australia,
concluded,

When humans attempt to perform two tasks at once, exe-
cution of the first task leads to postponement of the second
one. This task delay is thought to result from a bottleneck
occurring at a central, amodal stage of information process-
ing that precludes two response selection or decision-making
operations from being concurrently executed. (p. 1109)

What people really mean when they say that current gen-
eration is good at multitasking is that the current genera-
tion has, through practice, seemingly developed the ability
to quickly switch between different tasks or different media.
Unfortunately, though they do this, this does not mean that it
is beneficial or positive for them to do this or that it is benefi-
cial for learning (i.e., that the learning occurs more effectively
or efficiently) and/or that it is not harmful for their accurately
carrying out those tasks. It has been broadly shown that rapid
switching behavior, when compared to carrying out tasks se-
rially, leads to poorer learning results in students and poorer
performance of tasks (Rogers & Monsell, 1995; Rubinstein,
Meyer, & Evans, 2001). This is primarily due to the fact that
switching requires a person to juggle her or his limited cogni-
tive resources to accomplish the different tasks successfully.
This juggling leads to greater inefficiency in performing each
individual task, namely, that more mistakes are made and it
takes significantly longer as compared to sequential work.

According to Meyer, professor and chair of Cognition &
Cognitive Neuroscience and director of the Brain, Cognition
and Action Lab at the University of Michigan (Wallis, 2006),

If a teenager is trying to have a conversation on an e-mail
chat line while doing algebra, she’ll suffer a decrease in
efficiency, compared to if she just thought about algebra until
she was done. People may think otherwise, but it’s a myth.
With such complicated tasks [you] will never, ever be able to
overcome the inherent limitations in the brain for processing
information during multitasking.

This has also been shown to be the case when experts
(i.e., doctors with high levels of expertise) are required to
switch between tasks, for example, in a hospital emergency
room. The increased burden of memory load resulting from
the need to combine multiple, simultaneous tasks and deal
with numerous interruptions has been found to result in an
increase in the number of medical errors (Coiera, Jayasuria,
Hardy, Bannan, & Thorpe, 2002; Laxmisan et al., 2007).

In a novel comparison between people driving, driving
while legally drunk, and driving while talking on the cell
phone (hands free and hand held), Strayer, Drews, and Crouch
(2006) found that

drivers using a cell phone exhibited a delay in their response
to events in the driving scenario and were more likely to be
involved in a traffic accident. Drivers in the alcohol condition
exhibited a more aggressive driving style, following closer
to the vehicle immediately in front of them, necessitating
braking with greater force. With respect to traffic safety, the
data suggest that the impairments associated with cell phone
drivers may be as great as those commonly observed with
intoxicated drivers. (p. 388)

In a learning setting, Fox, Rosen, and Crawford (2009)
demonstrated that whereas reading comprehension of gradu-
ate students using instant messaging while reading was equal
to that of students not using instant messaging, students us-
ing instant messaging took significantly longer to complete
the different comprehension tests used and took significantly
longer to read the passage given to them than those not using
instant messaging. The differences in time ranged from 1.53
to 1.77 times as long for the tests and 1.66 times as long for
the reading. In other words, though equal comprehension can
be achieved, the time needed for this is significantly longer.
The time difference is negligible for short texts such as those
used in the experiment (5.53 min vs. 3.33 min), but what
would the time difference become if the assignment were a
normal university reading assignment?

It is not only the case that interrupting the completion of
one task by another task leads to increases in time spent on
a task. Interruptions and distractions have also been found
to be one of the most common causes of pilot error. Dis-
mukes, Young, and Sumwalt (1998), for example, determined
that half of the instances of crew error involved lapses of



URBAN LEGENDS IN EDUCATION 173

attention caused by interruptions, distractions, or another task
interfering with the task being carried out. Interruptions were
also found to be one of the major factors contributing to drug
dispensing errors by pharmacists (Peterson, Wu, & Bergin,
1999) and nurses (Gladstone, 1995).

Finally, if one stretches the term “multitasking” to mean
better ability in task switching, the picture gets even grimmer.
Ophir, Nass, and Wagner (2009) observed that

heavy media multitaskers are more susceptible to interference
from irrelevant environmental stimuli and from irrelevant
representations in memory. This led to the surprising result
that heavy media multitaskers performed worse on a test of
task-switching ability, likely because of reduced ability to
filter out interference from the irrelevant task set. (p. 15583)

In conclusion there is strong evidence that multitasking
and task switching impair performance and learning, and
there is no reason to expect positive effects of educational
methods that require multitasking.

To conclude, there is overwhelming evidence that the
homo zappiens and the multitasker do not exist, that they are
not capable of doing that with modern technologies which is
ascribed to their repertoire (i.e., the digital native may live
in a digital age and world but cannot properly navigate that
world for learning) and that they actually may “suffer” if
teaching and education tries to play into these so-called abil-
ities to relate to, work with, and control their own learning in
multimedia and digitally pervasive environments.

LEARNERS AND THEIR LEARNING STYLES

A second legend is that all learners are aware of their own
personal learning style and that good instruction requires di-
agnosing the learning style of each individual and aligning
instruction accordingly. Because of this pervasive belief, ad-
ministrators, teachers, parents, and even learners trust too
much in the learners’ supposed ability to manage/control
their own learning. For example, people are believed to be vi-
sual/verbal learners (Richardson, 1977), impulsive/reflective
learners (Kagan, 1965), holistic/analytical learners (Beyler
& Schmeck, 1992), or learners with any other style (for
an overview of learning styles, see Cassidy, 2004; Coffield,
Moseley, Hall, & Ecclestone, 2004). The assumption is that
teachers or instructional material developers should take their
learners’ preferred styles into account so as to facilitate their
learning and help them reach best possible learning out-
comes. This idea is intuitively appealing and has high face
validity. Thousands of articles and books have been written
on learning styles and their application in education. Further-
more, a lucrative commercial industry has been set up around
(a) selling measurement instruments meant to help teach-
ers diagnose their students’ learning styles and (b) holding
workshops and conferences meant to provide information

and training to teachers on how to align their teaching to
the learning styles of their students. Yet there are fundamen-
tal problems with regard to both the diagnosis of learning
styles and the alignment of instruction to these styles. The
following subsections discuss these problems and provide
arguments and evidence against the use of learning styles in
education, given the scientific evidence currently available.

Learners in Pigeonholes

Most learning styles are based on types, meaning that they
do not assign people scores on different dimensions but clas-
sify people into distinct groups. The assumption that people
cluster into distinct groups, however, receives very little sup-
port from objective studies (e.g., Druckman & Porter, 1991).
There are at least three problems with putting learners in pi-
geonholes: Many people do not fit one particular style, the
information used to assign people to styles is often inade-
quate, and there are so many different styles that it becomes
cumbersome to link particular learners to particular styles.

First, most differences and especially differences in cog-
nition between people are gradual rather than nominal. Many
learning styles neglect this finding by using an arbitrary cri-
terion (e.g., a median or mean) to assign people to groups.
For example, the learning style “reflection-impulsivity” (for
a review, see Messer, 1976) is typically measured by the
Matching Familiar Figures Test (Kagan, Rosman, Day, Al-
bert, & Phillips, 1964; for a computerized version, see van
Merriënboer, Jelsma, Timmermans, & Sikken, 1989). In this
test, standard pictures are presented together with eight al-
ternatives of which only one is identical to the standard. A
match of the alternatives to the standard is required for all
items of the test. Time in seconds to first response and num-
ber of errors are registered for each item. A double median
split is then used to identify reflective learners, who are rela-
tively slow but make few errors, and impulsive learners, who
are relatively fast and make more errors. The two remaining
categories are called fast accurate learners and slow inac-
curate learners; learners in these categories do not nicely fit
within the reflection-impulsivity dimension.

As another example, Sternberg, Grigorenko, Ferrari, and
Clinkenbeard (1999) used the Sternberg Triarchic Abilities
Test to measure learners’ analytical, creative, and practical
abilities. Learners for whom one of these abilities was much
higher than the other two abilities were assigned to a high-
analytical, high-creative, or high-practical style. In addition,
learners who scored high on all three abilities were assigned
to a high-balanced style and learners who scored low on
all three abilities were assigned to a low-balanced style. Of
the 326 students in their study, 199 students (61%) could be
assigned to one of the five groups on the basis of their pat-
tern of ability-test scores. Results of the intervention study
showed that, as predicted, students who were matched to in-
struction (i.e., high-analytical students received analytical
instruction, high-creative students received creative
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instruction, and high-practical students received practical in-
struction) outperformed students who were not matched to
instruction on three tests using analytical tasks, creative tasks,
and practical tasks.

However, students with a high-balanced style were al-
ways included in the matched group, and students with a
low-balanced style were always included in the unmatched
group. As indicated by Sternberg et al. (1999) themselves,
this may yield a confounding of the interaction effect with
an effect of the g-factor (i.e., general intelligence). More im-
portant, we think it does not make sense to distinguish these
high- and low-balanced styles because instruction cannot be
aligned accordingly. When only the three groups with high-
analytical, high-creative, and high-practical students were
analyzed, students who were matched to instruction still out-
performed students who were not matched to instruction on
two of the three tests. This finding, however, is then based
on only 112 of the original 326 students in the study (35%).
Thus, even when learning styles have implications for in-
struction, this is probably not true for the vast majority of
students because they do not fit extreme groups. Further-
more, according to reviews of research on this issue, there
are very few studies that find such crossover interactions and
many more studies that do not find any interactions (Pashler,
McDaniel, Rohrer, & Bjork, 2008).

A second problem pertains to the information used to de-
termine learners’ learning styles. Almost without exception,
self-report measures are used; however, the adequacy of such
self-reports for the assessment of learning styles is question-
able (see, e.g., Veenman, Prins, & Verheij, 2003). People
may not be able and/or willing to report on the styles they
use to learn. Stahl (1999) reported low reliabilities for the
measurement of learning styles; when individuals complete
a particular measurement at two different points in time the
results are very often inconsistent. For example, reliabilities
for popular instruments such as Carbo’s Reading Style In-
ventory, Dunn and Dunn’s Learning Style Inventory, and the
Myers–Briggs Type Inventory are in the neighborhood of the
.60s and the .70s, which is lower than one should expect from
a diagnostic measure.

At least equally important is the validity of the learning
styles measures: Do they really measure what they aim to
measure? Again, the relationship between what people say
about how they learn and how they actually learn is weak. For
example, in a carefully designed study by Massa and Mayer
(2006), the self-reported preference for visual versus verbal
information intake had a very weak relationship with an in-
dividual’s objectively measured abilities (i.e., spatial ability).
The individually preferred way of learning is often a bad pre-
dictor of the way people learn most effectively; what people
prefer is often not what is best for them. The implications
for measurement are clear. When designing instruction that
takes differences between learners into account, one should
assess cognitive abilities rather than preferred learning styles
because abilities are better predictors of how people learn

most effectively. Moreover, these cognitive abilities should
be objectively measured on an ordinal scale and in an objec-
tive way, rather than by subjective self-reports that are used
to assign people to types on the basis of one or more arbitrary
criteria.

The third and final problem with learning styles research is
that the mere number of reported learning styles is problem-
atic. In a review, Coffield et al. (2004) described 71 different
learning styles. If we start from the conservative assumption
that each learning style is dichotomous there would already
be 271 combinations of learning styles. This means that there
are many more combinations of styles than people living on
Earth. The truth might be that people are different from each
other on so many style dimensions, and for each dimension
in so many degrees, that it becomes totally impractical to
take these differences into account in instruction, even if the
previous two problems did not exist!

Is What Learners Say They Prefer Good
for Them?

If we set all of the difficulties associated with the measure-
ment of learning styles aside, the next question is how to tai-
lor instruction to particular learning styles. This is where the
learning-styles hypothesis (Pashler et al., 2008) comes into
play. The required evidence for the learning-styles hypothesis
is a crossover interaction in which type A learners learn better
with instructional method A, whereas type B learners learn
better with instructional method B. For example, according
to this hypothesis, verbal learners will learn best with verbal
instructional methods (e.g., reading a book), whereas visual
learners will learn best with visual instructional methods
(e.g., watching a video). Here, it is important to note that
a statistically significant interaction between learning style
and instructional method is in itself not enough to have any
practical educational meaning. van Merriënboer (1990), for
example, compared two instructional methods for teaching
computer programming: The generation method stressed the
writing of programming code (matching an impulsive ap-
proach), whereas the completion method stressed the study
and completion of existing programming code (matching a
reflective approach). Although there was a tendency show-
ing that reflective learners profited more from the completion
strategy than impulsive learners, the completion strategy was
still superior to the generation strategy for both types of learn-
ers. Thus, studies may show interactions between learning
styles and instructional methods that have no practical ed-
ucational implications; only crossover interactions provide
acceptable evidence for the learning styles hypothesis.

In the learning styles literature, the theoretical basis for
the formulation of crossover interactions is typically based
on a preferential model, also called the meshing hypothesis
(Pashler et al., 2008). The basic idea is that instruction should
be provided in the mode that best matches the learner’s style;
thus, the learner is assumed to “know” what is best for him
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or her. As already indicated in the previous section, the pre-
ferred way of learning, however, does not need to be the most
productive way of learning. Let us make a comparison with
food. Suppose that we ask children what food they prefer.
Some children might prefer fruit and milk, but the majority
will prefer candy and soft drinks. Would this be a justified
reason to give these children the food they prefer? We think
not, simply because the preferred food will have a negative
effect on their health. Similarly, Clark (1982) found in a
meta-analysis of studies using learner preference for select-
ing particular instructional methods that learner preference
was typically uncorrelated or negatively correlated to learn-
ing and learning outcomes. That is, learners who reported
preferring a particular instructional technique typically did
not derive any instructional benefit from experiencing it. Fre-
quently, so-called mathemathantic (from the Latin mathema
= learning + thanatos = death) effects are found, that is,
teaching kills learning when instructional methods match a
preferred but unproductive learning style (Clark, 1989). Giv-
ing children candy and soft drinks because they prefer them
is an example of bad nutritional practice just as catering to
unproductive learning styles is an example of bad educational
practice. In such situations, a compensation model that makes
up for the undesirable effects of a particular inclination or
learning style would be more applicable than a preferential
model (van Merriënboer, 1990).

Another complication that has, to our knowledge, not
been discussed in the literature so far is that a learning
style that might be desirable in one situation might be un-
desirable in another situation due to the multifaceted na-
ture of complex skills. Suppose that one is teaching in the
medical domain: One instructional method may emphasize
learning-by-observation and matches—according to the pref-
erential model—a reflective style, whereas the other instruc-
tional method may emphasize learning-by-doing and bet-
ter matches an impulsive style. When medical diagnosis is
taught, it is particularly important that learners base their
decisions on all available information and systematically ex-
clude alternative hypotheses before they reach a diagnosis;
the preferred style for learning this particular complex skill is
a reflective one. For teaching medical diagnosis, it thus makes
sense to use learning-by-observation for reflective students,
but it seems better not to teach impulsive students through
learning-by-doing but rather to teach them to compensate for
their counterproductive style. In contrast, when emergency
care is taught, it is particularly important that learners can
make decisions on the basis of incomplete information and
give priority to speed over fastidiousness; the preferred style
is an impulsive one. Consequently, for teaching emergency
care, it makes sense to use learning-by-doing for impulsive
students but it seems better not to teach reflective students
through learning-by-observation but now to teach these stu-
dents to compensate for their counterproductive style. The
point is that simple two-way interactions between learning
styles and instructional methods, based on either a preferen-

tial model or a compensation model, do not take into account
additional relevant factors such as the nature of the knowl-
edge and skills that are taught or the context in which they
are taught.

Given these complexities, it is particularly interesting to
search the literature for studies that report crossover inter-
actions between learning styles and instructional methods,
irrespective of the question whether these interactions are
based on a preferential model or a compensation model. Un-
fortunately, review studies indicate that the evidence for such
interactions is almost completely absent (see Coffield et al.,
2004; Pashler et al., 2008; Rohrer & Pashler, 2012). Even
exceptions such as the study by Sternberg et al. (1999) re-
ported earlier provide less than compelling evidence because
reported results are based on only a fraction of the partici-
pants. On the other side, several well-designed recent studies
contradict the learning styles hypothesis. Constantinidou and
Baker (2002), for example, found no relationship between a
visual learning style and the actual learning of verbal items
that were presented either visually or auditory. In a series
of carefully designed experiments, Massa and Mayer (2006)
also found no support for the idea that different instructional
methods, emphasizing either pictorial or verbal information,
should be used for visualizers and verbalizers. Similar neg-
ative findings are reported for other learning styles. In the
medical domain, Cook, Thompson, Thomas, and Thomas
(2009), for example, found no support for the idea that dif-
ferent instructional methods, working either from problems
to theoretical information (inductive) or from theoretical in-
formation to problems (deductive), should be used for sens-
ing/concrete learners and intuitive/abstract learners.

To summarize, the idea that learners with different learn-
ing styles should be taught with different instructional meth-
ods is a belief for which very little, if any, scientific evidence
exists. There are fundamental problems with regard to the
measurement of learning styles and the theoretical basis for
the assumed interactions between learning styles and instruc-
tional methods, and, last but not least, substantial empirical
evidence for the learning styles hypothesis is missing.

From an educational point of view, it is probably more
fruitful to focus on the fundamental things that learners have
in common (i.e., their cognitive architecture; Sweller, van
Merriënboer, & Paas, 1998; van Merriënboer & Sweller,
2005) than on the myriad of styles on which they may be
different from each other. A focus on what learners have in
common does not deny that there are individual differences;
rather, it helps to identify differences that really matter in
education and to design instructional methods that are prac-
tically feasible. For example, there is scientific evidence that
objectively measured cognitive abilities and, especially, prior
knowledge should be taken into account when instructional
methods are applied. The expertise-reversal effect (Kalyuaga,
Ayers, Chandler, & Sweller, 2003), for instance, indicates that
learners with low prior knowledge learn more from studying
examples than from solving the equivalent problems and that
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this pattern reverses for learners with higher prior knowl-
edge. The point we want to make is that there is no scientific
evidence whatsoever that learning styles provide a useful
construct to base the selection of instructional methods on,
not that instructional methods should never be sensitive for
differences between learners. Despite decades of research,
the field of learning styles has failed to make significant
progress and so far it does not yield any valid educational
implications.

In other words, though very appealing, there is no solid
evidence that learning styles—as such—actually exist and
that there is any benefit to adapting and designing education
and instruction to these so-called styles. It may even be the
case, that in doing so, administrators, teachers, parents, and
even learners are negatively influencing the learning process
and the products of education and instruction.

LEARNERS AS SELF-EDUCATORS
(ON THE INTERNET)

A third legend has it that all that one needs to know and learn
is “out there on the web” and that there is, thus, no need
to teach and/or acquire such knowledge any more. This has
led, for example, to the demotion of the teacher from some-
one whose job it was to combine her/his knowledge within
a domain combined with her/his pedagogical content knowl-
edge so as to teach those lacking this knowledge to someone
whose role is standing on the sidelines and guiding and/or
coaxing a breed of self-educators. These self-educators can
self-regulate and self-direct their own learning, seeking, find-
ing, and making use of all of the information sources that are
freely available to them. In the following subsections, this
final student urban legend is discussed.

Seek and Ye Shall Find

The premises underlying the idea of substituting information
seeking for teaching is that the half-life of information is
getting smaller every day, making knowledge rapidly obso-
lete, and because it is all out there on the web, we should
not teach knowledge but should instead let kids look for it
themselves. This has led to the Googlification of education,
a watered-down version of resource-based learning (Hill &
Hannafin, 2001). Marcum (2003), for example, wrote,

The “half life” of information usefulness has shrunk from a
century or a generation to perhaps no more than days or even
hours in some fields, where anything in print is automatically
deemed obsolete. Today the information underlying the first
year of a certain technical degree can be half useless by
graduation day. Currency now prevails. (p. 28)

The idea that the present body of knowledge is rapidly
becoming out of date or obsolete is far from true. First, a
distinction needs to be made with respect to the difference
between knowledge obsolescence and information growth. It

is indeed true that the last decades have seen an enormous
growth in the amount of information available, primarily due
to the simple and low-cost of the World Wide Web. This,
however, does not mean that the knowledge that existed prior
to the Internet revolution is obsolete, irrelevant, or no longer
holds. The fact is that much of what has passed for knowledge
in previous generations is still valid and useful. What is true is
that there is an increasing amount of new information becom-
ing available, some of it trustworthy, some not. To adequately
deal with this stream of new information that increases in size
and tempo daily, one must be able to search, find, evaluate,
select, process, organize, and present information. However,
as Hannafin and Hill (2007) warned, “while technology has
been lauded for potentially democratizing access to informa-
tion, educational use remains fraught with issues of literacy,
misinterpretation, and propagandizing” (p. 526).

The set of activities and/or skills needed to adequately
deal with this information generation and dissemination is
frequently referred to as information literacy or—when in-
formation and communication technologies also play a key
role—digital literacy activities/skills (Bawden, 2001; Brand-
Gruwel & Gerjets, 2008; Brand-Gruwel, Wopereis, & Wal-
raven, 2009; Eisenberg & Berkowitz, 1990; Jones-Kavalier &
Flannigan, 2006; Moore, 1995; Wolf, Brush, & Saye, 2003).
This is often seen as one of the core 21st-century skills prop-
agated in much school policy (Anderman, Sinatra, & Gray,
2012; Dede, 2010; European Commission, 2002; Voogt &
Pareja Roblin, 2010).

Although students are often thought of as being compe-
tent or even expert in information problem solving (i.e., that
they are information and digitally literate) because they are
seen searching the web daily, research reveals that solving
information problems is for most students a major if not
insurmountable cognitive endeavor. Searching, finding, and
processing information is a complex cognitive process that
requires identifying information needs, locating correspond-
ing information sources, extracting and organizing relevant
information from each source, and synthesizing information
from a variety of sources. According to Miller and Bartlett
(2012), effective Internet use requires distinguishing good
information from bad. They noted, however, that learners
are not astute Internet users. Learners not only have prob-
lems finding the information that they are seeking but also
often trust the first thing they see, making them prone to
“the pitfalls of ignorance, falsehoods, cons and scams” (p.
35). Many researchers (e.g., Bilal, 2000; Large & Beheshti,
2000; MaKinster, Beghetto, & Plucker, 2002; Wallace, Kup-
perman, Krajcik, & Soloway, 2000) have demonstrated that
young children, teenagers, and adults are not capable of ef-
fectively choosing proper search terms, selecting the most
relevant websites, and questioning the validity of sources.
Furthermore, research of Brand-Gruwel, Wopereis, and Ver-
metten (2005); Branch (2001); Gross and Latham (2007);
and Lazonder (2000) revealed that students lack regulatory
skills and have difficulties defining the information problem;
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identifying what they do not know. Taking all of these re-
search results into account, it can be concluded that students
must learn to solve information-based problems and must
learn transferable search and evaluation strategies.

This leads to the second premise behind the recommen-
dation to allow students to learn from the Internet—namely,
that because it is all on the web, there is no need to teach it. In-
deed, much, if not all of the “knowledge” that is to be gained
in school is on the web. However, as Kirschner (1992, 2009)
previously wrote, it is what one already knows that deter-
mines what one sees and understands and not the other way
around. Thus, prior knowledge largely determines how we
search, find, select, and process (i.e., evaluate) information
found on the web. Students often receive assignments con-
taining an information problem and are expected to search for
the information needed to solve that problem and construct
new knowledge. Unfortunately, in most cases students’ prior
knowledge of the subject matter is minimal. From research, it
is known that low prior knowledge negatively influences the
search process (Fidel et al., 1999; Hirsch, 1999). For exam-
ple, Nievelstein (2009; Nievelstein, Van Gog, Boshuizen, &
Prins, 2008) found that 1st- and 3rd-year law students experi-
enced great difficulties using sources such as law books and
court judgments due to a lack of the conceptual and ontolog-
ical knowledge necessary to interpret the information found
in the source. Students with more prior knowledge have an
advantage because they can easily link their prior knowledge
to the task requirements and to information found on the web.

The fact that students make use of many electronic devices
and are called digital natives, does not make them good users
of the media that they have at their disposal. They can Google
but lack the information skills to effectively find the infor-
mation they need, and they also do not have the knowledge
to adequately determine the relevance or truth of what they
have found (Walraven, Brand-Gruwel, & Boshuizen, 2008).
This leads to essays on Baconian science with texts about the
20th-century British artist Francis Bacon and on the prob-
lems that Martin Luther King had with Pope Leo X and Holy
Roman Emperor Charles V. It also leads to prospective pres-
idential candidates mistaking the birthplace of John Wayne
(the actor) with John Wayne Gacy (the murderer convicted
of killing more than 30 young men in the 1970s [Oliphant,
2011])!

The Learner in Control

Western society has changed. We have moved away from a
society in which authority is accepted and even appreciated
into one where it is questioned and where we feel that we
are best at determining what we do and how we should do it;
we are a society of knowledgeable and articulate consumers
of goods and services. In this society, students are expected
to act independently, take responsibility for their learning
process and regulate their own school behavior (Veugelers,
2004). Self-direction, self-determination, and choice are key

concepts. Schools are expected to design education that en-
hances and complements students’ self-regulated learning
(Van Hout-Wolters, Somons, & Volet, 2000) where teach-
ers give students the opportunity to practice self-regulated
learning. On some accounts, student-directed education is
to replace teacher-directed education (Gibbons, 2002). Hase
and Kenyon (2000) called this the shift from andragogy (i.e.,
focusing on the best ways for people to learn) to heuta-
gogy (i.e., focusing on learning how to learn and learner
self-direction). In this society, the doctor is no longer the
authority but someone who you go to for a second opinion;
the first opinion being that which you yourself determined
by Googling your symptoms. Newspapers and journalists are
no longer the main source of current events information but
rather blogs, websites, tweets, and aggregators where anyone
can post anything she or he wishes. And because this is the
trend in current society, the thinking is that we should use
self-directed and self-determined learning in education. But,
as shown earlier in this article, learners neither are skilled in
information problem solving (i.e., they are not really infor-
mation literate) nor have the expertise needed to determine
what they do not know and what they, therefore, need to learn.
This leads to three problems.

The first problem relates to placing the locus of control
with the learner. According to Lee, Lim, and Grabowski
(2010), learners are not always successful controlling their
own learning, especially in computer-based learning envi-
ronments. There is a large body of research (see M. D.
Williams, 1996, for an excellent review) which shows that not
all learners prefer nor profit from controlling the tasks (Car-
rier, 1984; Milheim & Martin, 1991) and that forcing such
control on them can be counterproductive (Rasmussen &
Davidson-Shivers, 1998). Merrill (1984), for example, con-
cluded that college-level students generally do not make good
use of learner control options, a position also taken by Car-
rier (1984). The reason for this is that learners do not have
or do not know how to utilize appropriate strategies when
they are left to themselves to manage their learning environ-
ment (i.e., they do not have the capacity to appraise both the
demands of the task and their own learning needs in rela-
tion to that task in order to select appropriate instruction). In
other words, learners often misregulate their learning, exert-
ing control in a misguided or counterproductive fashion and
not achieving the desired result. This is due to (a) not having
the necessary standards upon which to judge their learning
state, (b) not having the necessary knowledge to monitor
their own state in comparison with the standards, and/or (c)
not being able to initiate the proper processes to change
their current state when their behavior falls short of the
standards (Baumeister & Heatherton, 1996; Taminiau et al.,
2013).

The second problem is that learners often choose what
they prefer, but what they prefer is not always what is best
for them. The current obesity pandemic is probably the best
proof of this! One type of mathemathantic behavior (Clark,
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1989) occurs when learner control is substituted for system
control over contents (e.g., by allowing difficult or unfamiliar
contents to be chosen by students with high fear of failure) or
instructional methods (e.g., by allowing lower cognitive load
instructional methods to be chosen by high general ability,
constructive students). For example, Kicken, Brand-Gruwel,
van Merriënboer, and Slot (2009) found that giving low gen-
eral ability students in the hairdressing domain full learner
control created a situation in which they continued to practice
tasks they liked or were already proficient in (e.g., washing
hair) but the students were reluctant to start with new, yet
unfamiliar tasks (e.g., permanent waving). Providing the stu-
dents with an electronic development portfolio, which allows
them to monitor their progress on all relevant hairdressing
skills, helps them to make better task selections, but only
when the use of the portfolio is combined with regular coach-
ing meetings and explicit advice from the teacher (Kicken,
Brand-Gruwel, & van Merriënboer, 2009).

A final problem is known as the paradox of choice. People
appreciate having the opportunity to make some choices, but
the more options that they have to choose from, the more
frustrating it is to make the choice (Schwartz, 2004). It is,
thus, important to give learners limited rather than unlim-
ited control, because having to choose from too many op-
tions is perceived as frustrating. Corbalan, Kester, and van
Merriënboer (2006) described shared control as a promising
way to reach this goal. Shared control is a two-step process,
in which the teacher or coach first selects from all available
learning tasks a subset of tasks with characteristics that fit
the needs of the learner. This should prevent overwhelming
and frustrating the learner by letting him or her choose from
a very large set of tasks. Second, the learner selects from this
subset one task to work on. With learning tasks in the dietetics
domain, shared control had superior effects on student mo-
tivation (Corbalan, Kester, & van Merriënboer, 2008). With
learning tasks in the genetics domain, shared control over
task selection had superior effects on both student motiva-
tion and learning, provided that learners had to choose from
a subset of preselected tasks with features that were differ-
ent from the features of previous tasks (Corbalan, Kester,
& van Merriënboer, 2009). van Merriënboer and Kirschner
(2013) referred to this approach as second-order scaffolding,
in which there is gradually decreasing support and guidance
for self-directed learning skills. This second-order scaffold-
ing helps learners learn to select learning tasks, find relevant
supportive information, consult necessary procedural infor-
mation, and identify useful part-task practice. The instruction
shifts gradually from traditional teacher or system controlled
learning environments, in which a teacher or another in-
telligent agent assesses a learner’s performance and selects
suitable further learning tasks, to on-demand education, in
which the learner self-assesses her or his performance and
independently selects her or his own learning tasks.

Our recommendation, then, is to appropriately limit stu-
dents’ control in consideration of their developmental level.

Providing some autonomy—but not too much—appears to
us to be broadly consistent with the motivation research that
advocates granting autonomy to students (Stefanou, Peren-
civich, Dicintio, & Turner, 2004).

CONCLUSIONS

Our analysis of three urban legends in teaching and education
clearly shows that, although widespread, widely believed,
and even widely implemented as well-meaning educational
techniques or innovations, they are not supported by scientific
evidence. It should be clear by now that students are really
not the best managers of their own learning with respect to
navigating through and learning in the digital world, choosing
the best way in which to study and learn (i.e., learning styles),
or gathering useful information from the Internet. However, a
continuum of available evidence exists for refuting these and
other legends. At one extreme, are urban legends for which
there is a tiny bit of incomplete support—but the legend itself
is false or at least a severe overgeneralization (e.g., the claim
that giving learners full control over the learning process
will have positive effects on learning). At the other extreme
of the continuum are urban legends for which there is strong
empirical evidence for the opposite, showing that they are
totally counterproductive in education (e.g., the claim that
children are capable of effective multitasking). Finally, there
are urban legends for which researchers claim that there is
evidence, and for which there are even empirical studies
purporting to support the legend, but the research itself or
the body of research is flawed. This was demonstrated for the
learning styles hypothesis but also, for example, by Lalley
and Miller (2007) with respect to the learning pyramid and by
Kirschner, Sweller, and Clark (2006) with respect to minimal
guidance during instruction. It is yet true for all legends that
they are primarily based on beliefs and convictions, not on
scientific theories supported by empirical findings.

The major point here is that educators, educational policy-
makers and educational researchers should reject educational
approaches that lack sufficient scientific support and method-
ologically sound empirical evidence. The degree of support
an educational intervention needs before it is widely adopted
is what is important. In the 1960s, ‘70s, and ‘80s, much re-
search was carried out on how learning could be positively
influenced by influencing how the learner studied and, thus,
processed the learning materials. Examples of such research
and the design principles flowing from them are as follows:

• Adjunct questions and mathemagenic behaviors (Roth-
kopf, 1970): Inserting questions prior to or after text
passages which give birth to learning and learning acti-
vities.

• Advance organizers and meaningful verbal learning
(Ausubel, 1960): Information preceding a learning
episode at a higher level of abstraction, generality,
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and inclusiveness that subsumes new—to-be-learned—
information.

• Elaboration theory (Reigeluth, Merrill, Wilson, & Spiller,
1980; Reigeluth & Stein, 1983): Organizing to-be-learned
content from simple to complex so that a meaningful con-
text is created to integrate subsequent ideas.

• Text structure (Jonassen & Kirschner, 1982): Using head-
ings, structuring principles (e.g., thematic, topical), out-
lines and schemas, and so on, to prestructure texts for
better learning.

Based on solid empirical research, textbooks were pro-
duced according to instructional design approaches found
in works as Principles of Instructional Design (Gagné &
Briggs, 1979), through Instructional Design Theory (Mer-
rill, 1994) and Four Component Instructional Design (van
Merriënboer, 1997) up to Ten Steps To Complex Learn-
ing (van Merriënboer & Kirschner, 2013). This evolution
in instructional design is evidence based in that it uses solid
empirical evidence up to and including new insights from
research-based theories in the field of learning and instruc-
tion.

What we are dealing with here is a very popular and very
persistent pseudoscience, which jeopardizes both the quality
of education and the credibility of the educational sciences.
There is the risk that we are entering a downward spiral: The
popularity of urban legends paints the educational sciences as
a mumbo-jumbo science, which in turn makes it increasingly
difficult to move valuable innovations in the field of education
into practice. How can we avoid this downward spiral? In our
view, there is only one way to go: The educational sciences
must be driven by theories and theory development based
on empirical data rather than legends, hypes, and method-
ologically unsound research (e.g., Homo Zappiens, Web 2.0,
brain-based teaching).

Research should not simply try to find out “what works”
(cf. Chatterji, 2005; Olsen, 2004) but should be aimed at ex-
plaining why particular methods help and why others do not
help to reach particular goals in particular types of education
under particular conditions. There are no “single methods”
in education, or in any other complex human system, which
work well for all goals under all conditions (Atkinson, 2000;
Berliner, 2002; van Merriënboer & Kirschner, 2007, 2013).
The enormous complexity of the field of education should
be reflected in its theories, and the construction of such theo-
ries is a long-term endeavor, based on programmed research
and the work of many collaborating researchers and practi-
tioners, using a broad variety of research methods ranging
from qualitative, explorative studies to large-scale, random-
ized controlled trials. The step from legend-based education
based on pseudoscience to evidence-based education based
on science demands a quantum leap. Rather than a quick
change in research methodologies or objects of study, it re-
quires a fundamental change in scientific attitude.

This, however, will not be easy. Bennett et al. (2008),
in reviewing the literature on digital natives, for example,
wrote of an academic form of moral panic. According to Co-
hen (1973), moral panic occurs when a “condition, episode,
person or group of persons emerges to become defined as a
threat to societal values and interests” (p. 9). In their article
they describe why such legends catch on so easily and why
they are so persistent/hard to eradicate. In essence,

Arguments are often couched in dramatic language, proclaim
a profound change in the world, and pronounce stark gener-
ational differences . . .

Such claims coupled with appeals to common sense and
recognizable anecdotes are used to declare an emergency
situation, and call for urgent and fundamental change.
Another feature of this “academic moral panic” is its struc-
ture as a series of strongly bounded divides: between a new
generation and all previous generations; between the techni-
cally adept and those who are not; and between learners and
teachers. . . .

Thus, the language of moral panic and the divides established
by commentators serve to close down debate, and in doing
so allow unevidenced claims to proliferate. (pp. 782–783)

McRobbie and Thornton (1995) concluded in their study
of the persistence of moral panic that (a) the object of the
panic (here the problems with education) receives free public-
ity because the supposed negative associations make it news-
worthy and (b) rather than alienating everyone, it becomes
attractive to those who see themselves as alternative and
avant-garde. Noymer (2001), studying the transmission and
persistence of urban legends, confirmed a nonlinear model
of urban legends in which

the most rapid path to endemicity (persistence) occurs when
skeptics play an active role in trying to suppress a rumor,
a process I label “autocatalysis.” This is counterintuitive,
since autocatalysis of skepticism should suppress rumors. . . .
When skeptics try to stop a rumor from spreading further,
the nature of the dynamics changes from epidemic cycles to
endemic transmission; skeptics actions are at cross-purposes
to their intentions. (pp. 320–321)

In other words, the beliefs that a person holds persist in the
face of data that disproves or even contradicts those beliefs
(C. A. Anderson & Kellam, 1992). With this in mind, this
article may achieve the opposite of its intention!
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fects of portfolio-based advice on the development of self-directed learn-
ing skills in secondary vocational education. Educational Technology, Re-
search and Development, 57, 439–460. doi:10.1007/s11423-009-9111-3

Kicken, W., Brand-Gruwel, S., van Merriënboer, J. J. G., & Slot, W. (2009).
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