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## Chapter 1

GENERAL INTRODUCTION

### 1.1 Introduction

This thesis presents a collection of studies that were performed to advance the assessment and analysis of the cost-effectiveness of psychotherapy for borderline personality disorder. This chapter serves as a general background to the studies. The nature and consequences of BPD are described, as well as the treatments that are currently considered as optimal for BPD. Also, the relevance of performing research on the economic aspects of interventions for BPD is addressed, followed by an explanation of the basic scientific terminology and underlying methods that are used to formally interpret the term 'cost-effectiveness'. Finally a brief introduction is given of each of the studies that are presented in the subsequent chapters of this thesis.

### 1.2 Borderline personality disorder

### 1.2.1 A large burden

Borderline personality disorder (BPD) is a mental health disorder with potentially devastating consequences for an individual's personal life. It may affect patients' emotional as well as physical well-being, their daily functioning in general, their plans, ambitions, professional careers, as well as their ability to interact with others. The diagnostic label BPD is applied when at least five of the following nine symptom criteria are met, in a way that is characteristic for a person's general functioning since early adulthood (or earlier): 1) fear of abandonment, 2) unstable interpersonal relationships, 3) uncertain self-image or identity, 4) impulsive behaviour, 5) self-injurious behaviour, 6) emotional changeability or hyperactivity, 7) feelings of emptiness, 8) difficulty controlling intense anger, 9) transient suspiciousness or dissociation (DSM-IV-TR: Diagnostic and statistical manual of mental disorders, text revision, 2000).

The prevalence of BPD in the Netherlands has been estimated at $1.1 \%$ in the general population (ten Have et al., 2016). In other countries, similar BPD prevalence estimates range between 0.5 and $2.7 \%$ (Samuels, 2011). Several studies have indicated that the quality of life of patients with BPD is severely impaired (Feenstra et al., 2012; IsHak et al., 2013; Perseius et al., 2006; Soeteman, Verheul, \& van Busschbach, 2008). A diagnosis of BPD is a large burden to bear for a patient, and often also for his or her family, friends, colleagues, care providers, and others in his or her environment.

To society as a whole, the burden of BPD is significant in economic terms as well. To a large extent this can be explained by an extensive use of health care services, including both inpatient and outpatient facilities (Bender et al., 2001; Coid et al., 2009; Feenstra et
al., 2012; Soeteman, Hakkaart-van Roijen, et al., 2008). Adding these costs to the costs of productivity losses (van Asselt et al., 2007; Soeteman, Hakkaart-van Roijen, et al., 2008) as well as other costs, such as those related to informal care and out-of-pocket costs (van Asselt et al., 2007), the total societal costs for BPD are substantial.

### 1.2.2 Treatment of BPD

There are four types of specialized psychotherapy that have been found to be effective for BPD (Zanarini, 2009): dialectical behaviour therapy (DBT; Linehan, 1993), schema therapy (ST; Arntz \& Van Genderen, 2011; Young et al., 2003), mentalization based treatment (MBT; Bateman \& Fonagy, 2004), and transference-focused psychotherapy (TFP; Clarkin \& Kernberg, 2015). These are intensive, long-term treatments that are delivered by specially trained psychotherapists, either in individual sessions only (e.g., TFP), or as a combination of individual and group psychotherapy (e.g., DBT and MBT). The high number of sessions that are needed, in particular those consisting of individual psychotherapy, can make these interventions costly.

These four types of specialized psychotherapy are currently the recommended treatments for BPD in the Netherlands (Netwerk kwaliteitsontwikkeling GGz, 2018). However, only between $2 \%$ and $51 \%$ (median $=23 \%$ ) of patients who are diagnosed with BPD at intake in Dutch specialized mental health centres receive psychotherapy as a first-line treatment (Hermens et al., 2011). It is important to note that psychotherapy in this context does not even refer to specialized psychotherapy for BPD. This suggests that many patients with BPD currently receive suboptimal care (e.g., only supportive care or pharmacological treatment to provide symptom relief) and that there is substantial room for extension of the supply of specialized psychotherapy for BPD in the Netherlands.

One specific type of specialized psychotherapy for BPD is schema therapy, which aims at full recovery (Arntz \& Van Genderen, 2011; Young et al., 2003). Schemas refer to the set of cognitive representations that originate in early childhood and are the basis for beliefs about the self, others, and the world. Moreover, they are associated with the expression of certain behaviours and emotions. The so-called 'early maladaptive schemas' develop as the result of unmet needs during childhood (e.g., core emotional needs such as trust, love, attention, and security). Although adaptive at first, these schemas can become maladaptive later in life when they lead to unhealthy behaviour. Schema therapy makes use of a variety of therapeutic techniques targeted at reducing the expression of maladaptive schemas and associated dysfunctional coping patterns. Recently, a group psychotherapy format has been developed for schema therapy (Farrell et al., 2012). A group setting offers a supportive environment of peers that allows patients to learn from each other and practice their healthy behaviour. Furthermore, it provides therapists with
an additional therapeutic angle that is not present in an individual setting. For example, the group setting may offer a family-like context in which 'limited re-parenting' (i.e., a quintessential ingredient of schema therapy is that the therapist acts as a good parent for the patient, within professional limits) can take place. Such factors could increase the effectiveness of the intervention. Previous research on group schema therapy (GST) consists of a study that investigated 8 months of GST as an addition to treatment as usual (Farrell et al., 2009), and a pilot study that investigated a combination of individual and group schema therapy (Dickhaut \& Arntz, 2014). The results of both studies are promising. However, neither has compared GST as a standalone treatment for BPD to treatment as usual. In addition, the cost-effectiveness of GST has not yet been assessed. If schema therapy can indeed be effectively provided in a group format, then that would suggest a substantial improvement in the efficiency of health care resource use in comparison to individual psychotherapy.

### 1.3 Economic evaluation

### 1.3.1 A worrisome future

In 2011 the total costs of mental health care in the Netherlands amounted to $€ 5,700,000,000$. In the same year a report was issued by the ' CPB Netherlands Bureau for Economic Policy Analysis' that gave insight into how the costs of Dutch health care have developed over time in the forty years prior to its publication (van der Horst et al., 2011). With no exception, each year they were higher than the year before. Relative to the Dutch national income (i.e., the Gross Domestic Product (GDP)), the total of health care costs has increased from $8 \%$ in 1972 to $13 \%$ in 2010. This rise can largely be explained by health care getting more expensive itself as well as demographic factors such as an increased life expectancy. Moreover, it was alarmingly noted that if the health care costs in the Netherlands will continue to rise at this pace, the costs would amount to an estimated $19-31 \%$ of the GDP in 2040. Somewhat reassuringly, the rise has been less strong in 2013, 2014, and 2015 in comparison to the fifteen years before (Centraal Bureau voor de Statistiek, 2016). Relative to the Dutch GDP, the health care costs have decreased for three consecutive years to a level of $14 \%$ in 2015.

Relative to other health care sectors, the trend of rising costs is the most prominent for mental health care (Bijenhof et al., 2012). Between 1998 and 2010, mental health care costs have more than doubled. For the treatment of personality disorders specifically, the increase in total health care costs has been even stronger, in yet a shorter period of time.

### 1.3.2 Turning the tide

Given the prospect of health care costs outstretching national health care budgets, the making of choices is imminently necessary. In order to keep health care systems sustainable for the future, health care interventions need to be compared based on their value for money or, in other words, their cost-effectiveness (Drummond et al., 2015). Such comparisons may then inform health insurers or policy makers, who decide whether an intervention is reimbursed or not. This will reduce the provision of health care interventions that cannot be demonstrated to improve health outcomes in a way that justifies their costs. As such, it is an evidence-based approach to an efficient allocation of health care budgets.

The successful treatment of BPD implies a substantial alleviation from its burden to both patients and society. For the individual patient, an effective psychotherapy reduces the severity of symptoms to non-pathological levels and restores impairments in quality of life. For society, the benefits of investing in such treatments include a reduction in the use of other health care services, as well as reductions in other societal costs (e.g., productivity losses, informal care and out-of-pocket costs). The question that remains is whether the investment in psychotherapy, either in terms of the extension of the supply of existing interventions or in terms of the adding of new interventions to current treatment options, can be considered worthwhile. The studies that are presented in this thesis share the common aim of contributing to an answer to this important question.

### 1.3.3 A brief explanation of terms and methods

In a cost-effectiveness analysis (CEA) two or more interventions can be compared based on their (potential) differences in costs (i.e., the incremental costs or $\Delta C$ ) and differences in effectiveness (i.e., incremental effects or $\Delta E$ ). This is what is typically expressed as an incremental cost-effectiveness ratio (ICER):

$$
I C E R=\frac{C_{2}-C_{1}}{E_{2}-E_{1}}=\frac{\Delta C}{\Delta E} .
$$

For an intervention to be considered as more cost-effective than another, it is important that any differences in effectiveness reasonably weigh up against any differences in costs. More formally this means that the ICER should not exceed a certain limit, or so-called ceiling ratio. This limit is defined as the willingness-to pay (WTP) for one additional unit of effectiveness. To avoid the statistical difficulties in the interpretation of ratios, a linear reformulation of the ICER has been proposed (Hoch et al., 2002), referred to as the incremental net monetary benefit (INMB):

$$
I N M B=\lambda *\left(E_{2}-E_{1}\right)-\left(C_{2}-C_{1}\right)=\lambda * \Delta E-\Delta C
$$

where $\lambda$ is the willingness-to-pay value. This furthermore has the advantage that net benefits (NBs) can be calculated using individual patient level data following $N B_{i}=\lambda *$ $E_{i}-C_{i}$, which can then be used as the dependent variable in statistical regression (e.g., see Chapter 6).

The outcome measures that are used in scientific research to assess the clinical effectiveness of an intervention can either be disorder-specific (e.g., based on symptom severity) or generic (i.e., meaning that the same outcome measure can be used for a broad range of disorders, including both physical as well as mental disorders). A cost-effectiveness analysis can be performed based on both types of outcomes measures (i.e., in addition to costs). A generic outcome measure that is often used to quantify a patient's quality of life is the utility value. These are expressed as values ranging between 1 (full health) and 0 (dead). When changes in quality of life are repeatedly assessed over time, this makes the calculation of quality-adjusted life years (QALYs) possible. In case the latter are used in an analysis to assess cost-effectiveness, it is (technically) called a cost-utility analysis (CUA). Both a CEA as well as a CUA are examples of an economic evaluation (Evers et al., 1997).

For the interpretation of the results from a CUA, or in other words, to assess the cost-effectiveness of an intervention based on its 'costs per QALY gained', a ceiling ratio is required. The ceiling ratio that is applied to a specific disorder, depends on the burden of disease. Similar (yet inverse to) utility values, these are expressed as values ranging between 0 (no burden) and 1 (largest possible burden). In the Dutch guideline (Zwaap et al., 2015) the following ceiling ratios are provided: $€ 20,000$ per QALY for a burden of disease of $0.1-0.4, € 50,000$ per QALY for a burden of disease of $0.41-0.7$, and $€ 80,000$ per QALY for a burden of disease of 0.71-1.0. For BPD, the estimated burden of disease is 0.54 (Vos \& Mathers, 2000). Therefore, a ceiling ratio of $€ 50,000$ per QALY is used to assess the cost-effectiveness of interventions for BPD.

Although it can be interesting to compare the cost-effectiveness of two specific interventions head-to-head, often it makes more sense to assess whether a new, or say, experimental intervention has any additional value in comparison to the optimal, state-of-the-art interventions that patients usually receive (e.g., as recommended by clinical guidelines). The latter are often referred to as treatment as usual (TAU).

In scientific investigations designed to assess the clinical effectiveness and cost-effectiveness of interventions, patients are randomly assigned to either an experimental or control (e.g., TAU) intervention. This is done in order to enable the causal attribution of any differences in relevant outcomes over time to the specific treatments that patients received. Such studies are referred to as randomized controlled trials (RCTs).

In order to ensure a sufficient number of participants in an RCT (i.e., to provide adequate statistical power for analysis), often they are performed using multiple treatment centres. Such studies are called multicentre RCTs. Also, RCTs are often performed over a longer period of time during which patients are repeatedly assessed. Such studies are referred to as longitudinal RCTs. Both multicentre and longitudinal RCTs introduce a hierarchical, or 'nested' structure to the data. In multicentre RCTs, participants are nested in treatment centres. In longitudinal RCTs, the repeated assessments are nested in participants. An approach that is specifically designed for the statistical analysis of nested data is multilevel modelling. Multilevel modelling also provides an efficient approach to the handling of missing values in longitudinal data. Other often used approaches to the handling of cases with missing values include complete case analysis (i.e., cases with missing values are excluded from analysis) or imputation-based approaches.

An important reason for the use of complete case analysis or imputation-based methods for the handling of cases with missing values, is because the total costs (i.e., the sum of costs that are assessed at different points in time) of individual patients are needed to perform a bootstrap analysis. This is a method to approximate the sampling distribution of a variable by means of a resampling procedure. Often this is done non-parametrically, which means that no specific statistical distribution (e.g., a normal distribution) is specified beforehand. The advantage of such an approach is that it facilitates the accommodation of skewed data, or in other words, a variable with an asymmetric probability density function. In health economics, right-skewed cost data are common due to the fact that it is usually only a small number of patients who incur relatively high costs (e.g., due to crises or adverse events), whereas a higher number of patients incur relatively low costs. In addition, costs are by definition always positive. An alternative, parametric approach to dealing with skewed cost data is by assuming gamma or lognormal data distributions for costs (e.g., see Chapters 3, 5 and 6 of this thesis for examples).

Finally, there are two different approaches to statistical analysis: the frequentist approach and the Bayesian approach. The latter is more attractive in the context of an economic evaluation since it allows the estimation of a 'probability of cost-effectiveness' instead of calculating the probability of finding the observed sample data under the assumption that an intervention is not cost-effective (i.e., by performing a null hypothesis test). The frequentist approach defines a probability as a limiting long-run frequency. This is suitable for an application to events that are repeatable, such as rolling dice or tossing coins to test their fairness. The Bayesian approach defines a probability as a degree of belief. This can be applied to things or events about which one is uncertain. Some authors argue that the Bayesian definition fits better with the interpretation of a parameter in a statistical model that expresses the relative cost-effectiveness of two particular interventions (i.e., such as in a net benefit regression), since it is generally specific
to the problem being studied (O’Hagan \& Luce, 2003). In other words, they interpret such a parameter as a one-off or non-repeatable event that is not subject to any random variability. Instead, the uncertainty regarding its value is caused by not knowing it.

### 1.4 This thesis

In short, this thesis consists of a systematic literature review, a model-based economic evaluation, (the study protocol and preliminary results of) a trial-based economic evaluation, and a methodological study.

First, a systematic review is presented in Chapter 2 that provides an up-to-date overview of the economic evaluation literature regarding psychotherapy for personality disorders (Wetzelaer et al., 2016). In particular, the general characteristics of the included studies and the specific characteristics of the economic evaluations, including an assessment of their quality, are presented and summarized.

In Chapter 3, a model-based economic evaluation is presented with the aim to demonstrate a method for the synthesis of empirical evidence on the costs, effectiveness, and cost-effectiveness of specialized psychotherapy for borderline personality disorder (Wetzelaer et al., 2017). Specifically, the empirical evidence that is obtained after performing a systematic literature review is used as an input for the simulation of patient-level data. These are then synthesized to assess the cost-effectiveness and budget impact of the further extension of the supply of specialized psychotherapy for borderline personality disorder in the Netherlands.

The study protocol for an international, multicentre RCT on group schema therapy (GST) for borderline personality disorder (Wetzelaer et al., 2014) is presented in Chapter 4, which includes an economic evaluation. In this study two different formats of GST, one that consists of only group psychotherapy and one that consists of a combination of group and individual psychotherapy, and TAU are compared. The details regarding the design of the study, including patient recruitment, the scheduling of assessments, the interventions, and the outcome measures and instruments that are used for the assessment of clinical effectiveness and costs, are presented and discussed.

In Chapter 5, the preliminary results of the economic evaluation described in Chapter 4 are reported, based upon the available data from the treatment centres in the Netherlands. Additionally, a detailed description of the methods used for the assessment and analysis of the data on costs and effectiveness, the CEA, and the CUA are provided. Due to their preliminary nature, the results presented in this chapter are blinded as to the interventions to which they pertain. For the same reason, the work presented in this chapter is not amenable for publication.

In Chapter 6, a method for the analysis of longitudinal cost-effectiveness data using Bayesian multilevel models as an extension of the net benefit regression framework is presented. The idea behind this approach is that it is an efficient way of making use of a dataset that includes cases with missing values, without having to exclude those cases or the need for additional procedures for the imputation of missing data. A coherent set of models for the development of net benefit over time is presented, as well as how it can be determined which model fits the data best. To demonstrate the method, it is applied to an empirical example. The results from the best fitting model are presented, as well as those of variants that assume lognormal and gamma distributed data. Furthermore, a series of appendices to this manuscript is provided, including a description of the statistical details of the method, as well as an extensive manual that presents the model code and the commands to run the models.

Chapter 7 concludes with a general discussion. It consists of a critical reflection upon the work that was performed for this thesis as well as directions for the possible future work to build further upon the insights gathered over the course of my Ph.D. trajectory.
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## Chapter 2

# COST-EFFECTIVENESS OF PSYCHOTHERAPY FOR PERSONALITY DISORDERS; A SYSTEMATIC LITERATURE REVIEW OF ECONOMIC EVALUATION STUDIES 

Pim Wetzelaer ${ }^{1}$, Joran Lokkerbol ${ }^{2,3}$, Arnoud Arntz ${ }^{1,4}$, Thea van Asselt ${ }^{5,6}$ \& Silvia Evers ${ }^{2,7}$

[^0]Based on: Wetzelaer, P., Lokkerbol, J., Arntz, A., van Asselt, A., \& Evers, S. (2016). Kosteneffectiviteit van psychotherapie voor persoonlijkheidsstoornissen; een systematisch literatuuronderzoek van economische evaluatiestudies. Tijdschrift voor Psychiatrie, 58(10), 717-727.

### 2.1 Abstract

BACKGROUND Previous economic evaluation studies have been performed that contribute to the evidence base for the cost-effectiveness of psychotherapy for personality disorders. An overview of these studies is lacking.

AIM To provide an overview of the scientific literature on the cost-effectiveness of psychotherapy for patients with a personality disorder.

METHOD A systematic review of the literature was performed, searching the NHS EED, PubMed and PsycINFO databases. Only full economic evaluations of treatments in which all patients had a personality disorder were taken into account.

RESULTS Most studies concluded that at least one of the psychotherapeutic treatments investigated was cost-effective. Dialectical behavior therapy was studied the most; schema therapy came next, followed by cognitive behavioural therapy.

CONCLUSION In general, scientific evidence indicates that psychotherapeutic treatments for patients with personality disorders are cost-effective relative to the comparator treatments. This is important information because it can influence decisions on whether the costs of psychotherapy should be reimbursed.

KEY WORDS cost-effectiveness, personality disorders, psychotherapy

### 2.2 Introduction

Scientific research increasingly supports the clinical effectiveness of various psychotherapeutic treatments for patients with personality disorders (Bartak et al., 2007). Parallel to clinical studies, economic evaluations shed light on the societal costs and the costeffectiveness of psychotherapy for personality disorders.

Since psychotherapy for personality disorders is intensive and often requires longterm treatment, the costs are potentially high. However, also the potential savings in costs when a personality disorder is successfully treated can be high, both for the health care sector, as well as other sectors such as the labour market. In the current Dutch health care system, psychotherapeutic treatment of personality disorders is not always (fully) reimbursed. Psychotherapy can therefore be difficult to obtain for patients, it is only provided to a limited extent, or it is denied.

The question therefore rises if, and to what extent, investment in psychotherapeutic treatment for patients with personality disorders can be considered worthwhile, or in other words (Markowitz, 2015): is psychotherapy for personality disorders cost-effective?

In this paper we report a systematic literature review on economic evaluations of psychotherapy for personality disorders. The aim of our study is to give an overview of the scientific literature on the cost-effectiveness of psychotherapeutic treatments for patients with a personality disorder.

### 2.3 Methods

### 2.3.1 Search strategy

For our literature search, we used the NHS Economic Evaluation Database (EED), PubMed and PsycINFO, with additional reference checking of the articles that were retrieved. Previous research has shown that the combined use of NHS EED and PubMed is an appropriate way to identify relevant economic evaluations (Alton et al., 2006). Given the specific research area covered in our study, we considered PsycINFO as an important addition. The NHS EED database of the Centre for Reviews and Dissemination consists of economic evaluations within the area of health and social care and has been updated until December 2014 by weekly searches within the following databases: MEDLINE, EMBASE, CINAHL, PsycINFO and PubMed.

We limited our literature study to economic evaluations of psychotherapeutic treatments for personality disorders exclusively, in which the costs and effects of two or more interventions (including psychotherapy) were compared, and which were published in an international, peer-reviewed journal. No date restrictions were used. Economic evaluations of treatments for patients in forensic settings were excluded because we assumed that the costs of those patients are not (fully) representative for the costs of personality disorders in general. We also excluded editorials, letters and earlier reviews, although the references of the latter were checked to identify additional studies.

The following search terms were used for the NHS EED: 'personality disorder OR personality disorders', and for PubMed and PsycINFO: '(personality disorder OR personality disorders) AND (costs and cost analysis[Mesh Terms] OR economics[Mesh Terms] OR costs and cost analysis[Mesh Terms] OR cost-effectiveness OR economic evaluation)'. Our search retrieved 27 studies from the NHS EED, of which 11 were included, 477 in PubMed, of which 14 were included, and 90 in PsycINFO, of which 9 were included. After removing duplicates and adding the economic evaluations from (Brazier et al., 2006), our search resulted in 18 studies that were included.

### 2.3.2 Quality criteria and score

We assessed the quality of the economic evaluations based on the following six criteria: synthesis of costs and effects (are costs related to effects?), intention-to-treat (ITT) analysis (are all patients analysed in the condition to which they were randomised?), discounting (are all future costs and benefits discounted?), sensitivity analysis (are the results of a sensitivity analysis quantitatively presented?), primary cost data (are the costs based on primary data collection?) and perspective (is the economic evaluation performed from a societal perspective?). For every question answered with 'yes', 1 point was added to the total quality score.

### 2.3.3 Presentation of the results

We present the most important characteristics of the included studies in two tables that display the general characteristics (Table 1) and the specific characteristics and quality scores of the economic evaluations (Table 2), respectively. The first author screened all studies for the characteristics shown in Table 1 and 2. The other authors screened one quarter of all studies each, so that all studies were assessed twice.

### 2.4 Results

We included 18 studies in total. The general characteristics of these studies are shown in Table 1. The specific characteristics and quality scores of the economic evaluations are shown in Table 2.
Table 2.1: General characteristics of the included studies

| Reference (Country) | n (PD diagnosis) ${ }^{1}$ | Format ${ }^{2}$ | Time horizon ${ }^{3}$ | Intervention (Setting) | Control (Setting) | Outcome measure ${ }^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Abbass et al., 2008 (Can, US) | 27 (Primary diagnosis not reported; BPD: $44 \%$, OPD: $37 \%$, APD: 33\%, PD-NOS: $22 \%$, PPD: $19 \%$, DPD: <br> 7\%, NPD: 7\%, ASPD: 4\%, HPD: 4\%) | RCT | 2.1 years on average | Intensive short-term dynamic psychotherapy (outpatient) | TAU ${ }^{5}$ : minimal-contact supportive psychiatric follow-up (during waiting time until start psychodynamic therapy), no psychotherapy (outpatient) | General psychopathological symptoms (BSI), interpersonal problems (IIP) |
| van Asselt et <br> al., 2008 (NL) | 86 (100\% BPD) | RCT | 4 years | Schema therapy (outpatient) | Transference-focused psychotherapy (outpatient) ${ }^{6}$ | Proportion of recovered patients (BPDSI), QALY |
| Bamelis et al., 2015 (NL) | 320 (APD: 51\%, DPD: $11 \%$, OPD: $28 \%$, PPD $4 \%$, HPD: $1 \%$, NPD: $5 \%)^{7}$ | RCT | 3 years | Schema therapy (outpatient) \& Clarification-oriented psychotherapy (outpatient) | TAU: optimal care according to the Dutch multidisciplinary guidelines; Insight-oriented psychotherapy: $42 \%$, Cognitive behaviour therapy: $19 \%$, EMDR $^{8}$. $1.5 \%$ (diverse) $^{7}$ | Proportion of recovered patients (SCID-II), QALY |
| Beecham et al., 2006 (UK) | $\begin{aligned} & \text { 1089 } \\ & \text { (Different PD types) }^{10} \end{aligned}$ | Non-RCT | $\begin{aligned} & 2-2.5 \\ & \text { years } \end{aligned}$ | Step-down (First inpatient psychoanalytically oriented psychotherapy and group psychotherapy, then outpatient treatment incl. group analytic psychotherapy) \& One-stage (inpatient psychoanalytically oriented psychotherapy and group psychotherapy) | General psychiatric care, e.g. supportive therapy (diverse) | General functioning (GAS), general psychopathological symptoms (SCL-90) |
| Continued on next page |  |  |  |  |  |  |

Table 2.1 - continued from previous page

| Reference <br> (Country) | $\mathrm{n}\left(\mathrm{PD}\right.$ diagnosis) ${ }^{1}$ | Format ${ }^{2}$ | Time horizon ${ }^{3}$ | Intervention (Setting) | Control (Setting) | Outcome measure ${ }^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Brazier et al., 2006; based on Bateman \& Fonagy, 1999 (UK) ${ }^{11}$ | 44 (100\% BPD) | RCT | 1 year | Psychoanalytic treatment $=$ $\mathrm{MBT}^{12}$ (day treatment) | TAU: general psychiatric care, no psychotherapy (diverse) | Parasuicidal events (SSHI), QALY (based on BDI) |
| Brazier et al., 2006; based on van den Bosch et al., $2002(\mathrm{NL})^{11}$ | 58 (100\% BPD of whom $53 \%$ with substance use) | $\mathrm{RCT}^{13}$ | 1 year | Dialectical behaviour therapy (outpatient) | TAU: general psychiatric care, no psychotherapy (outpatient) | Parasuicidal events (TBR), QALY (based on BDI) |
| Brazier et al., 2006; based on Koons et al., 2001 (US) ${ }^{11}$ | 22 (100\% BPD) | $\mathrm{RCT}^{13}$ | 1 year | Dialectical behaviour therapy (outpatient) | TAU: individual cognitive behaviour therapy, psychodynamic or eclectic therapy (outpatient) | Parasuicidal events, QALY (based on BDI) |
| Brazier et al., 2006; based on Linehan et al., 1991 (US) ${ }^{11}$ | 44 ( $100 \%$ BPD and chronically suicidal) | RCT | 1 year | Dialectical behaviour therapy (outpatient) | TAU: psychotherapy of choice (outpatient) | Parasuicidal events |
| Brazier et al., 2006; based on Turner, 2000 (US) ${ }^{11}$ | 24 (100\% BPD) | $\mathrm{RCT}^{13}$ | 1 year | Dialectical behaviour therapy-oriented therapy (outpatient) | Client-centered psychotherapy (outpatient) ${ }^{9}$ | Parasuicidal events (PHI) |
| Davidson et al., 2010 (UK) | 106 (100\% BPD) | RCT | 6 years $^{14}$ | Cognitive behaviour therapy (outpatient) + TAU (diverse) | TAU: general medical and mental health care, no pscyhotherapy (diverse) | Proportion of recovered patients (SCID-II), suicide attempts \& parasuicidal events (ADSHI), QALY |

Continued on next page
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| Reference <br> (Country) | $\mathrm{n}\left(\mathrm{PD}\right.$ diagnosis) ${ }^{1}$ | Format ${ }^{2}$ | Time horizon ${ }^{3}$ | Intervention (Setting) | Control (Setting) | Outcome measure ${ }^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Horn et al., 2015 (NL) | (Primary diagnosis not reported; cluster A PD: 2\%, cluster B PD: $11 \%$, cluster C PD: 44\%, PD-NOS: 46\%) | Non-RCT | 3 years | Short-term psychotherapy based on transactional analysis (inpatient) | Other psychotherapies ( $22 \%$ cognitive behaviour therapy, 30\% psychodynamic, $42 \%$ integrative, 5\% not specified; diverse) ${ }^{5}$ | QALY |
| Kvarstein et <br> al., 2013 <br> (Nor) | 107 (Primary diagnosis not reported; BPD: <br> 48\%, APD: 41\%, SPD: <br> $1 \%$, PPD: $15 \%$, NPD: <br> $2 \%$, OPD: $9 \%$, DPD: <br> 7\%, PD-NOS: 21\%) | RCT | 3 years | Step-down (First day treatment with psychodynamic and cognitive group therapy, then outpatient psychotherapy) | Individual psychotherapy (by therapist's preference; mostly psychodynamic or psychoanalytic; outpatient $)^{9}$ | General functioning (GAF) |
| Palmer et al., 2006 (UK) | 106 (100\% BPD) | RCT | 2 years | Cognitive behaviour therapy (outpatient) + TAU (diverse) | TAU: general medical and mental health care, no pscyhotherapy (diverse) | QALY |
| Pasieczny \& Connor, 2011 (Aus) | 90 (100\% BPD) | Non-RCT | 6 months | Dialectical behaviour therapy (outpatient) | TAU: clinical case management (during waiting time until start DBT; outpatient or at home) | Suicide attempts and parasuicidal events |
| Priebe et al., 2012 (UK) | 80 (primary diagnosis not reported; BPD: 99\%, APD: 66,3\%, DPD: 23,8\%, OPD: 47,5\%, PPD: 51,3\%; all with self-injury) | RCT | 1 year | Dialectical behaviour therapy (outpatient) | TAU: usual care as provided by the NHS, 13 of 40 received psychotherapy (diverse) | Parasuicidal events |

Continued on next page
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| Reference (Country) | $\mathrm{n}\left(\mathrm{PD}\right.$ diagnosis) ${ }^{1}$ | Format ${ }^{2}$ | Time horizon ${ }^{3}$ | Intervention (Setting) | Control (Setting) | Outcome measure ${ }^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ranger et al., <br> 2009 (UK) | 52 (58\% schizophrenia, 19\% schizoaffective disorder, $10 \%$ bipolar disorder and $10 \%$ BPD, $94 \%$ with comorbid PD and 6\% with personality problems) | RCT | 1 year | Nidotherapy ${ }^{16}+$ TAU (assertive outreach treatment) (diverse) | TAU: assertive outreach treatment (specialist care for complex cases) (diverse) | General psychopathological symptoms (BPRS), social functioning (SFQ) |
| Soeteman et al., 2010 (NL) | Model based on data of 241 patients with a cluster B-PD | Non-RCT ${ }^{17}$ | 5 years | Psychotherapy (inpatient) \& psychotherapy (day treatment) | Psychotherapy (outpatient) ${ }^{9}$ | Number of years recovered per patient, QALY |
| Soeteman et al., 2011 (NL) | Model based on data of 466 patients with a cluster B-PD | Non-RCT ${ }^{17}$ | 5 years | Psychotherapy (inpatient) \& psychotherapy (day treatment) | Psychotherapy (outpatient) ${ }^{9}$ | Number of years recovered per patient, QALY |

[^1]Table 2.2: Specific characteristics and quality scores of the economic evaluations

| Reference | Quality score (0-6) | Synthesis | ITT- <br> ana- <br> lysis ${ }^{1}$ | Dis-counting ${ }^{2}$ | Sensitivity analysis ${ }^{3}$ | Pri- <br> mary <br> cost <br> data | Perspective ${ }^{4}$ | Health care costs ${ }^{5}$ | Patient and family costs ${ }^{5}$ | Other costs ${ }^{5}$ | Cost-effectiveness ${ }^{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Abbass et al., } \\ & 2008 \end{aligned}$ | 2 | No | Yes | No | No | Yes | Not reported | 1 (estimate) and 2 (medication costs only) | No | 7 | ISTDP is cost-effective |
| van Asselt et <br> al., 2008 | 6 | Yes | Yes | Yes | Yes | Yes | Societal | 1 and 2 | 3, 4 and 5 | 7 and 9 | ST is cost-effective |
| $\begin{aligned} & \text { Bamelis et al., } \\ & 2015 \end{aligned}$ | 6 | Yes | Yes | Yes | Yes | Yes | Societal | 1 and 2 | 3, 4 and 5 | 7,8 and 9 | ST is cost-effective, COP is not |
| Beecham et <br> al., 2006 | 2 | Yes | No | No | No | Yes | Not reported | 1 and 2 | 6 | 7,8 and 9 | DBT is cost-effective |
| Brazier et al., 2006; based on Bateman \& Fonagy, 1999 | 5 | Yes | No | n.a. | Yes | Yes ${ }^{7}$ | Societal | 1 and 2 | 6 | 7,8 and 9 | Inconclusive |
| Brazier et al., 2006; based on van den Bosch et al., 2002 | 5 | Yes | Yes | n.a. | Yes | No | Societal | 1 and 2 | 6 | 7,8 and 9 | DBT is cost-effective |
| Brazier et al., 2006; based on Koons et al., 2001 | 4 | Yes | No | n.a. | Yes | No | Societal | 1 and 2 | 6 | 7,8 and 9 | DBT is not cost-effective |

[^2]Table 2.2 - continued from previous page

| Reference | Quality score (0-6) | Synthesis | ITT- <br> ana- <br> lysis ${ }^{1}$ | Dis-counting $^{2}$ | Sensitivity analysis ${ }^{3}$ | Primary cost data | Perspective ${ }^{4}$ | Health care costs ${ }^{5}$ | Patient and family costs ${ }^{5}$ | Other costs ${ }^{5}$ | Cost-effectiveness ${ }^{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Brazier et al., 2006; based on Linehan et al., 1991 | 5 | Yes | No | n.a. | Yes | Yes ${ }^{8}$ | Societal | 1 and 2 | 6 | 7,8 and 9 | DBT is cost-effective |
| Brazier et al., 2006; based on Turner, 2000 | 4 | Yes | No | n.a. | Yes | No | Societal | 1 and 2 | 6 | 7,8 and 9 | DBT-oriented therapy is cost-effective |
| Davidson et <br> al., 2010 | 1 | No | No | No | No | Yes | Patient, health and social care, and other care | 1 and 2 | 6 | 8 and 9 | CBT + TAU less costly on average, no significant difference |
| Horn et al., $2015$ | 6 | Yes | Yes | Yes | Yes | Yes | Societal | 1 and 2 | No | 7 | Clinical STP based on TA is the most cost-effective |
| Kvarstein et <br> al., 2013 | 2 | Yes | No | No | No | Yes | Health care | 1 and 2 | No | 9 | Inconclusive |
| $\begin{aligned} & \text { Palmer et al., } \\ & 2006 \end{aligned}$ | 4 | Yes | Yes | Yes | No | Yes | Patient, health and social care, and other care | 1 and 2 | 6 | 8 and 9 | CBT + TAU is not cost-effective |
| Pasieczny \& Connor, 2011 | 2 | No | No | n.a. | No | Yes | Not reported | 1 and 2 (A\&E only) | No | No | DBT is cost-effective |

Table 2.2 - continued from previous page

| Reference | Quality score (0-6) | Synthesis | ITT- <br> ana- <br> lysis ${ }^{1}$ | Dis-counting ${ }^{2}$ | Sensi- <br> tivity <br> ana- <br> lysis ${ }^{3}$ | Primary cost data | Perspective ${ }^{4}$ | Health care $\operatorname{costs}^{5}$ | Patient and family costs ${ }^{5}$ | Other costs ${ }^{5}$ | Cost-effectiveness ${ }^{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Priebe et al., } \\ & 2012 \end{aligned}$ | 5 | Yes | Yes | n.a. | Yes | Yes | Health and social care | 1 and 2 | No | 7 and 9 | Inconclusive |
| $\begin{aligned} & \text { Ranger et al., } \\ & 2009 \end{aligned}$ | 3 | Yes | No | n.a. | No | Yes | Health, social, voluntary and criminal justice services | 1 and 2 | No | 8 and 9 | Nidotherapy is cost-effective |
| Soeteman et al., 2010 | 6 | Yes | Yes | Yes | Yes | Yes | Societal | 1 and 2 | No | 7 | Outpatient and day treatment PT is the most cost-effective |
| Soeteman et al., 2011 | 6 | Yes | Yes | Yes | Yes | Yes | Societal | 1 and 2 | No | 7 | Inpatient and day treatment (ST) PT is the most cost-effective |

[^3]
### 2.4.1 General characteristics

All studies were performed in Western countries, and six were performed in the Netherlands. The sample size of most studies was limited, in ten studies smaller than $\mathrm{n}=100$. Nine studies focused on the treatment of patients with borderline personality disorder exclusively. Dialectical behaviour therapy was studied the most (six times), next to schema therapy (twice) and cognitive behaviour therapy (twice). In two studies different treatment settings (inpatient, day treatment or outpatient) were compared. Furthermore, two studies described a phased treatment in which psychotherapy was first offered in an inpatient or day treatment setting, and subsequently as outpatient treatment. As a control condition, the majority of studies used treatment as usual (TAU), this being the case for eleven studies. Quality-adjusted life years (QALYs; which are often preferred by policy makers due to their generic nature), but also events such as suicide and selfinjury (parasuicidal events), recovery from diagnosis, general functioning, and general psychopathological symptoms were recurrently used as outcome measures.

### 2.4.2 Characteristics of the economic evaluation

In the vast majority of studies a synthesis of costs and effects was performed, in half of the studies an ITT analysis was performed, and in about half of those studies the future costs and benefits were discounted. The majority of studies included a sensitivity analysis to assess the influence of changes in variables or assumptions on the conclusions. In nearly all studies, cost data were based on primary data collection.

Ten studies were described as having been performed from a societal perspective, yet this was not always reflected in the actual costs that were assessed. For the societal perspective it is required that all relevant costs and benefits are taken into account in the analysis, irrespective of to whom those costs or benefits specifically apply. Despite stating a societal perspective in many studies the assessment of costs was limited to health care costs, complemented with other cost categories such as productivity and judicial costs. Patient and and family costs were not included in many studies. Other studies were performed from (even) narrower perspectives or did not state from which perspective they were performed.

### 2.4.3 Cost-effectiveness

Most studies provided support for the cost-effectiveness of at least one of the studied psychotherapeutic treatments. Of the six studies on dialectical behaviour therapy, four concluded that it was cost-effective. Of the remaining studies, one was inconclusive and
another concluded that dialectical behaviour therapy is not cost-effective. Also the costeffectiveness of schema therapy is supported by the available scientific literature (two studies). Regarding cognitive behaviour therapy (added to TAU) one study showed that it is not cost-effective and another (follow-up) study was inconclusive. The studies in which treatment settings were compared showed that for patients with a cluster B personality disorder day treatment and outpatient therapy were the most cost-effective and for patients with a cluster C personality disorder therapies in (short term) day treatment or inpatient settings were most cost-effective. These studies were not RCTs however, which means that the possibility of a selection bias cannot be excluded. The studies in which psychotherapy was first offered as inpatient or day treatment and subsequently as outpatient treatment both were inconclusive regarding the cost-effectiveness of those treatments.

### 2.5 Discussion

In this review we have provided an overview of economic evaluations of psychotherapeutic treatments for patients with personality disorders. From this, a number of important findings emerge. In general, the scientific literature seems to indicate that psychotherapy is cost-effective. The cost-effectiveness of dialectical behaviour therapy, schema therapy and cognitive behaviour therapy has been studied most often.

Previous research (Brazier et al., 2006; Brettschneider et al., 2014) has indicated that economic evaluations performed in the research area of personality disorders are often of moderate quality. In our literature review we therefore assessed the quality of the included studies. Also when only studies of high quality (i.e., with a quality score of 5 or 6) are taken into account, the cost-effectiveness of psychotherapy is supported by the scientific literature. Our results furthermore offer a starting point for formulating ideas that could help to improve the quality of future studies.

As a point of recommendation, economic evaluations could be performed from a (wider) societal perspective, so that all relevant costs and benefits are taken into account. Most studies were not performed from a societal perspective, which raises the possibility that important savings or costs outside of the health care sector (e.g., productivity losses or judicial costs) have not been taken into account. Furthermore, some studies did not state from which perspective costs and benefits were taken into account and in some other studies the stated perspective did not (fully) correspond to the costs and benefits that were actually taken into account.

To facilitate the comparison of treatments for different disorders based on cost-effectiveness in reimbursement decisions, QALYs are usually preferred as an out-
come measure for the effectiveness of treatments (i.e., cost-utility analysis). Unfortunately, this outcome measure was not used in several studies. As a second point of recommendation, future studies could therefore make use of the QALY as an (additional) outcome measure. This could then facilitate the use of the results of the study in reimbursement decisions.

### 2.6 Conclusion

From our overview of economic evaluations of psychotherapy for personality disorders, a positive picture emerges. In most cases, the results show that it is worthwhile to invest in psychotherapy. This is an important notion; not just for science, but for health care policy making as well. The cost-effectiveness of psychotherapy for personality disorders should be a convincing argument in considering the reimbursement of the costs of these treatments.
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### 3.1 Abstract

BACKGROUND Specialized outpatient psychotherapy for patients with borderline personality disorder (BPD) is expected to reduce their use of other health care resources. It is currently unknown to what extent the costs of providing these interventions can be expected to be offset by a reduction in other health care costs in the Netherlands. To establish the cost-effectiveness and budget impact of specialized outpatient psychotherapy, the estimated incremental costs are synthesized with the estimated incremental effects. We have developed a method for the synthesis of all relevant evidence on clinical effectiveness as well as health care resource use.

AIM The aim of this article is to present a method for the synthesis of evidence for costeffectiveness and budget impact analysis with a specific application to specialized outpatient psychotherapy for borderline personality disorder in the Netherlands.

METHOD A systematic search of the English-language literature is performed to retrieve evidence on the clinical effectiveness and the health care resource use following 12 months of specialized outpatient psychotherapy for borderline personality disorder. The available evidence is used as an input for a model-based economic evaluation. Simulated patient-level data are used to provide overall estimates of the incremental costs and incremental effects, which serve to assess the cost-effectiveness and budget impact of specialized outpatient psychotherapy for borderline personality disorder in the Netherlands.

RESULTS The results indicate that specialized outpatient psychotherapy for BPD can be considered cost-effective and that its scaling up to Dutch national level would require an investment of $€ 2.367$ million ( $95 \%$ C.I.: $€ 1,717,000-€ 3,272,000$ ) per 1,000 additional patients with BPD. Sensitivity analyses demonstrated the robustness of our findings in light of several uncertain components and assumptions in our calculations, but also their sensitivity to the choice of included studies based on the comparator condition and the assumption of high intervention costs.

DISCUSSION We present a method for the synthesis of evidence from different types of studies in a way that respects the uncertainty surrounding those findings. Limitations of the study pertain to the inclusion of findings from studies with suboptimal designs, the transferability of research findings, and uncertainty regarding the time horizon considered. More research is needed on the sensitivity of our findings to the choice of included
studies based on the comparator condition.
IMPLICATIONS FOR HEALTH CARE PROVISION AND USE The results suggest that the provision of specialized outpatient psychotherapy for BPD leads to a reduction in other health care resource use. Overall, the results are promising and encourage future studies on aspects that are currently still uncertain.

IMPLICATIONS FOR HEALTH POLICY The results may support policy makers in deciding whether or not to allocate health care budget for the provision of specialized outpatient psychotherapy for patients with BPD in the Netherlands.

IMPLICATIONS FOR FURTHER RESEARCH The results provide important directions for future research. This includes the need for future studies to make a comparison between specialized outpatient psychotherapy and treatment as usual and to have longer follow-up time.

### 3.2 Introduction

Borderline personality disorder (BPD) is a severe mental disorder leading to unstable functioning in the interpersonal, emotional, cognitive and behavioural domains (Leichsenring et al., 2011). It has a prevalence of around $1.5 \%$ in the general population (Widiger, 2012). Psychological crises, self-harm and suicide attempts are common in BPD and often result in hospital admissions. Patients with BPD are furthermore known to make extensive use of mental health services when seeking treatment (Bender et al., 2001; Soeteman et al., 2008). Therefore, BPD imposes substantial economic costs on national health care budgets. On the one hand, these costs could be alleviated by providing specialized outpatient psychotherapy to patients with BPD; on the other hand, additional costs can be expected for providing such interventions.

For the treatment of BPD, four types of specialized psychotherapy have been found to be effective in reducing BPD psychopathology and symptoms (Zanarini, 2009): dialectical behaviour therapy (DBT; Linehan, 1993), schema therapy (ST; Arntz \& Van Genderen, 2011), mentalization-based treatment (MBT; Bateman \& Fonagy, 2004) and transference-focused psychotherapy (TFP; Clarkin \& Kernberg, 2015). Some studies suggest that the costs of providing specialized outpatient psychotherapy are offset by reductions in the costs of other health care services (e.g., Heard, 2000; Wagner et al., 2014). This would imply an overall reduction in health care costs, so that the intervention can be labeled cost-saving from a health care provider's perspective. Since specialized treat-
ments can be assumed to lead to improved health outcomes in addition to potential cost reductions, also their cost-effectiveness is strongly suggested.

An important question is whether this suggestion still holds when taking into account all relevant study findings that are available in the English-language literature. However, we are unaware of any method that has been described to date for synthesizing the available evidence on clinical effectiveness and health care resource use. Importantly, also studies that were not principally designed as economic evaluations provide relevant findings that should be included. These studies often investigate either clinical effectiveness or health care resource use alone. In addition, much relevant evidence has been found in non-controlled studies. The current study aims to present a method for the synthesis of all the available evidence on clinical effectiveness and health care resource use in the English literature in order to assess the cost-effectiveness and the budget impact of specialized outpatient psychotherapy for the Netherlands. The results may support policy makers in the Netherlands in deciding whether or not to allocate health care budget for the provision and upscaling of such interventions.

### 3.3 Methods

Through a systematic search of the English-language literature, we first identified published studies reporting on the clinical effectiveness, health care costs or resource use associated with any of the four types of specialized psychotherapies for BPD. Second, from the studies reporting on costs or resource use we extracted information regarding the relative change in health care costs following specialized psychotherapy and from the studies reporting on clinical effectiveness we extracted information on changes in health outcomes, or more specifically, the number of quality-adjusted life years (QALYs) gained. Third, the estimated relative change in health care costs was applied to the reference health care costs incurred by Dutch patients with BPD who do not receive specialized psychotherapy to calculate the reduction in health care costs, other than intervention costs, that could be expected following specialized outpatient psychotherapy. Fourth, the reduction in health care costs, other than the intervention costs, following specialized outpatient psychotherapy was compared to the costs of the intervention. Subsequently, we calculated the impact of providing an additional 1,000 patients with BPD in the Netherlands with specialized outpatient psychotherapy on the Dutch national health care budget. Fifth, a synthesis of health care costs and clinical effectiveness was performed to assess cost-effectiveness. A schematic summary of the different steps is provided as a flowchart in Figure 3.1. In an Appendix to this manuscript, we provide the mathematical details of the methodology.

Figure 3.1: Schematic summary of the methodology for this study.


### 3.3.1 Literature Search and Selection Criteria

Since we aimed to synthesize the available evidence on clinical effectiveness and health care resource use or costs, we scrutinized the English-language literature on any of the four types of specialized outpatient psychotherapies for relevant information. Regarding clinical effectiveness, we included studies that report changes in quality of life that were directly measured using the EuroQol-5D (EQ-5D) as well as studies that report changes in depressive symptoms that were measured using the Beck Depression Inventory ( BDI ). As explained in more detail in the next section, BDI scores were converted to EQ-5D scores on the basis of a mapping function. Regarding health care costs, we limited our analyses to studies on health care costs or health care resource use, as well as studies on the number of inpatient days without reporting other health care use. The last category, although providing an incomplete picture, was included, as inpatient days were considered a major cost driver in patients with BPD (Bateman \& Fonagy, 2003; Wagner et al., 2014). To facilitate comparability between studies, we only included studies primarily aimed at investigating outpatient psychotherapy for BPD. Furthermore, we only included studies in which the patient sample consisted of adults. We searched for relevant literature by checking the references in a Cochrane review on psychotherapy for BPD (Stoffers et al., 2012) and a meta-analysis on DBT for BPD (Kliem et al., 2010). In addition, we performed a search in PubMed using the search terms [schema OR transference OR mentali* OR dialectical AND borderline AND therapy AND effectiveness]. A search was also performed in the NHS Economic Evaluation Database using the search term [personality disorder OR personality disorders]. The search was deliberately kept broad in order to retrieve all relevant studies. Finally, members of the Guideline Development Group for the development of the Dutch multidisciplinary guideline for borderline personality disorder could contribute studies they deemed relevant for answering the research question. The results of the literature search were reported in a flowchart (Figure 3.2), in accordance with the PRISMA statement (Moher et al., 2009).

### 3.3.2 Information on Health Care Costs and Quality of Life

From the included studies, the mean health care costs (i.e., excluding the costs for outpatient psychotherapy) or resource use over the course of one year of psychotherapy were compared to the mean health care costs or resource use during treatment as usual (TAU). Research designs that include TAU as a comparator condition are considered the 'gold standard' in cost-effectiveness research as it allows an assessment of whether experimental treatments have added value for current practice or not (Gold et al., 1996). Otherwise, for trials that did not include TAU as a comparator condition, we compared
the mean health care costs or resource use over the course of one year of psychotherapy to the health care costs before psychotherapy commenced (i.e., costs or resource use at baseline). We expressed changes in health care costs as percentages, to take into account the fact that pre-treatment/ baseline costs or resource use may differ between studies and countries, thereby enabling the pooling of results from studies using either costs or resource use as outcomes.

For each of the included studies that provided relevant information we also calculated the average improved health outcomes following specialized outpatient psychotherapy. To inform policy makers who decide on health care resource allocation, improved health outcomes need to be measured generically so that they can be compared across various diagnoses. Most often, quality-adjusted life years (QALYs) are used for this purpose in health economic evaluation studies. Therefore, we calculated the average number of QALYs gained of specialized outpatient psychotherapy over the course of one year (for studies in which a comparison was made with TAU, we subtracted the QALYs gained in TAU from those in the experimental condition). For studies that used the EQ-5D this could be done directly based on EQ-5D scores, for studies that used the BDI instead, the BDI scores were mapped to EQ-5D scores following the mapping function estimated by Brazier et al., 2006: EQ-5D score $=1.11-0.021 * B D I$ score.

It was anticipated that only few studies report relevant information for a follow-up time beyond 12 months. Therefore, we considered a time horizon of 12 months. For the included studies that reported the relevant information only for time points earlier than or beyond 12 months, changes in clinical effectiveness and health care resource use were linearly extrapolated or interpolated, respectively.

### 3.3.3 Intervention Costs

Intervention costs were based on the costs of DBT, because this form of psychotherapy was investigated in most of the included studies. Moreover, we consider this a conservative approach because, in comparison to the other forms of specialized psychotherapy, DBT comprises several components in addition to the individual sessions (and therapists' consultation meetings). DBT consists of four elements: individual sessions, group sessions for skills training, telephone availability of the therapist and therapists' consultation meetings. We calculated the weighted (by sample size) average of the number of individual and group sessions attended reported in studies in which DBT was delivered in its original form according to the manual of Linehan (Linehan, 1993). Since it is the number of sessions actually attended that brings about clinical effectiveness, the calculation of the real-world intervention costs was based on this number and not on the number of sessions prescribed per protocol. We also calculated average costs for telephone availability
and consultation meetings based on studies reporting this information.

### 3.3.4 Cost Valuation

All costs, including the reference health care costs (i.e., costs incurred over a 12 month time period by Dutch patients with BPD who do not receive specialized psychotherapy), were indexed to 2015 euros, by using consumer price indices from the Dutch bureau of statistics. The Dutch standard cost prices (Hakkaart-van Roijen et al., 2015) were used for the valuation of health care resource use in studies that reported the use of other health care resources in addition to inpatient days, and for the calculation of the intervention costs.

### 3.3.5 Simulation

For each of the included studies we simulated patient-level data for both the relative cost reductions and QALYs gained. The mean and standard deviation of the health care costs or resource use over a period of 12 months of psychotherapy in each study served as inputs for the parameters of gamma distributions. From these distributions, random draws were taken in a number equal to the original study sample size. To estimate the relative cost reductions, these values were compared with the health care costs or resource use over a period of 12 months of TAU when available or pretreatment/ baseline costs otherwise. The mean and standard deviation of the number of QALYs gained over 12 months in each study served as input parameters for normal distributions. From these distributions, random draws were taken in a number equal to the original study sample size. For each simulation run, an overall weighted (by sample size) mean relative cost reduction and an overall weighted mean number of incremental QALYs were calculated. Finally, in a probabilistic sensitivity analysis the simulation was repeatedly performed for 1,000 simulation runs to estimate the confidence intervals for the mean relative cost reductions and the mean incremental QALYs.

### 3.3.6 Cost-effectiveness and Budget Impact

The estimated relative reduction in health care costs, apart from intervention costs, was applied to the 12 months' reference health care costs of patients with BPD in the Netherlands who do not receive specialized outpatient psychotherapy. Subsequently, by subtracting the absolute reduction in costs in the Netherlands from the additional costs of providing the interventions, the incremental costs of providing an individual Dutch BPD patient with specialized outpatient psychotherapy were calculated.

To assess the cost-effectiveness of specialized outpatient psychotherapy, the incremental costs and incremental effects (i.e., the number of QALYs gained) were synthesized. For each pair of costs and effects (CE-pair) from the 1,000 simulation runs, the costs per QALY gained were compared with the willingness-to-pay for one QALY by calculating the net monetary benefits (Hoch et al., 2002). If on average a QALY is gained for the same amount as or less than the willingness-to-pay for one QALY, then the investment can be considered cost-effective. The probability of cost-effectiveness is shown in a cost-effectiveness acceptability curve (CEAC), presenting the willingness-to-pay values on the x-axis and the probability of cost-effectiveness on the y-axis (Van Hout et al., 1994). The estimates for both the number of QALYs gained and the incremental costs resulting from each simulation run are displayed in a cost-effectiveness plane (CE-plane), yielding a cloud of 1,000 costs-effects (CE) pairs.

To assess the budget impact of scaling up the intervention to a national level, adequate information is needed on (i) the total number of patients with BPD in the Netherlands, (ii) the proportion of Dutch patients with BPD who seek help, (iii) the proportion of Dutch patients with BPD already receiving specialized outpatient psychotherapy, and (iv) the proportion of Dutch patients with BPD eligible for the intervention (e.g., see Mauskopf et al., 2007 and Sullivan et al., 2014). Unfortunately, information on these aspects is not available to our knowledge. For illustrative purposes, we calculated the budget impact of providing specialized outpatient psychotherapy to an additional 1,000 patients with BPD in the Netherlands based on the incremental costs. Although the exact number of additional patients with BPD to be treated with specialized outpatient psychotherapy after upscaling remains to be determined, we still considered it useful to perform the budget impact analysis following the abovementioned strategy and using the inputs that are available in order to demonstrate the feasibility of our approach.

### 3.3.7 Cost Perspective

For both the cost-effectiveness and the budget impact analysis, a health and social care system perspective was used. Hence, only health care (including social services) resource use was considered whereas other (societal) costs (e.g., productivity losses and informal care) were not. When evidence is synthesized for the specific purpose of performing a budget impact analysis, the health and social care system perspective is indeed recommended (Mauskopf et al., 2007). However, for a cost-effectiveness analysis a societal perspective is recommended. We anticipated that the availability of literature on studies reporting societal costs is limited (Wetzelaer et al., 2016). Therefore, also for the costeffectiveness analyses, a health and social care system perspective was used. The results of our cost-effectiveness analyses are therefore limited to the health and social care system
perspective.

### 3.3.8 Sensitivity Analyses

In addition to the probabilistic sensitivity analysis described, we performed the following one-way deterministic sensitivity analyses to assess the influence of several uncertain components and assumptions in our calculation on the results obtained: analyses using either the lowest and highest estimate for the reference health care costs, an analysis for which only those studies that compare specialized outpatient psychotherapy to TAU were included (to address issues concerning the internal validity of uncontrolled studies), an analysis including only studies that focused on DBT (to assess the extent to which findings for DBT are comparable to the other psychotherapies), an analysis based on a more conservative estimation of QALYs gained (the number of QALYs gained in each study is reduced by $30 \%$ ), and analyses that assumed either a reduction or an increase in the intervention costs by $25 \%$.

### 3.4 Results

### 3.4.1 Literature Search

As shown in Figure 3.2, the literature search yielded 243 records in total. Based on the selection criteria, 22 studies were included. After full-text screening, 7 studies were excluded because no EQ-5D, BDI or number of inpatient days were assessed. Also, 2 studies that did use the BDI were excluded, because no BDI scores were reported.

### 3.4.2 Health Care Costs

The included studies that provide information on costs or resource use are listed in Table 3.1. For each study the sample size is indicated, as well as which type of psychotherapy was investigated, whether the calculation of the relative health care costs is based on a comparison with TAU or a pre-post comparison and the percentage of health care costs, excluding the intervention costs, relative to either 12 months of TAU or the 12 months preceding the psychotherapy, incurred over the course of 12 months.

Figure 3.2: Flowchart of the Literature Search.


Table 3.1: Studies that Provided Information on Costs or Resource Use, Their Characteristics and the Relative Change in Health Care Costs.
$\left.\begin{array}{lllll}\hline \text { Study } & \text { N } & \text { Type } & \text { Comparison \% Health care } \\ \text { costs relative to } \\ \text { TAU or baseline }\end{array}\right]$

Abbreviations: $\mathrm{DBT}=$ dialectical behaviour therapy, $\mathrm{ST}=$ schema therapy, $\mathrm{TFP}=$ transference focused psychotherapy, $\mathrm{MBT}=$ mentalization based treatment, TAU $=$ treatment as usual.
Notes:
${ }^{1}$ These studies were conducted over a six months' time period, the relative change in health care costs was therefore multiplied by two to estimate the expected change over 12 months.
${ }^{2}$ In this study, TAU was given by experienced community psychotherapists.
${ }^{3}$ For this study only the healthcare costs incurred over a three year follow-up time period were reported, these were therefore divided by three to estimate the expected change over 12 months.

In total, the included studies represent a sample of 699 patients that provide information on health care utilisation. On average (weighted by sample size) the health care costs are reduced to $38.54 \%$ (median $=29.21 \%$ ) of those in TAU or at baseline.

### 3.4.3 Quality of Life

The included studies that provide information on changes in quality of life (i.e., number of QALYs gained) following 12 months of specialized psychotherapy are presented in Table 3.2. Only two of the included studies made use of the EQ-5D to measure utilities, which were subsequently used to calculate QALYs. In the other studies, changes in quality of life could be estimated by mapping scores on the BDI to EQ-5D scores.

Table 3.2: Studies that Provide Information on Changes in Quality of Life, Their Characteristics and the Mean Number of QALYs Gained.

| Study | N | Type | Instrument | Mean QALYs <br> gained (SD) |
| :--- | :---: | :--- | :--- | :--- |
| Turner, 2000 | 12 | DBT- <br> oriented | BDI | $0.17(0.94)$ |
| Koons et al., 2001 | 10 | DBT | BDI | $-0.04(0.83)^{1,2}$ |
| Clarkin et al., 2007 | 23 | TFP | BDI | $0.01(0.07)^{3}$ |
| Clarkin et al., 2007 | 23 | DBT | BDI | $0.01(0.07)^{3}$ |
| Prendergast \& McCausland, 2007 | 11 | DBT | BDI | $0.10(0.82)^{2}$ |
| Stanley et al., 2007 | 20 | DBT | BDI | $0.15(1.03)^{4}$ |
| van Asselt et al., 2008 | 44 | ST | EQ-5D | $0.03(0.32)$ |
| van Asselt et al., 2008 | 42 | TFP | EQ-5D | $0.09(0.29)$ |
| Bateman \& Fonagy, 2009 | 71 | MBT | BDI | $0.09(0.91)$ |
| McMain et al., 2009 | 90 | DBT | BDI | $0.20(0.78)$ |
| Nadort, 2012 | 62 | ST | EQ-5D | $0.13(0.30)$ |
| Doering et al., 2010 | 52 | TFP | BDI | $0.00(0.83)^{1}$ |
| Stiglmayr et al., 2014 | 47 | DBT | BDI | $0.11(0.87)$ |
| Gregory \& Sachdeva, 2016 | 25 | DBT | BDI | $0.08(0.84)$ |
|  |  |  |  |  |

Table 3.2 - continued from previous page
Abbreviations: $\mathrm{DBT}=$ dialectical behaviour therapy, $\mathrm{ST}=$ schema therapy, TFP $=$ transference focused psychotherapy, $\mathrm{MBT}=$ mentalization based treatment, SD $=$ standard deviation, $\mathrm{BDI}=$ Beck depression inventory, $\mathrm{EQ}-5 \mathrm{D}=$ EuroQol-5D (5 dimensions).
Notes:
${ }^{1}$ In these studies a comparison was made with TAU, therefore the number of QALYs gained in TAU were subtracted from those in the experimental condition.
${ }^{2}$ These studies were conducted over a six months' time period, the number of QALYs gained was therefore multiplied by two to estimate the incremental effects over 12 months.
${ }^{3}$ SDs for this study were conservatively estimated based upon the highest (excluding Doering et al., 2010 as the mean: SD ratio was very high in this study due to the mean being close to 0 ) mean: SD ratio found in the other studies.
${ }^{4}$ In this study of six months DBT BDI scores were only available for the assessment at three months, the number of QALYs gained was therefore multiplied by four to estimate the improvements in quality of life over 12 months.

In total, the included studies represent a sample of 526 patients that provide information on changes in quality of life. The weighted average number of QALYs gained is 0.08 $($ median $=0.09)$.

### 3.4.4 Reference Health Care Costs

The sources that were used to estimate the reference health care costs over a 12 month time period of Dutch patients with BPD who do not receive specialized psychotherapy are listed in Table 3.3. For each source the mean health care costs are listed, expressed over a time period of 12 months during which specialized outpatient psychotherapy was not systematically provided, as well as the corresponding sample sizes. These sources include studies that were identified from our literature search (van Asselt et al., 2008; Nadort, 2012) or suggested by members of the working group for the development of the Dutch multidisciplinary guideline for personality disorders (Bamelis et al., 2015; Laurenssen et al., 2016; Soeteman et al., 2008). Additionally the Vektis database was used which contains health care resource use data that is provided by all Dutch health insurers as well as other parties. The Vektis data represent the average health care costs of adult patients with personality disorders (who are diagnosed as such and whose health care costs exceed zero) in the Netherlands. Also included is one study on schema therapy for personality disorders other than BPD to partly compensate for the small number of studies that provide information on this aspect (Bamelis et al., 2015). The reported costs from this study are well in line with the other studies. The weighted (by sample size) average costs equal $€ 6319$.

Table 3.3: Sources Used to Estimate the Average 12 Month Reference Health Care Costs of Dutch Patients with BPD.

| Source | $\mathbf{N}$ | Mean 12 Months' reference <br> health care costs (in 2015 euros) |
| :--- | :--- | :--- |
| van Asselt et al., 2008 | 86 | $5,913^{1}$ |
| Soeteman et al., 2008 | 1,740 | $10,264^{2}$ |
| Nadort, 2012 | 62 | 4,878 |
| Vektis, 2013 | 65,718 | 6,144 |
| Bamelis et al., 2015 | 320 | 12,082 |
| Laurenssen et al., 2016 | 403 | 13,492 |

Notes:
${ }^{1}$ Based on a re-analysis of the data in which only health care costs were taken into account.
${ }^{2}$ Soeteman et al., 2008 report the increase in societal costs specific for BPD in comparison to other personality disorders (PDs). Furthermore, they report that 66.5\% of societal costs are health care costs. Therefore, $66.5 \%$ of the increase in societal costs for BPD has been added to the average health care costs for all PDs to calculate the average health care costs for BPD.

### 3.4.5 Intervention Costs

Two studies on DBT, delivered according to the manual of Linehan (Linehan, 1993), were used for estimating the intervention costs. In the study by McMain et al., 2009 ( $\mathrm{n}=90$ ), patients attended on average 32 individual sessions and 26 group sessions and in the study by Wagner et al., $2014(\mathrm{n}=47)$ patients attended on average 33.7 individual sessions and 16.9 group sessions. The weighted averages (by sample size) are 32.5 individual sessions and 23 group sessions. Although only little information is available on the costs for providing telephone availability of the therapist and the frequency of therapists' consultation meetings, we assumed that, similar to Wagner et al., 2014, the costs of these two components equal $26 \%$ of the costs for individual and group sessions combined. In total, intervention costs are estimated to be $€ 6,249$.

### 3.4.6 Cost-effectiveness and Budget Impact

Given an average reduction in health care costs to $38.54 \%$ ( $95 \%$ C.I.: $28.27-52.88 \%$ ) of the reference health care costs, when applied to the average reference health care costs of $€ 6,316$, the expected average cost saving following specialized outpatient psychotherapy

Figure 3.3: Cost-effectiveness Plane (left) and Cost-effectiveness Acceptability Curve (right) of the Main Analysis.



Notes: The figures are based on 1,000 simulations. In the CE-plane, each dot represents a CE-pair from one simulation.
is $€ 3,882$. Subsequently, the incremental costs for providing such treatment can be calculated by subtracting the reduction in costs from the intervention costs $(€ 6,249)$, which gives $€ 2,367(95 \%$ C.I.: $€ 1717-3272)$. Since the weighted average number of QALYs gained is 0.08 ( $95 \%$ C.I.: $0.03-0.16$ ), the incremental cost-effectiveness ratio (ICER) for specialized outpatient psychotherapy is $€ 29,588(95 \%$ C.I. $€ 13,455-75,940)$ per QALY gained. In Figure 3.3, both the CE-plane (Figure 3.3; left) and CEAC (Figure 3.3; right) of the main analysis are displayed.

At the willingness-to-pay value of $€ 50,000$ considered acceptable for gaining one QALY by the Dutch guideline (Zwaap et al., 2015), given the burden of disease of 0.54 for BPD (Vos \& Mathers, 2000), specialized outpatient psychotherapy for BPD has a $94 \%$ probability of being cost-effective. To calculate the budget impact of providing an additional 1,000 patients in the Netherlands with specialized outpatient psychotherapy, the incremental costs are multiplied by 1,000 , which results in $€ 2,367,000$ ( $95 \%$ C.I.: $€ 1,717,000-3,272,000)$.

### 3.4.7 Sensitivity Analyses

In Figure 3.4, the CEACs from the various sensitivity analyses are presented. In the first sensitivity analysis (Figure 3.4), instead of a weighted average of estimates for the reference health care costs of Dutch patients with BPD who do not receive specialized outpatient psychotherapy we used the lowest estimate. This decreased cost-effectiveness, so that specialized outpatient psychotherapy has a $83 \%$ probability of being cost-effective at a willingness-to-pay value of $€ 50,000$. In a sensitivity analysis in which we used the highest estimate found in the literature for the reference health care costs (not shown in

Figure 3.4), cost-effectiveness is increased to the extent that it has a $98-100 \%$ probability of cost-effectiveness over the whole range of willingness-to-pay values. In the second sensitivity analysis (Figure 3.4), in which we only included studies with a 12 month duration, there was a $96 \%$ probability of cost-effectiveness at a willingness-to-pay value of $€ 50,000$. The third sensitivity analysis (Figure 3.4), for which only studies on DBT were included, produced results that are comparable to the main analysis, with a $94 \%$ probability of cost-effectiveness at a willingness-to-pay value of $€ 50,000$. The fourth sensitivity analysis (Figure 3.4), in which only studies using TAU as the comparator condition were included, demonstrates that the results are sensitive to the choice regarding the inclusion of studies based on the comparator condition that was used. This analysis shows that the probability of cost-effectiveness is then decreased to $21 \%$. When the number of QALYs gained in the included studies was conservatively assumed to be only $70 \%$ of what is originally reported, as in the fifth sensitivity analysis (Figure 3.4), cost-effectiveness is reduced. At a willingness-to-pay value of $€ 50,000$ the probability of cost-effectiveness is $81 \%$. In the sixth sensitivity analysis (Figure 3.4), that only included studies that used the EQ-5D, there is a $94 \%$ probability of cost-effectiveness at a willingness-to-pay value of $€ 50,000$. When the costs of the intervention were assumed to be $25 \%$ lower than estimated in the main analysis, cost-effectiveness is increased, as shown in the seventh sensitivity analysis (Figure 3.4), with a $99 \%$ probability of cost-effectiveness at a willingness-to-pay value of $€ 50,000$. Conversely, the eighth sensitivity analysis (Figure 3.4) shows that increasing intervention costs by $25 \%$ decreased the cost-effectiveness so that the probability is $50 \%$ at a willingness-to-pay value of $€ 50,000$.

### 3.5 Discussion

### 3.5.1 Main Findings

By synthesizing the available evidence on the clinical effectiveness and health care resource use following 12 months of specialized outpatient psychotherapy, our results suggest that these treatments provide good value for money. We have demonstrated that, based on the available evidence, providing specialized outpatient psychotherapy to an additional 1,000 Dutch patients with BPD requires an investment of near $€ 2.4$ million. Taking into account the improved health outcomes following these treatments, the investment needed for up-scaling can be considered cost-effective. The sensitivity analyses demonstrate that our findings are robust to most, but not all, of the alternative approaches to the methodological choices and assumptions that were made.

Figure 3.4: Cost-effectiveness Acceptability Curves of the Sensitivity Analyses.


Notes: From left to right, top to bottom: S.A. $1=$ lowest estimate used for reference health care costs; S.A. $2=$ only studies with a duration of 12 months were included; S.A. $3=$ Only studies on DBT were included; S.A. $4=$ Only studies with TAU as comparator condition were included; S.A. $5=$ number of QALYs gained multiplied by a half for all included studies regarding clinical effectiveness; S.A. $6=$ Only studies that used the EQ-5D were included regarding clinical effectiveness; S.A. $7=25 \%$ reduction in intervention costs assumed; S.A. $8=25 \%$ increase in intervention costs assumed.

### 3.5.2 Strengths and Limitations

In this article, we have presented a method to assess the cost-effectiveness and budget impact of specialized outpatient psychotherapy for borderline personality disorder (BPD) in the Netherlands. The strength of this methodology is that a wealth of information has been incorporated and synthesized to inform policy making in the Netherlands. It has the advantage of incorporating various sources of empirical evidence: from both the clinical as well as the health economic research fields, from study designs that include, but are not limited to, RCTs, and from studies conducted in different countries. It further presents a way of pooling the parameter uncertainty found in the results from various studies. From the evidence available in the English-language literature, we estimated the overall average relative reduction in health care costs and applied this to the average reference health care costs of patients with BPD in the Netherlands. The incremental costs were calculated by subtracting the estimated reduction in health care costs from the intervention costs.We also estimated the incremental effects as the overall average number of QALYs gained based on the available evidence in the international literature. The incremental costs and incremental effects were synthesized to assess the cost-effectiveness and the incremental costs were further used to analyse the budget impact for the up-scaling of specialized outpatient psychotherapy for BPD in the Netherlands.

This study also has its limitations. To assess reductions in health care resource use following specialized outpatient psychotherapy we have taken into account studies that as a minimum reported on the number of inpatient days, because these are assumed to be major drivers of health care costs in patients with BPD (Bateman \& Fonagy, 2003; Wagner et al., 2014). Since this type of information is often reported in articles in which the main focus is on clinical effectiveness, an advantage of our approach is that more studies could be included than if we had only included studies reporting a full health care cost analysis or health economic evaluation. However, we have also included other health care resource use where possible. It can be argued that the extent to which inpatient days are indeed major drivers of health care costs may differ between countries. Furthermore, the extent to which reductions in inpatient days are also exemplary for reductions in the use of other health care resources has not been currently investigated.

Ideally, studies on outpatient psychotherapy are designed to have an adequate followup time period to reveal the full impact of the intervention, including both clinical as well as health economic parameters. Unfortunately, this is not the case for many of the studies on psychotherapy for BPD. For this reason, the time horizon for the analysis performed in this article has been limited to one year. For the studies that were included that only considered a six month time period findings were linearly extrapolated to one year, thus assuming that no ceiling effects occurred within the next six months of time.

For the study by Nadort (2012), which had a duration of three years, total health care costs were divided by three, thus assuming that for this study costs increased linearly over time. A sensitivity analysis was performed to assess the influence of these assumptions, which only included studies with a duration of 12 months. The results of this analysis were comparable to the main analysis, thereby demonstrating the robustness of the latter.

Another limitation is that only two of the included studies directly measured changes in quality of life using the $\mathrm{EQ}-5 \mathrm{D}$. Therefore, also studies were included that used the BDI as a measure for depressive symptoms, as BDI scores could be converted to EQ-5D scores by using a mapping function. Obviously, there is not a one-to-one correspondence between the impact of depressive symptoms and BPD symptoms on quality of life, thereby making the validity of this conversion procedure questionable. Nonetheless, owing in particular to its focus on the subjective experiences and cognitions in depression, which also play an important role in BPD (although they are qualitatively different than in Major Depressive Disorder), the BDI is considered to be sensitive in patients with BPD (Kohling et al., 2015; Silk, 2010). In a sensitivity analysis, we included only those studies that measured changes in quality of life directly using the EQ-5D. The results of this analysis are well in line with those from the main analysis. In another sensitivity analysis, we reduced the number of QALYs gained in each study by $30 \%$. Even with this conservative approach, specialized outpatient psychotherapy still has an $81 \%$ probability of cost-effectiveness for a willingness-topay value of $€ 50,000$, which is the threshold for disorders with a burden of disease similar to BPD in the Netherlands.

A further drawback is that not all of the included studies were RCTs with TAU as a comparator to the experimental condition. The advantage of RCTs is that they have high internal validity, so that differences between treatment conditions can be causally attributed to the actual treatments that patients received. The choice for TAU as an appropriate comparator condition is motivated by the need for establishing whether the treatment under investigation has added value for the current practice or not. To assess the extent to which the inclusion of studies that were not RCTs or did not use TAU as the comparator condition, we have performed a sensitivity analysis that only included studies that did have TAU as a comparator condition. In contrast to the main analysis, this analysis does not support the cost-effectiveness of providing a larger number of patients with BPD with specialized outpatient psychotherapy. However, a number of factors should be considered that could explain the discrepancies between this sensitivity analysis and the main analysis, in addition to the above-mentioned concerns relating to internal validity. First, there is only very little evidence available from studies comparing specialized outpatient psychotherapy for BPD with TAU: only two studies regarding the clinical effectiveness (representing only 62 participants in total) and six studies regarding health care resource use were included that used TAU as a comparator condition. Sec-
ond, both studies on the clinical effectiveness were based on the BDI (similar to most of the included studies; see above). Therefore, to gain better insight into the sensitivity of our results to the choice of included studies based on the comparator condition used, more research is needed.

In addition to gaining better insight into how specialized outpatient psychotherapy as a whole compares to TAU, the future availability of more studies that compare a specific type of specialized outpatient psychotherapy with TAU would also open new methodological avenues. For example, (Bayesian) network meta-analyses could then be used to explore how the different types of specialized outpatient psychotherapy compare to each other. At present, we considered the available evidence too scarce for the application of this method. This relates to the fact that there is currently only little evidence available for specialized outpatient psychotherapy other than DBT and that there are only a few studies that compare a specific type of specialized outpatient psychotherapy to TAU or another specific type of specialized outpatient psychotherapy.

A cautious approach was taken to deal with the uncertainty surrounding the intervention costs. In our study, the intervention costs were based on the costs of DBT, as this form of psychotherapy is the most comprehensive one (i.e., consisting of the most different components) of all four forms of psychotherapy considered and was therefore also assumed to be the most costly. We have performed sensitivity analyses in which the intervention costs were varied both by + and $-25 \%$. The results of the first indicate that with increased intervention costs, specialized outpatient psychotherapy has a $50 \%$ probability of cost-effectiveness for a willingness-to-pay value of $€ 50,000$. This demonstrates that our findings are sensitive to alternative assumptions involving particularly high intervention costs. Future research on comparisons between the different types of specialized outpatient psychotherapy as well as studies that focus on the added value of specific components of psychotherapy could help to identify the most cost-effective therapeutic approach and format of delivery. When the intervention costs are assumed to be lower, cost-effectiveness is enhanced compared to the main analysis. We furthermore performed a sensitivity analysis in which only studies on DBT were included, since DBT was the type of psychotherapy that was most often investigated. The results of this analysis are similar to the main analysis, thereby demonstrating that the main analysis is robust against the inclusion of other types of specialized psychotherapy in our investigation.

Ideally, our investigation should be based on a large number of studies that have simultaneously investigated both the effectiveness and costs of specialized outpatient psychotherapy. This would also provide the empirical evidence on the basis of which the correlation between incremental costs and incremental effects can be quantified. However, given the limited availability of such studies, it was decided to include studies that have investigated either effectiveness or costs. It is thus a limitation of our study that
we did not take into account the possible correlation between incremental costs and incremental effects. As a consequence, the real-world incremental costs and incremental effects would presumably be slightly different than in our simulation. Another limitation pertains to the possible bias that may be present in combining the findings of those studies that have investigated either effectiveness or costs. This is because when only the effectiveness of psychotherapy is investigated, the possibility exists that researchers have put extra effort into maximizing the effectiveness, thereby increasing intervention costs. Vice versa, when only costs are investigated, there might be an inclination towards keeping the costs to a minimum, possibly at the expense of the effectiveness of psychotherapy.

We included several sources in our investigation to determine the reference health care costs of patients with BPD in the Netherlands who do not receive specialized outpatient psychotherapy. There was substantial variability in findings regarding these reference health care costs. Therefore, in addition to the main analysis that was based on a weighted (by sample size) average, we have also performed sensitivity analyses that were based on both the lowest and highest reference health care costs. Although cost-effectiveness logically increases as these reference costs are assumed to be higher (i.e., higher reference costs leave more room for cost reduction than lower costs), even when based on the lowest costs, specialized outpatient psychotherapy for BPD can still be considered as cost-effective.

In general, our investigation is characterized by substantial uncertainty. The primary aim of the study however, is to illustrate a method that allows us to make the most of the available evidence. By making conservative choices wherever possible and by assessing the influence of several uncertain components and assumptions in various sensitivity analyses, our findings are useful for two reasons. First, they will help to determine how, based on the evidence that is currently available, specialized outpatient psychotherapy will have an impact on the Dutch health care budget and to what extent investments in these treatments can be considered cost-effective. Second, they provide important directions for future research. For example, when the results of a sensitivity analysis deviate substantially from the main analysis for reasons that remain largely unknown (e.g., as is the case for the sensitivity analysis that only included studies using TAU as a comparator), studies could be designed to specifically address this.

An issue that is pivotal to any synthesis of international evidence for producing country-specific estimates is related to the transferability of research findings. Indeed, a limitation of this study pertains to the fact that it is unknown to what extent the findings from one country are transferable to another. As mentioned before, we assumed inpatient days to be the major drivers for health care costs in BPD, but the extent to which this holds true may differ between countries. In a wider sense, this applies to countryspecific estimates of any particular kind of health care resource use. One step towards
a resolution of this transferability issue would be to try and map out the variations between different countries by performing future studies in a multinational context. Once the variations are estimated, adaptations of research findings may possibly be devised to enhance their transferability. Although in this study we estimated the cost-effectiveness and budget impact of specialized outpatient psychotherapy specifically for the Netherlands, our methodology could, quite straightforwardly, be applied to other countries as well. To make a case for other countries, both for the reference health care costs as well as for the intervention costs, country-specific data are needed.

One final aspect of uncertainty in the context of our investigation that should be mentioned is the extent to which our findings apply to longer time periods than the one year that is currently considered. The improvements in health outcomes following specialized outpatient psychotherapy may persist over time, during which no further treatment is needed. In that case, since the investment has already been made, then also the reductions in health care costs will continue to accrue over time. The cost-effectiveness of specialized outpatient psychotherapy will then be enhanced for as long as there is no additional need for receiving further treatment. However, to demonstrate such effects over longer time periods in a way similar to our current approach, more empirical evidence is needed from studies that employ a longer time horizon for follow-up. It would be particularly interesting to validate the findings from our current investigation with those from a large-sample RCT performed in the Netherlands, preferably with a long time period for follow-up, and preferably with TAU as a comparator condition.

Despite the limitations described above, we have demonstrated an approach that allows the synthesis of all relevant study results that are available, be they from clinical studies or health economic investigations, and from RCTs as well as non-controlled trials, in a way that respects the uncertainty that surrounds those findings and will help to shed light not only on the cost-effectiveness and the budget impact per se, but also on which remaining questions could be addressed in future studies. The results from our investigation may support policy decisions about the allocation of health care budget for the provision of specialized outpatient psychotherapy for borderline personality disorder patients in the Netherlands.
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### 3.7 Appendix

### 3.7.1 Incremental Effects

For each study $1,2, \ldots$, $i$, we perform $j$ number (corresponding to the study sample size $n_{i}$ ) of random draws $\varepsilon_{i, 1}, \varepsilon_{i, 2}, \ldots, \varepsilon_{i, j}$ from the Normal distribution $N\left(\mu_{i}, \sigma_{i}^{2}\right)$, where $\mu_{i}$ and $\sigma_{i}^{2}$ are the mean and variance, respectively, of the number of QALYs gained during 12 months of specialized outpatient psychotherapy in study $i$. Subsequently, we calculate an overall, weighted by sample size, mean number of QALYs gained $\Delta E$, following:

$$
\begin{equation*}
\Delta E=\frac{\sum_{i=1}^{i} \bar{e}_{i} * n_{i}}{\sum_{i=1}^{i} n_{i}} \tag{3.1}
\end{equation*}
$$

This procedure is replicated in 1,000 simulation runs to provide the range of values for the incremental effects E from which we calculate the mean and $95 \%$-confidence intervals and which are synthesized with the incremental costs.

### 3.7.2 Incremental Costs

For each study $1,2, \ldots, i$, we perform $j$ number (corresponding to the study sample size $n_{i}$ ) of random draws $c_{i, 1}, c_{i, 2}, \ldots, c_{i, j}$ from the Gamma distribution $\Gamma\left(\alpha_{i}, \beta_{i}\right)$, where $\alpha_{i}$ and $\beta_{i}$ are the shape and rate parameters, respectively, for the distribution of the health care costs incurred during 12 months in study $i$. The values for these parameters can be calculated from the mean $\mu_{i}$ and standard deviation $\sigma_{i}$, following $\alpha_{i}=\left(\mu_{i} / \sigma_{i}\right)^{2}$ and $\beta_{i}=\sigma_{i}^{2} / \mu_{i}$. Subsequently, we calculate the overall, weighted by sample size, mean incremental costs $\Delta C$, following:

$$
\begin{equation*}
\Delta C=C_{I}-\left(\frac{\sum_{i=1}^{i} \sum_{j=1}^{i} \frac{c_{i, j}}{C_{C, i}}}{\sum_{i=1}^{i} n_{i}}\right) * C_{R}, \tag{3.2}
\end{equation*}
$$

where $C_{C, i}$ are the health care costs in TAU or at baseline used for comparison for study $i, C_{R}$ are the reference health care costs, and $C_{I}$ are the intervention costs. Also this procedure is replicated in the 1,000 simulation runs to provide the range of values for the incremental costs from which we calculate the mean and $95 \%$-confidence intervals and which are synthesized with the incremental effects.

### 3.7.3 Synthesis

The incremental effects and incremental costs are synthesized by calculating the incremental net monetary benefits (INMBs), following INMB $=\lambda * \Delta E-\Delta C$, where $\lambda$ is the willingness-to-pay value (Hoch et al., 2002). In each of a 1,000 simulation runs, one pair of incremental effects and incremental costs are synthesized in this way and by tracking the relative number of simulation runs in which $I N M B>0$ the probability of cost-effectiveness is estimated for the range of different willingness-to-pay values $\lambda$.
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## Chapter 4

## DESIGN OF AN INTERNATIONAL MULTICENTRE RCT ON GROUP SCHEMA THERAPY FOR BORDERLINE PERSONALITY DISORDER
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### 4.1 Abstract

BACKGROUND Borderline personality disorder (BPD) is a severe and highly prevalent mental disorder. Schema therapy (ST) has been found effective in the treatment of BPD and is commonly delivered through an individual format. A group format (group schema therapy, GST) has also been developed. GST has been found to speed up and amplify the treatment effects found for individual ST. Delivery in a group format may lead to improved cost-effectiveness. An important question is how GST compares to treatment as usual (TAU) and what format for delivery of schema therapy (format A; intensive group therapy only, or format B; a combination of group and individual therapy) produces the best outcomes.

METHODS/DESIGN An international, multicentre randomized controlled trial (RCT) will be conducted with a minimum of fourteen participating centres. Each centre will recruit multiple cohorts of at least sixteen patients. GST formats as well as the orders in which they are delivered to successive cohorts will be balanced. Within countries that contribute an uneven number of sites, the orders of GST formats will be balanced within a difference of one. The RCT is designed to include a minimum of 448 patients with BPD. The primary clinical outcome measure will be BPD severity. Secondary clinical outcome measures will include measures of BPD and general psychiatric symptoms, schemas and schema modes, social functioning and quality of life. Furthermore, an economic evaluation that consists of cost-effectiveness and cost-utility analyses will be performed using a societal perspective. Lastly, additional investigations will be carried out that include an assessment of the integrity of GST, a qualitative study on patients' and therapists' experiences with GST, and studies on variables that might influence the effectiveness of GST.

DISCUSSION This trial will compare GST to TAU for patients with BPD as well as two different formats for the delivery of GST. By combining an evaluation of clinical effectiveness, an economic evaluation and additional investigations, it will contribute to an evidence-based understanding of which treatment should be offered to patients with BPD from clinical, economic, and stakeholders' perspectives.

TRIAL REGISTRATION Netherlands Trial Register NTR2392. Registered 25 June 2010.

KEYWORDS Borderline personality disorder, Group schema therapy, RCT, Economic evaluation, Cost-effectiveness

### 4.2 Background

Borderline personality disorder (BPD) is a common mental disorder characterised by enduring and pervasive patterns of instability in interpersonal relationships, identity, impulsivity, and affect (Leichsenring et al., 2011). The prevalence of BPD in the general population, as revealed by recent community surveys that use DSM-IIIR or DSM-IV criteria, is estimated at 0.5 to $2.7 \%$ (median $=0.7 \%$ ) (Samuels, 2011). BPD prevents patients from developing their full potential and leading a fulfilling life. Consequently, many patients do not finish their education, or complete it at a suboptimal level. Similarly, many have a job beneath their capacity, or they have no job at all. BPD patients often engage in problematic relationships, self-injury, suicide attempts, and substance abuse. Furthermore, $8-10 \%$ of BPD patients end their lives prematurely due to suicide ("American Psychiatric Association: Practice guideline for the treatment of patients with borderline personality disorder", 2001).

BPD severely impairs quality of life across mental, social and physical dimensions (IsHak et al., 2013). In a Swedish study that compared quality of life between women with BPD and a normal population, it was found that women with BPD were significantly impaired in all domains, including physical, emotional, cognitive and sexual functioning (Perseius et al., 2006). Relationships with their family and partner were also found to be impaired (Perseius et al., 2006). Two Dutch studies have shown that the burden of disease for both adolescent and adult patients with various personality disorders, including BPD, is severe and their quality of life is markedly impaired (Feenstra et al., 2012; Soeteman, Verheul, \& van Busschbach, 2008).

In addition to the devastating effects of BPD on the functioning of patients, it imposes a large burden on their families, friends, and society as a whole. Families and friends may face the challenging task of providing informal care (Bauer et al., 2012; Dunne \& Rogers, 2013), whereas society bears the costs of a more intensive use of health services (van Asselt et al., 2007; Bender et al., 2001; Coid et al., 2009; Feenstra et al., 2012; Soeteman, Hakkaart-van Roijen, et al., 2008), productivity losses (van Asselt et al., 2007; Soeteman, Hakkaart-van Roijen, et al., 2008), and other intersectoral costs (Drost et al., 2013). In clinical settings, BPD patients are regarded as notoriously difficult to treat, leading many therapists to refrain from treating them. In the absence of robust evidence for the effectiveness of any specific medication for BPD (Feurino \& Silk, 2011), psychotherapy is, currently, the most promising strategy for its treatment.

Schema therapy (ST) is delivered as an outpatient treatment with the intention of bringing about full recovery. It has proven more clinically effective than transferencefocused psychotherapy (TFP) in a randomized controlled trial (RCT) comparing both treatments head-to-head (Giesen-Bloo et al., 2006). Results from the same RCT also show
that it has a high probability of being more cost-effective than TFP (van Asselt et al., 2008). It was found that ST could be transported out of the clinical trial to use in the regular Dutch healthcare setting with no loss of clinical effectiveness (Nadort et al., 2009). In these studies, all treatments led to an improvement in quality of life above and beyond recovery from symptoms.

ST can also be delivered in a group format, thus enabling a more efficient use of resources. In addition, initial findings have indicated that this format can increase the effectiveness of ST (Farrell et al., 2009). Psychotherapy groups can provide a family-like environment to patients, giving them a sense of belonging and facilitating the secure attachments needed for limited reparenting (a defining element of ST that refers to the therapist trying, within the bounds of a professional relationship, to meet a patient's unfulfilled core emotional needs). Furthermore, patients can accept the responses of peers as more 'genuine' than those of the therapist, whose responses are, at least initially, often viewed as less 'real' and more professional. An RCT on group schema therapy (GST) has demonstrated its effectiveness for the treatment of BPD (Farrell et al., 2009). Treatment time in this study was relatively short (eight months in contrast to up to three years for studies on individual ST). This suggests that GST leads to faster recovery than individual ST. However, this seminal investigation still leaves important questions unanswered. First, since this RCT was performed by the developers of GST it is unknown how effective GST is when delivered by other therapists in other centres. Second, in this RCT GST was an addition to treatment as usual (TAU) for patients who were already receiving TAU beforehand. GST has thus not been tested as an integral and stand-alone treatment. Third, this RCT was not accompanied by an economic evaluation, and hence, does not give insight into the cost-effectiveness of GST. Fourth, in this RCT TAU was very ineffective. Because TAU has improved in recent years, due to the dissemination of evidence-based treatments and recent insights from studies, GST needs to be compared to up-to-date TAU.

A second study on GST for BPD was a Dutch pilot study in which two cohorts of BPD patients (total number of 18 patients) were treated with the combination of group and individual ST (Dickhaut \& Arntz, 2014). This study showed large effect sizes on a broad range of outcomes including improvements in BPD symptomatology, general psychopathological symptoms and quality of life. However, this study was uncontrolled and also did not assess cost-effectiveness (Dickhaut \& Arntz, 2014). In sum, findings on the clinical effectiveness of GST from previous studies are promising yet leave open important questions that need to be answered before the further dissemination of GST is supported.

To answer these questions an international, multicentre RCT on GST for BPD will be performed. This article provides a description of the study design. The main study
objective is to compare the clinical effectiveness and cost-effectiveness of GST and TAU. The RCT involves two formats of GST, one that consists almost exclusively of GST and one that combines GST with individual ST. Both formats have a two year duration. Group and individual schema therapy are, to a large extent, considered complementary and mutually supportive. Individual sessions may have an advantage over group sessions in that the therapist is in a better position to motivate a patient for treatment, to offer extended trauma processing, and to offer a more in depth attachment. In contrast, the group sessions may provide important connection experiences that deal with fundamental issues of BPD. For example, a stronger sense of connection provided by the group may do more to counter abandonment fears and sharing common experiences among peers might add to a decrease in a patient's sense of isolation and/or defectiveness. On the one hand, combining group and individual schema therapy may offer potentially synergistic effects (Dickhaut \& Arntz, 2014). On the other hand, the availability of individual sessions might lead to some patients avoiding full participation in the group, thus reducing its potential curative power. Hence, no specific hypothesis about the superiority of either format has been formulated. To evaluate the relative contribution of the proposed formats to outcome, a secondary objective is to compare the two formats of GST. This will help to establish the optimal format for delivery of GST to patients with BPD.

Furthermore, a series of additional substudies will be performed. These consist of an assessment of the integrity of GST, a qualitative investigation into the experiences of patients and therapists with GST and an investigation of variables that might influence the change process of GST and thereby affect outcomes such as dropout rates and patient improvement. Qualitative data will be collected from patient and therapist interviews and/or focus groups regarding their experiences of specific aspects of GST. This will provide information on which aspects of the GST protocol are most beneficial and any aspects that may be less helpful or problematic. This will not only help in identifying how the different components of ST can affect outcome, but also in deciding which format is preferred. Based on this information, GST can then be further tailored to the needs of the primary stakeholders before its further dissemination.

### 4.3 Methods/Design

In this RCT an evaluation of clinical effectiveness, a full economic evaluation and a series of additional investigations will be performed. Primarily, GST (format A or B) will be compared to TAU and, secondarily, GST formats A and B will be compared.

### 4.4 Design

A multicentre RCT will be conducted with participating centres (at the time of this writing) in the following countries: six centres in the Netherlands, three in Germany, one in Australia, two in the UK, one in the USA and one in Greece. Some centres that initially agreed to participate had to withdraw because of budget cuts resulting from economic difficulties that made participation impossible. One Dutch centre withdrew due to recruitment rates being too slow and was replaced by another centre. In contrast, two Dutch centres' expeditious recruitment rates permitted the inclusion of a third cohort. This can compensate for additional centres that agreed to participate but may still withdraw, or for centres that fail to recruit the planned minimum of 32 patients per centre. Patient flow, screening, randomization and assessments are displayed schematically in Figure 4.1. The research protocol has been approved by the Medical Ethics Committee of Maastricht University for the Dutch sites; by the Murdoch University Human Research Ethics Committee for the Australian sites; by the Ethics Committee of the Albert-Ludwigs-University Freiburg, the Ethics Committee of the University of Lübeck and the Ethics Committee of the Psychotherapist Association Hamburg for the German sites; by the Ethics Committee of the Eginition Hospital, Medical School, University of Athens for the Greek site; and by the National Research Ethics Service Committee London - Camberwell St Giles for the British sites. Ethical review is in process in the USA.

### 4.4.1 Recruitment

Patients will be recruited in the participating centres. They will be invited to participate in the screening process when diagnosed with BPD or when this is suspected. Both patients who are already receiving treatment for BPD as well as new referrals can be included as participants. After reading and hearing information on the RCT and signing an informed consent, patients will be assessed for in- and exclusion criteria.

### 4.4.2 Patients

Patients are eligible when they (1) are between 18 and 65 years of age, (2) have a primary diagnosis of BPD, (3) have a BPD severity score of above 20 on the Borderline Personality Disorder Severity Index, version IV (Arntz et al., 2003), (4) are willing to participate in the study and (5) are able to participate in (group) treatment and research for 2 years. Patients will be excluded if they have a lifetime psychotic disorder (except for a brief psychotic disorder as described in the Diagnostic and Statistical Manual of mental disorders,

Figure 4.1: Flow chart of the study design.


Notes: Patients with BPD are recruited at 14 participating centres and screened for eligibility. After informed consent is signed, baseline assessments are performed. Subsequently, patients are randomized in blocks of two per centre to either GST or TAU. Half of the centres offer GST-A to the first cohort of patients and the other half offers GST-B to the first cohort of patients. In two Dutch sites, a third cohort is recruited which is randomly assigned to either format for GST so that the total number of cohorts receiving both formats is balanced. Assessments are performed approximately every six months for the first two years, after which GST treatment ends. Costs are also assessed at approximately 30 months. Follow-up assessments take place 36 months after randomization.
version IV (DSM-IV) BPD criterion 9); an IQ below 80; if they are unable to read, speak or write the language used at the centre; if they have Attention Deficit Hyperactivity Disorder (ADHD) (if successfully treated, ADHD is not an exclusion criterion), bipolar disorder type 1, dissociative identity disorder, full or subthreshold narcissistic or antisocial personality disorder (PD), substance dependence needing clinical detoxification, a serious and/or unstable medical illness or if they have received schema therapy of more than three months duration in the last three years. Well-trained clinicians will diagnose patients at baseline using Structured Clinical Interviews for DSM-IV axis I and II disorders (SCID I and II). Screening for ADHD will be performed using a six item version of the World Health Organization (WHO) ADHD screener (Kessler et al., 2005). If this screener indicates the presence of ADHD, then the patient will be further assessed with the ADHD section of the Structural Clinical Interview for DSM-IV, Childhood Diagnosis (KID-SCID) to examine whether ADHD was present during primary school age to exclude false positives.

### 4.4.3 Sample size

Previous findings of Farrell et al., 2009 indicate an outcome difference between GST and TAU with an effect size of d around 2 (d refers to Cohen's $d$ (Cohen, 1988)). However, some shrinkage of the effect might be expected when GST is provided by centres that were not involved in the development of GST. Also, although TAU was virtually ineffective in the abovementioned study, recent meta-analyses and RCTs of modern treatments for BPD suggest that these treatments can be effective (McMain et al., 2009; Perry et al., 1999). Hence, the current RCT is designed to have sufficient power to detect an effect size of $d=0.5$.

With respect to the comparison between the two formats for GST, no large outcome differences are expected. Whereas small differences are unlikely to influence the preferences of patients and therapists, medium differences may. Therefore, sufficient power is needed to detect an effect size of $\mathrm{d}=0.5$ between the two formats of GST.

Over the course of three years a dropout of $20 \%$ is expected, with about $5 \%$ in the first year. Assuming the effects of GST and TAU become apparent after one year (Farrell et al., 2009), the study is powered taking into account a $5 \%$ attrition rate. Later attrition is partly compensated by including all randomized patients in analysis. Furthermore, since conservative effect sizes were chosen, the calculated initial sample size could be larger than needed and may therefore also compensate for attrition over $5 \%$.

To test whether GST is superior to TAU and assuming centre as random effect and a centre by treatment interaction that corresponds to a typical intraclass correlation coefficient (ICC) of almost 0.05 in line with literature (Adams et al., 2004; Eldridge et al.,
2004), 236 patients (which implies 8 centres of 32 patients, 16 receiving TAU and 16 receiving GST) are needed to detect a difference of $d=0.5$ with $90 \%$ power using a twotailed significance level of $\alpha=0.05$. For the comparison between GST-A and GST-B and again assuming a typical intraclass correlation of nearly 0.05 , a sample size is needed of 202 patients (which implies 13 centres of 16 patients, 8 receiving GST-A and 8 receiving GST-B) to have $90 \%$ power to detect a difference of $d=0.5$ at a two-tailed significance level of $\alpha=0.05$. Taking into account the expected $5 \%$ attrition, one additional centre is needed. To be able to balance the orders in which GST formats are delivered to successive cohorts, an even number of sites is required. Including 14 centres gives $90 \%$ power to detect a difference of $\mathrm{d}=0.40$ between GST and TAU and a difference of $\mathrm{d}=0.50$ between GST-A and GST-B, both at a two-tailed significance level of $\alpha=0.05$ (a detailed explanation of the sample size calculation is provided in Appendix 1).

### 4.4.4 Randomization

Patients will be randomized centrally in blocks of two per centre (GST versus TAU) using a computer-generated list by an independent central research assistant after baseline screening is complete and all in/exclusion criteria have been checked by this assistant. Each centre will have at least two cohorts of at least sixteen patients of which eight are randomized to GST and eight to TAU. In half of the centres the patients from the first cohort will be randomized to GST format A, which is an intensive group treatment or TAU. The patients from the second cohort will be randomized to GST format B, which combines individual and group treatments or TAU. In the other half of the centres the first cohort will be randomized to GST-B or TAU and the second to GST-A or TAU. The GST formats as well as the orders in which they are delivered to successive cohorts (first GST-A versus TAU, then GST-B versus TAU, and vice versa) will be balanced. Within countries that contribute an uneven number of sites, the numbers of orders of GST formats will have a difference of one.

### 4.4.5 Assessments

Prior to randomization, patients will be assessed at baseline. Baseline assessments will be spread over a period of approximately three months on average. Once a cohort is nearly complete, baseline assessments can be speeded up so they are completed within a minimum time period of one month. Inversely, when inclusion is too slow, the maximum time period patients are required to wait before treatment will start is limited to one year. When baseline assessments are complete for all patients, patients will be randomized and treatment will start. Subsequently, patients will be re-assessed approximately
every six months over the course of two years. Since the treatment duration for GST is also two years, the fourth assessment after baseline will coincide with GST treatment ending. Follow-up assessments will take place one year later. For the cost interview, a recall period of a year is considered too long. Therefore, an additional assessment will take place midway during the follow-up time period (i.e., two-and-a-half years after start of treatment) during which only the cost interview will be performed.

All assessments will be performed by local research assistants in the centres, except for SCID-interviews which will be done by trained interviewers blind for condition. Assessments include PC-based self-report questionnaires and interviews. An overview of the instruments used per assessment is provided in Table 4.1.
Table 4.1: Instruments used per assessment

|  | Screening | Baseline ${ }^{1}$ | 6 months | 12 months | $18$ <br> months | $24$ months | $30$ <br> months | $36$ <br> months |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SCID I | - |  |  |  |  |  |  | $\bullet$ |
| SCID II | - |  |  |  |  |  |  | - |
| WHO ADHD screener | - |  |  |  |  |  |  |  |
| ITEC | $\bullet$ |  |  |  |  |  |  |  |
| BPDSI-IV |  | $\bullet \bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | - |  | - |
| GAF |  | $\bullet \bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |  | $\bullet$ |
| SOFAS |  | $\bullet \bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | - |  | $\bullet$ |
| BPD checklist |  | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |  | $\bullet$ |
| WSAS |  | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |  | $\bullet$ |
| BSI |  | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |  | $\bullet$ |
| YSQ-short form |  | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |  | $\bullet$ |
| SMI |  | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |  | $\bullet$ |
| RSQ |  | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |  | $\bullet$ |
| ECNI |  | - | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |  | $\bullet$ |
| EuroQol-5D |  | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |  | $\bullet$ |
| WHOQOL-short version |  | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |  | $\bullet$ |
| Cost interview |  | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |

[^5] orders, WHO ADHD $=$ World Health Organization Attention Deficit Hyperactivity Disorder, ITEC = Interview for Traumatic Events in Childhood, BPDSI-IV = Borderline Personality Disorder Severity Index version IV, GAF = Global Assessment of Functioning, SOFAS = Social and Occupational Functioning Assessment Scale, BPD = Borderline Personality Disorder, WSAS = Work and Social Adjustment Scale, BSI = Brief Symptom Inventory, YSQ $=$ Young Schema Questionnaire, SMI $=$ Schema Mode Inventory, RSQ $=$ Relationships Scales Questionnaire, ECNI $=$ Emotional Core Needs Inventory, EuroQol-5D = European Quality of Life questionnaire-5 dimensions, WHOQOL = World Health Organization Quality of Life questionnaire. Baseline consists of five assessments and BPDSI, GAF and SOFAS are assessed twice at baseline.

At baseline, the Interview for Traumatic Events in Childhood (ITEC) will be conducted. This is a retrospective, semi-structured interview for childhood maltreatment including sexual, physical and emotional abuse and physical and emotional neglect (Lobbestael et al., 2009). At follow-up, patients are assessed for recovery from BPD as well as the most common comorbidities by trained interviewers using the following sections of SCID-I for DSM-IV-Tr: affective disorders (including bipolar disorder I and II), anxiety disorders, eating disorders and substance disorders; and the following sections of SCID-II for DSM-IV-Tr: avoidant, dependent, obsessive-compulsive, paranoid, schizotypal, schizoid, histrionic, narcissistic, antisocial and borderline PD. Since only current diagnoses need to be considered for the assessment of recovery from BPD and comorbidity, the recall period for these shortened SCIDs is limited to six months. Only when a patient will otherwise become a study dropout (e.g., due to unwillingness to come to the centre for assessments), they can fill in questionnaires at home. Interviews are then conducted by telephone. By doing so, the occurrence of missing data will be reduced. Due to the nature of the study, blinding of participants is not possible. Except for the cost interview, which contains specific questions on which treatments patients have received, assessments will be performed by blinded local research assistants. The cost-interview, containing questions on health care utilization that would unblind the condition will be done by a nonblinded research assistant. This assistant will also monitor treatments provided in TAU. Furthermore, this nonblinded research assistant will collect treatment session recordings that are needed for supervision and validation of treatment adherence. After checking the quality of the recording, the sample of recordings that is needed will be stored.

To maximize adherence to the study protocol, a manual has been created for all local research assistants. A central research assistant is appointed to whom local research assistants can address questions concerning any logistical issues. This individual will also perform checks and provides guidance and direction when needed. Checks include study protocol adherence, in- and exclusion criteria of candidate participants, and keeping track of the scheduling and advancement of assessments, data and the collection of audio and video recordings. The central research assistant will furthermore train local research assistants, distribute the instruments used for assessments, provide updates of the manual, explain data format requirements, and prepare the online data collection environment. In sum, the central research assistant will safeguard the validity of assessments.

### 4.4.6 Treatments

### 4.4.6.1 Group schema therapy

Schemas refer to the knowledge representations people have about themselves, others and the world and which are formed during childhood by the way basic needs are met. When a child has to cope with his or her basic needs not being met, a variety of dysfunctional schemas, and/or coping styles, may develop. Schema modes refer to the emotional states between which BPD patients can rapidly switch when triggered by events that are related to the unmet needs during childhood. Schema modes represent sets of schemas and/or coping styles that are typically expressed in such emotional states. The following schema modes are characteristic for BPD: the vulnerable (abandoned/abused) child, angry/impulsive child, punitive parent, detached protector (or any other protective mode), healthy adult and happy or contented child. The first four of these modes are maladaptive and strongly present in BPD patients. The latter two are functional modes and weak in BPD patients. Schema therapy aims to reduce maladaptive modes and develop and strengthen functional modes (Kellogg \& Young, 2006). This schema mode model guides therapy as each mode requires a different treatment strategy. The strategies comprise specific experiential, cognitive and behavioural techniques (Jacob \& Arntz, 2003). When offered in a group format, several factors may amplify and speed up recovery: peer support, a sense of belonging and understanding, opportunities for vicarious learning and real-life practice of healthy behaviour (Farrell et al., 2009).

In format A (GST-A), two-year GST consists of 124 groups sessions with a duration of 90 minutes. In the first year group sessions take place twice a week and in the second year the frequency gradually decreases. In addition, in GST-A a total of up to 18 individual sessions can be used at the patients discretion or in times of crisis. Two individual sessions take place before group sessions commence. At this time patients get acquainted with their group schema therapists, schema therapy and the schema mode model are explained, the schema modes a patient has and their relationship to one another are identified and a treatment plan is drawn up.

In format B (GST-B), two-year GST involves a combination of group and individual sessions. In the first year, there are weekly group sessions of 90 minutes and individual sessions of 50 minutes and in the second year the frequency gradually decreases. In total, patients in this condition receive 74 group sessions and 62 individual sessions. In the first two individual sessions patients get acquainted with their individual and group therapists, schema therapy and the schema mode model are explained, the schema modes a patient has and their relationship to one another are identified and a treatment plan is drawn up. Group and individual ST therapists meet regularly to coordinate treatments.

### 4.4.6.2 Treatment as usual

Following usual procedures, the intake staff at each centre determine the optimal treatment offered to each patient in the TAU condition. Except for (G)ST, the intake staff are allowed a choice from the whole array of possible treatments for BPD with no restriction; whether intensive, individual, group, inpatient, outpatient or day treatment. The TAU condition is thus representative of optimal current practice and will be carefully monitored for all patients. Since there is no protocol for TAU in this RCT and specific treatment is decided on by experts in the community treatment centre, TAU is equivalent to 'community treatment by experts'.

In some centres, the treatment that is usually offered to BPD patients is Dialectical Behavioural Therapy (DBT). This is an empirically validated treatment for BPD (Lynch et al., 2007; McMain et al., 2009). If the number of centres that offer DBT as the usual treatment is sufficient, this will provide an opportunity to compare the clinical effectiveness and cost-effectiveness of GST with DBT.

### 4.4.6.3 Therapists, training and supervision

GST sessions are run by two schema therapists, of whom at least one is a senior schematherapist. Stand-in schema therapists replace the regular therapists when they are absent (e.g., due to illness, holidays or pregnancy). The senior therapist's role, in addition to being a group schema therapist, is to act as a local supervisor for other schema therapists. Individual schema therapists can also be group schema therapists for GST. Group schema therapists receive a training of six days in GST (Farrell et al., 2012). Candidate ST therapists (individual and group) who are not yet trained in ST first receive a 3-4 day training in individual ST for BPD (Arntz et al., 2009). During the study intensive supervision meetings are held twice a year in the first year and once or twice a year in the second year. In addition, weekly team supervision is provided locally and central supervision by the developers of GST is provided through teleconferencing and viewing of video-recordings weekly in the first months, then biweekly and monthly after about 6 months. Initially, a computer program was acquired that was especially designed to enable secure online sharing of video-recordings of medical procedures through encrypted streaming. Unfortunately, this program has become unavailable. The encrypted recordings will now be uploaded on a central server so that supervisors can download and watch them.

### 4.5 Evaluation of clinical effectiveness

In this section, the primary and secondary clinical outcome measures that will be used to evaluate the clinical effectiveness of the treatments are described as well as the strategy used for analysis of the data. All instruments that will be used to investigate clinical effectiveness that were not yet available in the languages of all participating sites were translated. Translated versions were backtranslated and thoroughly checked for consistency with the original version. Any inconsistencies were addressed in consensus meetings and adjusted accordingly. Instruments are implemented in an online data collection environment.

### 4.5.1 Clinical outcome measures

### 4.5.1.1 Borderline Personality Disorder Severity Index version IV (BPDSI-IV)

The primary outcome measure is the severity of BPD, expressed as a score between 0 and 90 as measured with the Borderline Personality Disorder Severity Index (BPDSI), version IV. The BPDSI-IV is a semi-structured interview containing 70 items based on the nine BPD dimensions described in DSM-IV. This is a reliable and valid instrument, suitable for use as an outcome measure (Arntz et al., 2003; Giesen-Bloo et al., 2010). A cut-off score of 15 between patients and controls has been previously established (Arntz et al., 2003; Giesen-Bloo et al., 2010). Therefore, a score below 15 measured two years after randomization or earlier and maintained until follow-up can be used as a criterion for recovery. The scores on subscales of the BPDSI-IV provide information on the severity of each of the nine dimensions of BPD. The recall period for the BPDSI-IV is three months.

### 4.5.1.2 BPD checklist

The BPD checklist is a self-report instrument that measures the burden of BPD manifestations as experienced by patients. Since the BPD checklist measures changes in subjective burden, it is complementary to the BPDSI-IV that measures changes in symptomatology objectively. It consists of 47 items based on the nine dimensions of BPD in DSM-IV and answers are scored on a five point Likert scale. Suitability for use as a treatment outcome measure has been established (Giesen-Bloo et al., 2006). The recall period for the BPD checklist is one month.

### 4.5.1.3 Brief Symptom Inventory (BSI)

The BSI is a self-report instrument used as an inventory of general psychiatric symptoms present at the time of assessment and is a short alternative to the SCL-90-R, from which it was developed (Derogatis \& Melisaratos, 1983). It contains 53 items to inventory the following nine types of primary symptom dimensions: somatic, cognitive, interpersonal sensitivity, depressive mood, anxiety, hostility, phobia, paranoia and psychoticism. Answers are scored on a 5 -point Likert Scale. Cronbach's $\alpha$ is .96 for the instrument in total and ranges between .71 and .87 for its subscales (de Beurs \& Zitman, 2006). According to Bland \& Altman, 1997, Cronbach's $\alpha$ values of 0.9 or higher indicate an internal consistency that is appropriate for clinical applications, and values of 0.7 to 0.8 are satisfactory for comparing groups. In addition, the BSI has good discriminant validity (de Beurs \& Zitman, 2006).

### 4.5.1.4 Happiness item

The happiness item is a single question on general happiness in the months prior to the assessment and is scored on a seven point Likert scale (Veenhoven, 2008). This scale consists of the following verbal descriptions of different states of happiness: (1) completely unhappy, (2) very unhappy, (3) fairly unhappy, (4) neither happy nor unhappy, (5) fairly happy, (6) very happy, (7) completely happy. Norms for all participating countries are available (Veenhoven, 2008). For a single happiness item high test-retest reliability ( $\mathrm{r}=$ 0.86 ) and good concurrent, convergent, and divergent validity have been reported (AbdelKhalek, 2006). The happiness item has excellent sensitivity to change for patients with BPD who were treated with GST (Dickhaut \& Arntz, 2014).

### 4.5.1.5 Schema Mode Inventory (SMI)

The SMI is a self-report instrument that consists of 143 items on 16 schema modes that are scored on a six point Likert scale. It measures the extent to which dysfunctional as well as functional schema modes are present at the time of assessment (Lobbestael et al., 2008). It is an adaptation of the original SMI containing 270 items (Young et al., 2007) and short SMI containing 118 items (Lobbestael et al., 2010). This instrument is only used for patients in the GST condition. Its subscales have satisfactory to high internal consistency (Cronbach's $\alpha$ ranges from . 79 to .96 ) (Lobbestael et al., 2010). The SMI is a useful instrument for assessing modes in ST (Lobbestael et al., 2010).

### 4.5.1.6 Young Schema Questionnaire - short form (YSQ)

The YSQ is a self-report instrument containing 75 items that are scored on a six point Likert scale (Young, 1998). It is used to measure the presence or absence of 16 core maladaptive schemas at the time of assessment. The YSQ has adequate temporal as well as rank-order stability and an analysis of its discriminant power in clinical versus nonclinical samples revealed it is highly sensitive in predicting the presence or absence of psychopathology (Rijkeboer et al., 2005). Internal consistency is high for the overall scale (Cronbach's $\alpha$ ranges from .94 to .96 ) and satisfactory to high for its subscales (Cronbach's $\alpha$ ranges from . 72 to .94) (Baranoff et al., 2006).

### 4.5.1.7 Global Assessment of Functioning (GAF) and Social and Occupational Functioning Assessment Scale (SOFAS)

Based on axis V of DSM-IV, the GAF and SOFAS are 100-point scales used to assess general and social/occupational functioning, respectively. A short semi-structured interview serves to elicit the information needed for scoring. The recall period for both instruments is one month. The GAF is a valid scale of global psychopathology and the SOFAS is a valid measure of social, occupational and interpersonal functioning (Hilsenroth et al., 2000). Both instruments have excellent interrater reliability (intraclass correlation coefficients > .74) (Hilsenroth et al., 2000).

### 4.5.1.8 Work and Social Adjustment Scale (WSAS)

The WSAS is a self-report instrument that consists of 5 items that are scored on a scale ranging from 0 to 8 . It is used to assess functional impairment at the time of assessment in the domains of work, household, social leisure, private leisure and family and relationships. The WSAS' reliability, validity and sensitivity to change have been firmly established in samples of patients with different clinical disorders (Mundt et al., 2002; Mataix-Cols et al., 2005; Jansson-Frojmark, 2014).

### 4.5.1.9 Relationship Scales Questionnaire (RSQ)

The RSQ was designed as a continuous measure of adult attachment and consists of 30 short statements about romantic relationships (Griffin \& Bartholomew, 1994; Scharfe \& Bartholomew, 1994). After being instructed to think about such relationships in their past and present lives patients rate the extent that these statements resemble their own feelings and experiences at the time of assessment on a five point Likert scale. Scores are calculated for the following attachment patterns: secure, dismissive, fearful and preoccupied.

### 4.5.1.10 Emotional Core Needs Inventory (ECNI)

The ECNI is a list of 88 statements used to measure the extent to which basic needs are being met in important relationships at the time of assessment (Perris et al., 2008). Each statement is rated on a scale ranging from 1 to 6 . A higher rating corresponds to better need-fulfillment. Assessing the extent to which patient's needs are met by others is important given that maladaptive schemas are hypothesised to result from unmet core emotional needs. A central aim of ST is to bring about changes that lead to better needfulfillment of patients (Lockwood \& Perris, 2012).

### 4.5.1.11 World Health Organization Quality of Life questionnaire (WHOQOLshort)

The WHOQOL-short is a self-report instrument for assessing quality of life in the two weeks prior to assessment. It is a short version ( 35 items) of the WHOQOL and focuses on the domains of physical health, psychological health, social relationships, environment, positive feelings, negative feelings and self-esteem. The WHOQOL-short is a reliable and valid instrument ("Development of the World Health Organization WHOQOL-BREF quality of life assessment. The WHOQOL Group", 1998).

### 4.5.2 Analyses

All available data on clinical outcomes will be analysed according to the intention-totreat principle. Outcome measures will be analysed with mixed regression, also known as multilevel or hierarchical regression, with centre as a random effect, allowing centre by treatment interaction, and including patient-level and treatment indicator covariates, as well as time and treatment by time effects. Baseline covariates will be used to adjust for potential differences at baseline and to reduce standard errors. For categorical outcome variables, counts and in case of nonnormal residuals, appropriate forms of mixed regression will be chosen (binomial, Poisson, gamma, etc.).

### 4.6 Economic evaluation

The following section describes how costs and utilities will be measured for the economic evaluation as well as the planned cost-effectiveness and cost-utility analyses. The cost interview has been translated into the languages of all participating sites. The original Dutch version was first translated to English and subsequently this English version
was then translated into Greek and German. The translated versions have been backtranslated and/or thoroughly checked for consistency with the original version. Any inconsistencies were addressed in consensus meetings and adjusted accordingly. The cost interview will be implemented in an online data collection environment.

### 4.6.1 Costs measurement

Costs will be measured from a societal perspective using a retrospective cost interview especially designed for BPD patients. Relevant costs to be identified include healthcare, patient and family costs, and costs outside the health care sector. Healthcare costs include visits to general practitioners, hospitals, psychiatrists and psychologists, crisis centres, use of medication, social work, formal care, and alternative treatments. Patient and family costs include travelling costs, informal care (care provided by family, friends or neighbours of the patient) and out of pocket costs (alcohol, drugs, smoking and selfreported other costs). Costs in other sectors include productivity losses from unpaid work (voluntary work and study) and paid work. The cost interview will be conducted by trained local research assistants, who will ask questions on the consumption of different resources and assess volumes of resource use. When applicable, calculations and descriptive content will be noted. For the cost interview the recall period is 6 months.

### 4.6.2 Utility measures

### 4.6.2.1 EuroQol-5D-3 L (EQ-5D-3 L)

The EQ-5D-3 L is a generic, self-assessment instrument used for measuring health-related quality of life at the time of assessment (Brooks, 1996). It consists of five questions, each related to a specific dimension of health status: mobility, self-care, usual activity, pain/discomfort and anxiety/depression. The EQ-5D has been translated in the languages of all participating sites (www.euroqol.org, 2014). The descriptive profiles, generated by the EQ-5D-3 L are valued using social tariffs for the EuroQol to generate utilities, which reflect a population's preference for a particular health profile.

In base-case analysis, country-specific tariffs will be used for valuation when available. For the Netherlands, Germany and the UK national tariffs are available, whereas for Greece and Australia they are not (www.euroqol.org, 2014). For these countries, proxy tariffs will be used as an alternative (e.g., tariffs for Europe and New-Zealand, respectively). Sensitivity analyses will be performed that make use of country-specific tariffs for the valuation of health profiles of all patients.

Utilities will be used to calculate Quality Adjusted Life Years (QALYs) by multiplying change in utility between assessments by the duration of the time period between
assessments. Through the use of statistical regression, potential baseline differences in QALYs can be adjusted for (Manca et al., 2005).

In addition, the EuroQol thermometer will be scored in a range between 0 and 100 to provide a single index measure for a patient's health status (Brooks, 1996).

### 4.6.3 Analyses

The economic evaluation will be comprised of both a cost-effectiveness analysis (CEA) and cost-utility analysis (CUA) and will be performed from a societal perspective. All available data on costs and outcomes will be analysed according to the intention-to-treat principle. Data gathered with the cost interview will first be checked for adherence to questionnaire routing, illogical answers, unrealistic cost estimates and outliers. For any problems in the data that cannot be solved through logic, decision rules will be established. A decision rule could apply a specific limit to volumes of costs, e.g., the maximal hours patients spend per day on caring for their children can be limited to eight for patients who report doing this for 24 hours per day. For intermittent missing values at the item level of the cost interview the mean values of previous and subsequent assessments will be imputed to allow calculation of total costs. Missing values on total scores or other outcomes will not be imputed. Unrealistic or extreme values will be investigated per case and corrected when appropriate. Volumes of resource use as measured by the cost interview will be multiplied by their corresponding unit costs and then summed to provide an overall total cost. Unit costs will be based on standard unit prices for each country (e.g., in the Netherlands: Hakkaart-van Roijen et al., 2010 for cost prices of healthcare services) when available and on (averaged) tariffs otherwise. Cost prices will be expressed in Euros for the same base year and indexed using consumer price indices when required. Cost prices expressed in currencies other than Euros will be converted using purchasing power parities. In addition, to account for the three year time horizon of this RCT, cost prices will be discounted according to the guidelines. When neither standard unit prices nor tariffs are available for specific resource items in specific countries, alternative strategies for the valuation of resource use will be considered. When for a subset of resource items the unit costs are known in all countries and for all other resource items there is a unit cost available in at least one country, the unit cost of a resource item that is not available in one or more countries can be estimated through a procedure called marketbasket based imputation (Schulman et al., 1998). In base-case analysis, country-specific unit costs will be used to value resource use for each country. Sensitivity of the results to differences in unit prices between countries will be analysed by valuing resource use in all countries using unit prices of a single country. Productivity losses will be valued by the human capital approach through multiplication of the total number of hours lost
with the national average hour wage. Shadow prices will be used to value informal care and lost productivity in study and voluntary work. The primary clinical outcome for the CEA will be the BPD Severity Index (BPDSI) score and for the CUA primary utility scores will be derived from the EuroQol-5D. Cost-effectiveness and cost-utility data will be analysed with multilevel modelling techniques. The net monetary benefit will be used to express cost-effectiveness, and results will be expressed in cost-effectiveness acceptability curves. Net monetary benefit (NMB) will be calculated for a range of values for the amount decision makers are willing to pay (WTP) for an additional unit of effect, following: $N M B=\Delta E * W T P-\Delta C$, where $\Delta E$ is the difference in effects and $\Delta C$ is the difference in costs (Hoch et al., 2002). To accommodate the skewness that is typically observed in cost data, costs (or NMB) can be assumed to follow a gamma or lognormal distribution. Baseline covariates will be used to adjust for potential differences at baseline and to reduce standard errors. Results will be expressed in cost-effectiveness acceptability curves that display the probability, based on the available evidence, that GST can be considered cost-effective for a range of WTP values. For these types of analyses, a Bayesian approach is the most natural, since it allows direct and intuitive statements to be made regarding the probability that a treatment is cost-effective, based on the available evidence (O’Hagan \& Luce, 2003). Furthermore, Bayesian methods allow flexible joint modelling of costs and effects, thereby facilitating sensitivity analyses regarding different methodological approaches for specification and parameterization of the model. Sensitivity analyses will be performed to address uncertainty regarding methodology, model specification and prior distributions.

### 4.7 Additional substudies

Complementary to effectiveness and cost-effectiveness evaluations, a series of additional investigations will be performed that consist of an assessment of the integrity of GST, an investigation into the opinions of primary stakeholders and additional studies that examine variables that might mediate the change process in GST.

### 4.7.1 Treatment integrity

Adherence to GST treatment protocol will be assessed by trained independent judges who rate a random selection of video-recordings of group-ST using a newly developed instrument. For individual ST, a random selection of video-recordings will be rated using existing instruments (Bamelis et al., 2014; Giesen-Bloo et al., 2006) by trained raters. As sampling recordings of TAU will be impossible in many sites, due to ethical and lo-
gistic reasons (e.g., TAU in private practice or TAU in mixed groups including patients not participating), the differentiation between ST and TAU will be assessed by having patients fill out a checklist with techniques that are typical for ST and non-typical for ST.

### 4.7.2 Patient and therapist perspectives

This study involves the acquisition of qualitative data in the form of patients' and therapists' opinions about treatment and the preferred format for GST. The opinions of these major stakeholders will be elicited through in-depth interviews and/or focus groups, allowing them to share their view on treatment and the preferred format for delivery of GST. Topics include which aspects of the GST protocol are perceived to be beneficial or not, application of specific ST techniques, therapeutic relationships and therapist training and supervision. Saturation is expected to be reached after having interviewed 12 GST patients in each participating country and 12-15 therapists, after which assessment will be discontinued. The centres that participate in this aspect of the study are from the Netherlands, Germany and Australia. Centres in other countries might decide to participate later. Patients will be sampled from both GST formats and from 3 phases of treatment: first year, second year, and after treatment completion. All interviews are recorded. After a full transcription of the recordings is made a summary is made. This summary is then reviewed by patients and therapists as a check on its veracity. If needed, the summary will be corrected to be sure that the verbatim transcripts express patient and therapist opinions correctly. Verbatim transcripts of interviews with patients and therapists will be analysed for their content using specialized software. Important and/or recurring themes will be categorized, interpreted and reported.

### 4.7.3 Studies on variables affecting treatment outcomes

The final area for additional investigation is the extent that patient variables affect outcomes such as dropout rates and patient improvement. This includes genetic polymorphisms, dissociation, comorbidity, individual patient trajectories, change processes and the therapeutic relationship, changes in neural correlates of emotional sensitivity, regulation and impulsivity during treatment, changes in threat bias during treatment, changes in needs during treatment, somatic symptoms and somatization, the therapist's voice and use of recordings for secure attachment, the effects of training, early self-understanding as a predictor for outcome, the effect of treatment on comorbidity and changes in attachment representation.

### 4.8 Discussion

In this article the design is described for an international, multicentre RCT on GST that includes an evaluation of the clinical effectiveness, a full economic evaluation as well as a series of additional investigations. In this RCT, GST (format A and B) will be compared against optimal TAU in terms of clinical effectiveness and cost-effectiveness. Such a design follows the 'gold standard' in cost-effectiveness research (Gold et al., 1996) and allows us to investigate whether GST excels current practice, which consists of the existing optimal treatments that are usually provided to patients with BPD. TAU consists of a variety of different treatments due to the fact clinical practice varies between centres as well as between countries. Since TAU is tailored to the individual needs of each patient, it can be considered representative of optimal current practice. The multicentre and international design of this RCT specifically intends to capture the variation in clinical practice between participating centres and between countries, respectively. Because the resulting amalgam of treatments in TAU reflects current practice, external validity is increased. If the RCT was designed to include a fixed treatment instead of variable TAU as a comparison to GST, then it would be less informative in regard to whether GST excels current practice and whether its further implementation is supported. Furthermore, if the RCT was designed as a head-to-head comparison between GST and another experimental treatment without the inclusion of TAU, then interpretation of its results could be hindered. This is because it is not clear how experimental treatments compare to TAU. For instance, experimental treatments might do worse than or be equivalent to TAU. For these reasons, TAU is considered to be an appropriate comparator to GST at this stage of research. However, with this TAU there is little control over the specific issues that are addressed in therapy, the amount of attention a patient receives and the frequency of therapeutic contacts. It is therefore less rigorously defined than the experimental condition. In addition, therapists providing TAU may not receive the intensive supervision that GST therapists receive and the treatment fidelity of the components of TAU is not monitored. These issues could be a potential threat to internal validity (Mohr et al., 2009). Notwithstanding, TAU will be delivered by skillful therapists with extensive experience in the treatment of BPD and its contents are monitored by administering a questionnaire on the specific treatments that each patient receives.

The fact that this RCT will take place with multiple participating centres and in an international context has specific advantages and disadvantages. Several advantages of international clinical trials over single-country trials have been formulated (Pang, 2002), which also hold in the case of multicentre trials versus single centre trials. First, in multicentre or international RCTs, through parallel recruitment of patients at the different sites, it takes less time to include a sufficient number of patients in comparison to single
site studies. Second, the representativeness of the study population is enhanced by capturing more of the variability in patient characteristics, clinical practice patterns and/or health care systems. Third, the collection of data at multiple sites enables the researcher to inform decision makers in all of the participating sites.

Paradoxically, whereas the inclusion of more variability enhances the representativeness of the study population, this same variability makes it difficult to apply the results to any one centre or country in particular. In other words, studies designed to include multiple participating centres and/or countries raise issues concerning their generalizability (Manca \& Willan, 2006; Sculpher et al., 2004). At the patient level, variation between sites exists in terms of demography and epidemiology. At the level of treatment centres and clinicians, differences may exist in patient management. Differences between healthcare systems and other socioeconomic factors may influence healthcare delivery and the allocation of scarce resources to healthcare, respectively. Inversely, some degree of similarity within healthcare systems, treatment centres or patients may also be expected. A method that can accommodate the hierarchical structure of such data is multilevel modelling, which has been proposed as an appropriate analytic strategy for cost-effectiveness data from multinational RCTs (Drummond et al., 2005; Manca \& Willan, 2006; Manca et al., 2010; Sculpher et al., 2004). It allows variation to be estimated within and between the different levels. Moreover, these estimates can be used to calculate centre-specific estimates of cost-effectiveness (Sculpher et al., 2004), which can be used to determine the extent to which the results from this RCT are generalizable.

Since this RCT involves multiple participating centres in different countries, organizational and logistical challenges potentially threaten its quality. Handling these challenges is a labour-intensive process that requires thoughtful planning, a clear protocol, continuous monitoring of protocol adherence, and well-defined communicational lines. The hub in the logistical infrastructure is a central research assistant who will perform checks and steering concerning study protocol adherence and therefore plays an important role in ensuring the validity of the assessments. Organizational issues may arise when, for example, therapists, coordinators or research assistants retreat from the study and are replaced, when recruitment rates are slower than was foreseen or video-facilities for treatment supervision are missing. The appropriate handling of these issues requires timely noticing of their occurrence, which will be facilitated by regular internet conferences involving the principal investigators and local coordinators.

In this RCT, both primary and several secondary clinical outcome measures will be assessed through interviews. Therefore, it is necessary to control interviewer bias by having blinded interviewers perform the assessments. For interviews containing specific questions about which treatment the patient receives (the cost interview and the monitoring of treatments provided in TAU), blinding of interviewers will obviously not be
possible. These interviews will be performed by non-blinded research assistants. All other interviews and questionnaires will be performed and administered by blinded research assistants.

When conducting an economic evaluation in the field of mental health, it can be a challenge to provide a comprehensive account of all the costs and consequences that are associated with the treatments being compared and which are relevant under the target perspective (Knapp, 1999). Since relevant costs for BPD include health care costs, patient and family costs and costs in other sectors, a societal perspective will be taken. This also prevents cost shifting to be interpreted as increases or decreases in costs. The time horizon of three years covers both the duration of the GST treatment as well as a one year follow-up time period. This enables an investigation into the stability of treatment outcome over time. In addition, relevant costs that are incurred once the GST treatment has ended, which could be a consequence of treatment outcome, are thus included. To gather data on the societal costs and consequences that are associated with BPD and the BPD treatments being compared in this RCT, resource use in a wide range of health care facilities is taken into account, whether inpatient or outpatient, including various health services specialized for mental health (e.g., contacts with a psychologist or psychiatrist) as well as more general health care services (e.g., contacts with a GP or general hospital). Furthermore, costs due to productivity losses and informal care will be measured to take into account the fact that costs and consequences have an impact on society as well as family and friends, respectively. Lastly, by taking into account various categories of out-of-pocket expenses that are typically associated with BPD (e.g., alcohol, tobacco and drug use, impulsive buying, binge eating) an attempt will be made to measure all relevant costs that are specifically associated with BPD.

Despite the extensive effort that is put into obtaining a complete picture of the costs and consequences that are associated with BPD and the BPD treatments being compared in this RCT, it remains unfeasible to include some particular aspects. For instance, to date no instruments exist to measure the high burden that BPD patients can impose upon colleagues and organizations due to suboptimal functioning at work (Bamelis, 2013). Also, leisure time is relevant to patients with BPD, but it can be difficult to measure and value. Therefore, these aspects are not taken into account as costs or consequences in the economic evaluation.

Another degree of complexity is added to economic evaluations in the field of mental health, as opposed to somatic disorders, due to the fact that once costs and consequences are measured, their interpretation can be difficult. No consensus exists on the extent to which particular costs need to be included or not and how they need to be valued (McCrone, 2011). For example, although informal care provided by family and friends is very relevant to patients with BPD, it can be difficult to know which amount of care is
specifically due to mental health problems and which amount they would have received anyway. Similarly, productivity losses can be the result of being under treatment, yet patients with mental health problems are also less likely to be employed or could have already lost their job before having their diagnosis (Evers et al., 1997). Furthermore, although the volumes of production losses in paid work, voluntary work, study, and household activities as well as contacts with the GP and medication use are explicitly measured separately for being BPD-related or not, this division cannot always be reliably made. For example, a leg injury by itself may seem unrelated to BPD at first sight, but less so when it is the result of a suicide attempt. In such cases, the analyst is guided by the information provided, while at the same time being aware that this information may or may not be complete. In cases where there is sufficient information to attribute a somatic complaint to an underlying mental health complaint, patient answers are overruled. Reliability can also be an issue when rather high out-of-pocket expenses are reported (Bamelis, 2013).

In addition to the evaluation of clinical effectiveness and the economic evaluation, a series of additional investigations will be performed in this RCT that consist of an assessment of the integrity of GST, in terms of adherence to the GST protocol, an investigation into the opinions of major stakeholders and analyses of variables that might mediate treatment response. The qualitative data on the experiences of patients and therapists are considered as complementary to the quantitative methods that will be employed in this study. By interviewing patients and therapists, potentially important, yet unanticipated, issues may be detected. Furthermore, this type of data collection can give valuable insight into the contextual factors that play a role in the effectiveness of GST and its implementation.

### 4.9 Conclusion

GST holds much promise as a treatment for BPD. However, since only two small studies have tested GST important questions remain to be answered before its further implementation is supported. The current international, multicentre RCT is designed to reveal how GST, when delivered as a complete and stand-alone treatment by therapists who were not involved in its development, compares to up-to-date TAU. Concurrently, this RCT aims to investigate the optimal format for the delivery of GST; whether consisting almost exclusively of group sessions or as a combination of individual and group sessions.

In addition to an investigation of clinical effectiveness, this international multicentre RCT will involve an economic evaluation to investigate how GST compares to TAU, and how both formats for GST compare in both clinical and economic terms. Furthermore,
a series of additional investigations will be performed to shed light on the qualitative aspects of GST and on variables that influence treatment outcome. In sum, this RCT contributes to an evidence-based understanding that will inform decisions regarding which treatment to offer to patients with BPD, both from a clinical and societal perspective.
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# ECONOMIC EVALUATION OF GROUP SCHEMA THERAPY FOR BORDERLINE PERSONALITY DISORDER: A MULTICENTRE, RANDOMIZED CONTROLLED TRIAL IN THE NETHERLANDS 
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### 5.1 Abstract

AIM We compare the cost-effectiveness and cost-utility of group schema therapy (GST), a combination of individual and group schema therapy, and treatment as usual (TAU) for borderline personality disorder from a societal and a health care perspective in an international, multicentre randomized controlled trial (RCT). This chapter is limited to the Dutch results.

METHOD We conducted an economic evaluation that was embedded in a multicentre randomized controlled trial including 6 mental health treatment centres in the Netherlands. A number of 267 patients were randomized to either GST-A (group therapy only; $\mathrm{n}=67$ ), GST-B (group + individual therapy; $\mathrm{n}=67$ ) or TAU ( $\mathrm{n}=133$ ). Societal costs, quality of life and clinical effectiveness were repeatedly assessed for a follow-up time period of three years. Data were analysed using mixed model regression. Model estimated means and standard deviations were used to perform a simulation procedure in which costs and effects were synthesized and from which we calculated incremental cost-effectiveness ratios, and constructed the cost-effectiveness planes and cost-effectiveness acceptability curves. Because this chapter was produced for this thesis and is based on a preliminary analysis (at the request of a grant provider), the results are blinded as to condition (randomly labelled W, X, Y, Z).

RESULTS Y is superior to X in terms of both cost-effectiveness and cost-utility. W is more cost-effective than Z , and Z has slightly better cost-utility than W .

CONCLUSION The further continuation of the trial as well as combining the results with those obtained in treatment centres in other countries will reveal whether the preliminary results presented in this chapter also hold for the complete and international dataset.

### 5.2 Introduction

Borderline personality disorder (BPD) is a mental disorder with an estimated prevalence of $1.1 \%$ in the general Dutch adult population in 2012 (ten Have et al., 2016). Patients with BPD often endure severe impairments in their quality of life and functioning and impose a large burden on their social environment (IsHak et al., 2013; Perseius et al., 2006; Feenstra et al., 2012; Soeteman, Verheul, \& van Busschbach, 2008; Dunne \& Rogers, 2013; Bauer et al., 2012). The costs of BPD to society are high, for example since it is
known to be associated with an increased use of health care services as well as productivity losses (van Asselt et al., 2007; Bender et al., 2001; Coid et al., 2009; Soeteman, Hakkaartvan Roijen, et al., 2008).

Schema therapy is a psychotherapeutic intervention aimed at full clinical recovery from BPD (Arntz \& Van Genderen, 2011). For this intervention a group format was developed, called group schema therapy (GST), to provide certain additional therapeutic elements that are not present in an individual setting and to enhance efficiency in the use of health care resources (Farrell et al., 2012). The developers of GST have performed a randomized controlled trial (RCT) in which GST was provided complementary to treatment as usual (TAU) and with a relatively short treatment time of 8 months (Farrell et al., 2012). In the Netherlands, an uncontrolled pilot study was performed in which treatment consisted of a combination of group and individual schema therapy sessions (Dickhaut \& Arntz, 2014). Both studies showed promising results that encouraged the further testing of GST, including an assessment of its cost-effectiveness. In this chapter, we report the interim findings of a trial-based economic evaluation that was performed in the Netherlands and which is part of a larger, international, multicentre RCT that is still ongoing at the time of this writing (Wetzelaer et al., 2014). We assessed the costeffectiveness of GST relative to TAU and compared two alternative formats for the delivery of GST. In format A, GST-A consisted solely of group psychotherapy sessions and in format B, GST-B consisted of a combination of group and individual psychotherapy sessions. For this chapter, we aimed to investigate whether GST overall and also specifically for GST-A and GST-B, or TAU is preferable in terms of costs, effects and utilities from a societal and a health care perspective in the Dutch setting.

### 5.3 Methods

We performed a trial-based economic evaluation that was embedded in a multicentre RCT in the Netherlands to compare the cost-effectiveness and cost-utility of GST overall (i.e., GST-A and GST-B pooled), GST-A (group therapy only), GST-B (group + individual therapy) and TAU (the optimal, state-of-the-art care that Dutch patients with BPD usually receive, but no schema therapy). Costs were assessed from a societal perspective and changes in BPD severity as well as quality of life were assessed for a follow-up time period of three years. Details regarding the design and protocol of the full study were described previously (Wetzelaer et al., 2014; see Chapter 4 of this thesis).

### 5.3.1 Mental health treatment centres

A multicentre RCT was performed that included six mental health treatment centres spread throughout the Netherlands: GGZ Oost-Brabant, location Helmond; Mondriaan Zorggroep, location Heerlen; RIAGG Maastricht; Symfora Groep, location Hilversum; Vincent van Gogh Instituut, locations Venray en Venlo; De Viersprong, location Amsterdam. Participants were recruited in cohorts of fifteen to eighteen and at least two cohorts were included by each mental health treatment centre. However, treatment centres were allowed to include additional cohorts when inclusion rates permitted so. It was anticipated that this might help to compensate in case other treatment centres would fail to recruit the required numbers or if attrition would turn out higher than was anticipated.

### 5.3.2 Participants

Patients were included if they met the following criteria: 1) age 18-65 years, 2) primary diagnosis of BPD according to the Structured Clinical Interview for DSM-IV axis 2 (SCID-2), 3) a Borderline Personality Disorder Severity Index IV (BPDSI-IV) score higher than 20,4 ) willingness to participate in research (including informed consent), 5) being able to participate in the study for the full three years. Patients were excluded if they met one of the following criteria: 1) a lifetime psychotic disorder, with an exception for brief psychotic episodes, 2) an IQ score less than 80,3 ) not able to write, speak or read the Dutch language, 4) Attention Deficit Hyperactivity Disorder (ADHD), except when in remission due to adequate (pharmacological) control, 5) bipolar disorder type 1, 6) dissociative identity disorder, 7) full or subthreshold narcissistic or antisocial personality disorder (according to SCID-2), 8) substance dependence needing clinical detoxification (e.g., heroin dependence), 9) a severe somatic disorder that prevents participation, 10) received schema therapy for more than three months in the last three years.

### 5.3.3 Treatments

GST-A consists of 124 group sessions ( 90 minutes) in two years. The frequency of group sessions starts at two sessions per week and then gradually decreases after the first year. A maximum number of 18 individual sessions can be used in GST-A at the patients discretion or in times of crisis. Prior to the first group session, two individual sessions are used during which the patient is introduced to the group schema therapists and aspects regarding the content and delivery of GST are delineated.

GST-B involves both group and individual sessions. The frequency starts at one group ( 90 minutes) and one individual ( 50 minutes) session per week and then gradually de-
creases after the first year. In total, patients in GST-B receive 74 group sessions and 62 individual sessions in two years. Prior to the first group session, two individual sessions are used during which the patient is introduced to the individual and group schema therapists and aspects regarding the content and delivery of GST are delineated. Group and individual schema therapists coordinate treatments during regular meetings, in case individual ST is not provided by one of the group therapists.

TAU consists of the usual care that is provided to patients with BPD, as decided by the intake staff at the mental health treatment centres following standard procedures. TAU may therefore be considered representative of the optimal, state-of-the-art treatments for BPD in the Netherlands. Schema therapy is not allowed in TAU.

### 5.3.4 Assessment schedule

Assessments of societal costs, BPD severity and quality of life took place at baseline (i.e., before randomization), and subsequently every six months from the start of treatment onwards for two years (after which GST ended). Follow-up assessments took place three years after the start of treatment. At 2.5 years an additional assessment took place for the cost interview only, so that costs are measured during the complete follow-up period and with a reference time period of six months per assessment. For a summary of the assessments and outcome measures used (incl. additional measures for clinical effectiveness), please see table 4.1.

### 5.3.5 Assessment of societal costs

The economic evaluation was overall performed according to the Dutch guidelines (Richtlijn voor het nitvoeren van economische evaluaties in de gezondheidszorg, 2015). Societal costs were assessed using a retrospective cost interview and included health care costs, patient and family costs, and costs outside the health care sector. Health care costs included contacts with general practitioners, mental health care, prescribed medication, hospital visits, social work and alternative care. Patient and family costs were subdivided into the categories 'patient time' (including lost time in household activities, study and voluntary work), 'patient costs' (including patient's own expenses due to substance use, impulsive buying, excessive telephone calling, binge eating, damage caused by anger outbursts, costs due to self-injury and costs for ordering meals from or going to a restaurant), and 'time by others' (including informal care and paid domestic help). Costs outside the health care sector included productivity losses from paid work and contacts with the police.

Productivity losses were calculated in case of absence from work for those participants who are (self-) employed, and for those receiving sickness or disability benefits and did not report having a job. For full (i.e., $80-100 \%$ ) disability as well as for those receiving sickness benefits without having a job, a maximum number of 640 (i.e., $80 \%$ of 800 hours) lost productivity hours were calculated per half year. For those who were not fully disabled, lost productivity hours were calculated relative to their degree of disability. Absence from school or study was only calculated for participants who normally would spend at least twenty hours of their own time per week on average studying for an education aimed at professional work (i.e., hobby classes or courses followed during working hours were not included). Informal care was calculated for a maximum number of eight hours per carer per day. For time missed by patients in caring for their children or pets a maximum was set at eight hours per day and for the total of missed household activities (including time for housekeeping, grocery shopping, caring for children and pets and gardening) a maximum was set at sixteen hours per day. For prescribed medication only psychotropic and opioid drugs were included. Based on a preliminary analysis of the medication data at baseline, the average cost price per medicine was estimated at ten eurocents per pill. Moreover, for each medication used for twelve weeks or less a dispensing fee of six euros was calculated, and for each medication used for more than twelve weeks the dispensing costs were calculated by multiplying the fee of six euros by the number of weeks divided by twelve (Hakkaart-van Roijen et al., 2015; Reglement Farmaceutische Zorg, 2017). For recreational drugs, costs were used as reported if available. Average prices per dosage of use were calculated for cannabis, cocaine, xtc and speed based on the data available at baseline and which were used to calculate recreational drug costs in case only a number of times used but no actual costs were reported. In rare cases where other recreational drug use was reported without the corresponding actual costs, these were estimated using the information provided. Regarding the use of alcohol, reference costs were used for the valuation of beer and wine, separate for when bought in a store or supermarket versus in a pub or bar. For strong liquor, costs were used as reported if available, with a maximum price per glass set at $€ 7.50$. Average prices were calculated per glass of hard liquor bought in either a store versus in a pub or bar, which were used to calculate alcohol use costs in case only a number of glasses consumed but no actual costs were reported. For other alcoholic drinks, costs were used as reported if available. In rare cases where these were not available, the costs for other alcoholic drinks were estimated using the information provided. For smoking, costs were used as reported if available. The average price per package of cigarettes was calculated, which was used to calculate smoking costs in case only a number of packages but no actual costs were reported. Out-of-pocket patient costs such as those for impulsive buying, binge eating, damage caused by anger outburst, excessive telephone calling, etcetera were used as reported if available.

In rare cases where it was clear that such costs were incurred but no actual costs were reported, these were estimated using the information provided.

The reference time period (i.e., recall period) for the cost interview was six months. However, in case of a missed assessment, a subsequent assessment would cover the whole time period since the last assessment that had actually took place. This implies that other than due to dropout, there were no missing data for costs. Cost volumes were valued using reference prices as available from the Dutch guideline on cost research in economic evaluation (Hakkaart-van Roijen et al., 2015, 2010; the 2010 edition was used for day treatments since these are not available in the updated 2015 edition), 2015 tariffs set by the Dutch Health Care Authority (for crisis services), the Dutch guideline on inter-sectoral costs and benefits (for the reference price of a police contact) (Drost et al., 2014) and the Dutch Central Bureau of Statistics (for the 2015 consumer prices of beer and wine). In table 5.1 an overview of the unit costs per cost item is provided. Costs were indexed to 2015 euros using the (overall) consumer price indices of the Dutch Central Bureau of Statistics, if necessary, and were discounted at $4 \%$ per year.

### 5.3.6 Assessment clinical effectiveness and quality of life

Clinical effectiveness was assessed using the BPDSI-IV, which is a well-established measure for the severity of BPD (Arntz et al., 2003). Quality of life was assessed using the EQ-5D-3L and health states were converted into utility values using the Dutch tariff by Lamers et al., 2006, which were subsequently used to calculate the number of qualityadjusted life years (QALYs) gained or lost by means of the area-under-the-curve method.

Table 5.1: Unit costs per cost item.

| Cost item | Unit costs in $2015 €$ |
| :---: | :---: |
| Productivity costs paid work (per hour) | 34.96 |
| Replacement costs unpaid work (per hour) ${ }^{1}$ | 14.08 |
| General practitioner (per visit) | 33 |
| General practitioner (per telephone consult) ${ }^{2}$ | 17 |
| General practitioner (per home visit) | 50 |
| Mental health practice nurse (per visit) | 17 |
| Specialist mental health care (individual session) | 113 |
| Specialist mental health care (group session, per individual) ${ }^{3}$ | 42 |
| Specialist mental health care (day treatment) ${ }^{4}$ | 170 |
| Emergency department (per visit) | 261 |
| Crisis service (per visit, depending on duration) ${ }^{5}$ | 141-1,087 |
| Psychotherapist in independent practice (per visit) | 95 |
| Psychiatrist in independent practice (per visit) | 95 |
| Psychologist (per visit) | 64 |
| Social work (per visit) ${ }^{6}$ | 65 |
| Home care (per hour) | 58 |
| Psychiatric hospital admission (per day) ${ }^{7}$ | 304 |
| General hospital admission (per day) ${ }^{8}$ | 479 |
| General hospital (day treatment) ${ }^{4,8,9}$ | 278 |
| General hospital (per visit) ${ }^{8}$ | 92 |
| Physiotherapy ${ }^{10}$ | 33 |
| Police contact ${ }^{11}$ | 44 |
| Ambulance (per ride) | 518 |
| Prescribed medication (per pill / per issuance) | 0.10 / 6 |
| Beer bought in a store / bar (per glass) ${ }^{12}$ | 0.32 / 1.94 |
| Wine bought in a store / bar (per glass) ${ }^{12}$ | 0.46 / 2.79 |
| Strong liquor (bought in a store / bar) ${ }^{13}$ | 1.7 / 4.5 |
| Cannabis (per average dosage of use) ${ }^{13}$ | 3.29 |
| Cocaine (per average dosage of use) ${ }^{13}$ | 29.87 |
| XTC (per average dosage of use) ${ }^{13}$ | 5.03 |
| Speed (per average dosage of use) ${ }^{13}$ | 1.42 |
| Cigarettes (per package) ${ }^{13}$ | 5.72 |

Table 5.1 - continued from previous page
Notes: Unit costs were derived from the Dutch guideline on cost research in economic evaluation (2015 edition), unless otherwise specified.
${ }^{1}$ Applied to productivity losses in volunteer work, education, household activities, paid domestic help and informal care.
${ }^{2}$ Also applied to telephone consults with other (mental) health professionals.
${ }^{3}$ Based on the costs of an individual session, assuming 8 patients per group, 2 therapists and a duration of 90 minutes.
${ }^{4}$ From the 2010 edition of the Dutch guideline on cost research in economic evaluation.
${ }^{5} 2015$ tariffs as set by Dutch Health Authority (0-99 minutes $=€ 141,100-199$ minutes $=€ 311$, 199-399 minutes $=€ 582$, 399-799 minutes $=€ 1,087$ ).
${ }^{6}$ Also applied to ambulatory treatment of addiction.
${ }^{7}$ Also applied to detoxification clinic.
${ }^{8}$ Also applied to the psychiatric department of a general hospital.
${ }^{9}$ Also applied to abortion clinic.
${ }^{10}$ Also applied to other forms of paramedical care and alternative care.
${ }^{11}$ From the 2014 Dutch guideline on intersectoral costs and benefits.
${ }^{12} 2015$ consumer prices as provided by the Dutch Bureau of Statistics.
${ }^{13}$ Calculated from data at baseline.

### 5.3.7 Analysis

Since deviations from the assessment schedule were both abundant and substantial due to frequent difficulties in the scheduling of appointments for patient assessment, including missed assessments, an overall correction was performed. This correction consisted of a remapping of the costs incurred and the number of QALYs gained from the time points and reference time periods as assessed to the time points and time periods as they were originally intended to be scheduled. For QALYs, this procedure required a linear interpolation of intermittent missing data.

Costs and BPD severity were analysed using Generalized Linear Mixed Model (GLMM) regression. Preliminary analyses suggested that the distributions of both variables were skewed, which was accommodated by using gamma distributions in the GLMM regression (in combination with a log-link function). Because health care costs and BPDSI scores contained zero values these were raised by small values $(+€ 1$ for health care costs and +0.1 for BPDSI scores) to make them compatible with the GLMM regression. Preliminary analyses of the observed mean trajectories of costs and BPD severity suggested that the rate at which both variables changed over time was generally more substantial early on in the trial than towards the end, which is characteristic of a logarithmic curvature. Therefore a linear development over time was modelled by using a log-transformed time-variable, $\ln$ ([number of years] +1 ), in the GLMM regression for costs and BPD severity. For the longitudinal (i.e., repeated assessments) data structure,
a 'compound symmetry' covariance structure was used in the GLMM regression. The testing of group treatments inherently introduces a statistical dependency in the data of participants treated in the same group. This was accommodated in the GLMM regression by using a random intercept and slope for each unique cohort, in combination with a 'variance component' covariance structure. Fixed predictors in the GLMM regression consisted of condition, time, and the interaction between condition and time. The number of QALYs gained was analysed using Linear Mixed Model (LMM) regression with a linear development over time (i.e., no log-transformation of the time-variable), a 'compound symmetry' covariance structure, and a random slope for each unique cohort (i.e., no random intercept). Fixed predictors again were condition, time, and the interaction between condition and time.

For the cost-effectiveness analysis (CEA), the differences in mean BPDSI score at preand post-treatment (i.e., at baseline and three-year follow-up, respectively) as well as the corresponding SDs (while taking into account the covariance between BPDSI scores at baseline and at follow-up) were calculated for each condition. The mean (and SD) of the total three-year costs were calculated from the (G)LMM-estimated means and served as inputs for the CEA and cost-utility analysis (CUA). The number of QALYs gained per condition were calculated from the (G)LMM-estimated means and served as inputs for the CUA. Additionally the mean costs, differences in BPDSI and number of QALYs gained were compared between treatments using a t-test. All analyses were performed for the main contrast GST versus TAU, as well as the contrasts GST-A versus TAU, GST-B versus TAU and GST-B versus GST-A.

When data for some participants is missing (i.e., due to study dropouts or because some of the assessments that are still needed to complete the data are scheduled in the future at the time of this writing), the calculation of total costs is not possible for those patients. This presents a problem for the conventional non-parametric bootstrap analysis that is often done in economic evaluations, since total costs are required for each patient. However, GLMM regression presents a solution to this problem as it can accommodate missing data and yields unbiased parameter estimates (under certain assumptions regarding the randomness of the missing data, see Little \& Rubin, 2014). We synthesised the findings from the (G)LMM analyses on clinical effectiveness (CEA based on differences in BPDSI score pre- and posttreatment), QALYs (CUA), and total three-year costs in a way that respects the uncertainty that surrounds those findings (described in detail below). These analyses were performed using a societal perspective as well as a health care perspective.

For each condition, simulations were performed for the total costs, the number of QALYs gained, and the difference in BPDSI score. For the total costs and the difference in BPDSI score, the estimated means and SDs served as input parameters for gamma
distributions from which random draws were taken in a number equal to the sample size per condition. For the number of QALYs gained, the estimated means and SDs served as input parameters for normal distributions from which random draws were taken in a number equal to the sample size per condition. For each simulation run, a weighted (by sample size) mean total costs, mean number of QALYs gained, and mean difference in BPDSI score were calculated for each condition. Subsequently, the incremental effects (based on mean difference in BPDSI score), the incremental number of QALYs gained, and the incremental costs were calculated between conditions. Since reference values for what society is willing to pay for an additional unit of effectiveness on the BPDSI scale are unavailable, the difference in BPDSI was divided by ten for the purpose of facilitating a sensible interpretation of the results of the CEA. In other words, the range of willingness-to-pay values is applied to a ten-point difference on the BPDSI scale.

The simulation was repeatedly performed for 5,000 simulation runs, which yielded the cloud of 5,000 CE-pairs that are shown in the CE-planes. We furthermore calculated the net monetary benefits for each CE-pair, following $N M B=\lambda * E-C$, where $\lambda$ is the willingness-to-pay (for one QALY gained in the CUA or for a ten-point difference in BPDSI in the CEA), E are the effects, and C are the costs. The probabilities of costeffectiveness were calculated for a range of willingness-to-pay values as the percentages of the 5,000 simulation runs in which the net benefit of either of the treatments was the highest and those are displayed in the cost-effectiveness acceptability curves. The CEA and CUA were performed using total societal costs as well as total health care costs.

### 5.3.8 Presentation and interpretation of the results

The pairs of mean incremental costs and incremental effects for each of the 5000 simulation runs (i.e., the CE-pairs) are displayed in a cost-effectiveness (CE)-plane, with the incremental effects on the x -axis and the incremental costs on the y -axis. In the costeffectiveness acceptability curves (CEACs), the willingness-to-pay values are on the $x$ axis and the probabilities of (relative) cost-effectiveness are on the y -axis. In other words, CEACs show for each treatment the probability that it is the most cost-effective of the two (GST versus TAU) or three (GST-A vs GST-B versus TAU). The willingness-to-pay value refers to the value that the Dutch society is 'willing to pay' for one additional unit of effectiveness. Given the burden of disease of 0.54 for BPD (Vos \& Mathers, 2000), a ceiling ratio (i.e., the maximum, societal willingness-to-pay value considered acceptable) of $€ 50,000$ per QALY gained, or, inversely, for societal cost savings of more than $€ 50,000$ per QALY lost, would be applicable to treatments for BPD in the Netherlands (Zwaap et al., 2015).

### 5.4 Results

Because this chapter was produced for this thesis and is based on a preliminary analysis (at the request of a grant provider), the results concerning the costs and effectiveness for the treatment time period as well as cost-effectiveness are blinded as to condition (randomly labelled W, X, Y, Z).

### 5.4.1 Participants

In Figure 5.1, a flow diagram is shown of the different phases of the trial and the number of patients in each phase (Schulz et al., 2010). Overall, 497 patients were referred to the study and assessed for their eligibility. After 193 were excluded ( 37 did not meet inclusion criteria, 35 met exclusion criteria and 121 declined to participate) and a further 37 withdrew before completion of baseline assessment, 267 were randomized to GSTA, GST-B or TAU. Two cohorts of 15 to 18 patients were included by each treatment centre. Furthermore, one additional cohort was included by RIAGG Maastricht and three additional cohorts were included by De Viersprong. In total, the number of cohorts treated was 16. For each cohort, patients were randomized to either GST or TAU by an independent central research assistant who used a computer-generated list. Thus, half of each cohort of patients was randomized to GST and the other half to TAU. The different formats of GST were balanced over treatment centres, both in number as well as in the order that they were provided to the successive cohorts (first GST-A versus TAU and then GST-B versus TAU, or vice versa). Over the course of the trial, 72 patients were lost to follow-up ( $\mathrm{n}=17$ for GST-A; $\mathrm{n}=14$ for GST-B; $\mathrm{n}=41$ for TAU) and 79 discontinued their allocated intervention ( $\mathrm{n}=19$ for GST-A; $\mathrm{n}=16$ for GST-B; $\mathrm{n}=44$ for TAU). One patient in GST-B withdrew informed consent and was excluded from analysis. Therefore, the following sample was analysed: $\mathrm{n}=133$ for GST ( $\mathrm{n}=67$ for GST-A and $\mathrm{n}=66$ for GST-B) and $\mathrm{n}=133$ for TAU.

In Table 5.2, the baseline characteristics of the study sample are shown. The distributions of age, gender, quality of life, BPD severity and societal costs were highly comparable between conditions.

Table 5.2: Baseline characteristics of the study sample.

|  | GST | GST-A | GST-B | TAU |
| :--- | :--- | :--- | :--- | :--- |
| N | 133 | 67 | 66 | 133 |
| Gender [\% female] | 84 | 84 | 85 | 83 |
| Age [Mean (SD)] | 34 | 33 | 34 | 34 |
| BPDSI [Mean | 29.79 | 29.84 | 29.74 | 30.95 |
| (SD)] | $(7.72)$ | $(6.91)$ | $(8.51)$ | $(8.73)$ |
| QALYs [Mean | $.27(.14)$ | $.26(.14)$ | $.27(.13)$ | $.26(.14)$ |
| (SD)] |  |  |  |  |
| Societal costs | $€ 21,646$ | $€ 21,732$ | $€ 21,558$ | $€ 22,152$ |
| [Mean (SD)] | $(15,705)$ | $(17,404)$ | $(13,904)$ | $(16,016)$ |
| Health care costs | $€ 2,586$ | $€ 3,017$ | $€ 2,149$ | $€ 3,544$ |
| [Mean $(S D)]$ | $(5,202)$ | $(6,821)$ | $(2,708)$ | $(8,362)$ |

### 5.4.2 Costs

As shown in Table 5.3, the mean total, three-year societal costs were $€ 90,518$ for W , $€ 116,746$ for $\mathrm{X}, € 89,899$ for Y , and $€ 86,839$ for Z . There were no significant differences between treatments. As shown in Table 5.3, the mean total, three-year health care costs were $€ 10,077$ for $\mathrm{W}, € 19,313$ for $\mathrm{X}, € 11,114$ for Y , and $€ 9,928$ for Z . The health care costs differed significantly for the contrasts Y versus $\mathrm{X}\left(t_{(1094)}=-2.50 ; p=0.01\right), \mathrm{Z}$ versus $\mathrm{X}\left(t_{(1092)}=-2.46 ; p=0.01\right)$, and W versus $\mathrm{X}\left(t_{(1092)}=-2.39 ; p=0.02\right)$. There was no significant difference for the contrast W versus Z. In Table 5.5 (Appendix A), a table is provided that displays the raw (i.e., non-model estimated) means (incl. minima, maxima and SDs) for the costs per treatment, per category and per assessment as originally scheduled.

### 5.4.3 Effectiveness

As shown in Table 5.3, the mean improvement in BPDSI score between baseline and follow-up was 20.52 for W, 15.87 for X, 17.19 for Y, and 14.18 for Z. There were no significant differences between treatments. As shown in Table 5.3, the mean number of

Figure 5.1: Flow diagram of the different phases of the trial and the number of patients in each phase.


QALYs gained was 0.30 for $\mathrm{W}, 0.36$ for $\mathrm{X}, 0.31$ for Y , and 0.32 for Z . There were no significant differences between treatments.

Table 5.3: (G)LMM-estimated mean effects and costs.

|  | $\mathbf{W}$ | $\mathbf{X}$ | $\mathbf{Y}$ | $\mathbf{Z}$ |
| :--- | :--- | :--- | :--- | :--- |
| GLMM-estimated <br> mean difference in | 20.52 | 15.87 | 17.19 | 14.18 |
| BPDSI (SD) |  | $(17.59)$ | $(12.02)$ | $(17.26)$ |
| LMM-estimated <br> mean number of | $0.30(0.73)$ | $0.36(0.98)$ | $0.31(0.95)$ | $0.32(0.74)$ |
| QALYs gained <br> (SD) |  |  |  |  |
| GLMM-estimated <br> mean total societal <br> costs (SD) | $(93,699)$ | $(146,476)$ | $(110,886)$ | $(91,591)$ |
| GLMM-estimated <br> mean total health <br> care costs $(S D)$ | $(11,578)$ | $(32,996)$ | $(18,623)$ | $(11,579)$ |

Notes: Results of the (G)LMM-analyses for the means (and SDs) of the improvements in BPDSI score between baseline and follow-up, the number of QALYs gained, as well as the societal and health care costs for each treatment.

### 5.4.4 Cost-effectiveness

In Figure 5.2, the CE-planes of the CEA and CUA from a societal perspective are shown for the contrast $Y$ versus X (see Appendix B for the CE-planes of all other analyses). Figure 5.3 displays the CEACs, both for the CEA and CUA, for all contrasts from a societal as well as a health care perspective. In Table 5.4 the incremental costs, incremental effects, and ICERs are displayed, both for the CEA and CUA, for all contrasts from a societal as well as a health care perspective.

Figure 5.2: Cost-effectiveness Planes for $Y$ versus $X$ of the CEA (left) and CUA (right) from a societal perspective.


Notes: The figures are based on 5,000 simulations. In the CE-planes, each dot represents a CE-pair from one simulation.

Figure 5.3: Cost-effectiveness acceptability curves for Y vs X (upper panels) and Z vs W vs X (lower panels).


Notes: The results from the cost-effectiveness analyses are shown in solid lines, the results from the cost-utility analyses are shown in dashed lines.
Table 5.4: Incremental costs, incremental effects, and incremental cost-effectiveness ratios (ICERs).

| Analysis | Perspective | Comparison | Incremental effects |  |  | Incremental costs |  |  | ICER |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Mean | $2.5{ }^{\text {th }} \mathrm{p}$. | $97.5^{\text {th }} \mathrm{p}$. | Mean | $2.5{ }^{\text {th }} \mathrm{p}$. | $97.5^{\text {th }} \mathrm{p}$. |  |
| CEA | Societal | Y vs X | 0.13 | -0.24 | 0.49 | € 26,786 | € 59,135 | $€ 3,962$ | $€ 211,151$ per 10 BPDSI points gained |
| CEA | Health care | Y vs X | 0.13 | -0.24 | 0.49 | € 8,212 | € 14,993 | € 2,048 | € 64,737 per 10 BPDSI points gained |
| CUA | Societal | Y vs X | -0.05 | -0.29 | 0.18 | € 26,786 | € 59,135 | € 3,962 | € 496,170 per QALY lost |
| CUA | Health care | Y vs X | -0.05 | -0.29 | 0.18 | € 8,212 | € 14,993 | € 2,048 | € 152,121 per QALY lost |
| CEA | Societal | Z vs X | -0.16 | -0.65 | 0.37 | € 28,069 | € 60,296 | $€ 3,921$ | € 179,956 per 10 BPDSI points lost |
| CEA | Societal | W vs X | 0.47 | 0.04 | 0.88 | € 24,455 | € 57,687 | € 9,333 | € 51,983 per 10 BPDSI points gained |
| CEA | Societal | W vs Z | 0.63 | 0.10 | 1.13 | € 3,614 | € 27,776 | € 34,639 | $€ 5,769$ per 10 BPDSI points gained |
| CEA | Health care | Z vs X | -0.16 | -0.65 | 0.37 | € 6,041 | € 10,836 | € 1,349 | € 38,729 per 10 BPDSI points lost |
| CEA | Health care | W vs X | 0.47 | 0.04 | 0.88 | € 5,881 | € 10,754 | € 1,173 | € 12,500 per 10 BPDSI points gained |
| CEA | Health care | W vs Z | 0.63 | 0.10 | 1.13 | $€ 160$ | € 3,822 | $€ 4,288$ | $€ 256$ per 10 BPDSI points gained |
| CUA | Societal | Z vs X | -0.04 | -0.27 | 0.18 | € 28,069 | € 60,296 | $€ 3,921$ | € 625,509 per QALY lost |
| CUA | Societal | W vs X | -0.06 | -0.29 | 0.17 | € 24,455 | € 57,687 | € 9,333 | € 382,813 per QALY lost |
| CUA | Societal | W vs Z | -0.02 | -0.27 | 0.22 | € 3,614 | € 27,776 | € 34,639 | € 190,135 per QALY lost |
| CUA | Health care | Z vs X | -0.04 | -0.27 | 0.18 | € 6,041 | € 10,836 | € 1,349 | € 134,619 per QALY lost |
| CUA | Health care | W vs X | -0.06 | -0.29 | 0.17 | € 5,881 | € 10,754 | € 1,173 | € 92,054 per QALY lost |
| CUA | Health care | W vs Z | -0.02 | -0.27 | 0.22 | € 160 | € 3,822 | € 4,288 | € 8,432 per QALY lost |

[^7] ratios (ICERs).

For the comparison between Y and X the results indicate that Y is the more costeffective treatment for willingness-to-pay values ranging from $€ 0$ to $€ 100,000$ (i.e., per improvement of 10 BPDSI points in the CEA and per QALY gained in the CUA), in the CEA and CUA from both a societal as well as a health care perspective. Given a ceiling ratio of $€ 50,000$ per QALY gained, Y has a $92 \%$ probability of being cost-effective compared to X.

The results of the CEA from a societal perspective in which a distinction was made between the different formats of GST indicate the superiority of W over both Z and X when a willingness-to-pay value of $€ 6,100$ and upwards per improvement of 10 BPDSI points is applied. Also in the CEA from a healthcare perspective Y is the superior treatment. The results of the CUA from both a societal as well as a health care perspective indicate that Z is the more cost-effective treatment for willingness-to-pay values ranging from $€ 0$ to $€ 100,000$ per QALY gained. Given a ceiling ratio of $€ 50,000$ per QALY gained, the probabilities of cost-effectiveness are $59 \%$ for $\mathrm{Z}, 38 \%$ for W and $3 \%$ for X .

### 5.5 Discussion

### 5.5.1 General discussion

In this paper the interim findings of an economic evaluation, based on a multicentre RCT on GST for BPD in the Netherlands, were reported. The preliminary results suggest that Y is superior to X in terms of both cost-effectiveness and cost-utility. Furthermore, W provides the best value for money in terms of improvements in BPD severity, whereas Z is slightly favoured in terms of costs per QALY gained. There are some specific strengths and limitations of the study, which are described below.

### 5.5.2 Strengths

This study was the first to investigate the cost-effectiveness of GST for BPD and compare it to state-of-the-art TAU, the optimal treatments for BPD to date in the Netherlands. In addition, it was the first to compare two different formats for the delivery of GST. A number of 266 patients were assessed repeatedly over a follow-up period for three years. Cost-effectiveness analyses as well as cost-utility analyses were performed to relate societal costs respectively to BPD severity, an outcome measure with clinical relevance specific to BPD, as well as quality of life, which can be measured generically across disorders and is therefore better suited to inform policy decisions concerning the reimbursement of health care treatments.

### 5.5.3 Limitations

The results described in this paper are limited since they are based on an analysis of a dataset that is incomplete. This incompleteness is twofold. First, at the time of this writing assessments of some of the participants are still scheduled for the future. Second, the results presented in this paper are based on a subset of data from the Dutch treatment centres that participate in a larger, international multicentre RCT. Therefore, the findings could be subject to change, both for the Netherlands specifically as well as when the analysis will be based on the complete international dataset. The complete dataset will allow for less uncertainty in the reporting of results, provides opportunity to quantify differences in cost-effectiveness between countries and will have better representativeness overall.

The fact that the trial is still ongoing at the time of writing as well as the relatively high attrition rate, which is characteristic of the study population, contribute to another limitation of the study: the substantial amount of missing data. Multilevel regression analyses were performed that make use of all available data, including cases with missing data. Under certain assumptions regarding the pattern of missingness in the data (Little \& Rubin, 2014), these statistical techniques produce unbiased estimates.

Problems in adhering to the schedule of assessments as intended furthermore compromised data analysis as they may cause missing data for the assessments of effectiveness as well as substantial variability in the reference time periods that were used for the assessments of societal costs (i.e., in case of a missed assessment for costs, the reference time period of the subsequent assessment would cover the missed time period as well). A remapping of the effectiveness outcomes and costs at the times, and using the reference time period as assessed, to the times as they were intended required an interpolation of intermittent missing quality of life data. For assessments of costs, the extended reference time period of subsequent assessments in case one was missed implies reliance on patient recall for time periods that were often much longer than the six months as originally intended.

### 5.6 Conclusion

We performed a trial-based economic evaluation embedded in a multicentre RCT on GST for BPD in the Netherlands with 266 patients. The results suggest superiority of Y compared to X in terms of both cost-effectiveness and cost-utility. The results of the cost-effectiveness analyses furthermore suggest that W provides the best value for money concerning improvements in BPD severity, whereas Z is most favourable in terms of costs per QALY. Further continuation of the trial as well as combining the results with
those obtained in treatment centres in other countries will reveal whether the preliminary results here presented also hold for the complete and international dataset.
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### 5.8 Appendix A

Table 5.5: The minima (min.), maxima (max.), means and standard deviations (SDs) of the costs per treatment, per category and per assessment as originally scheduled.

| Analysis | W |  |  |  | X |  |  |  | Y |  |  |  | Z |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Min. | Max. | Mean | SD | Min. | Max. | Mean | SD | Min. | Max. | Mean | SD | Min. | Max. | Mean | SD |
| $\mathrm{T}_{0}$ : Societal costs | $€ 700$ | $€ 58,534$ | $€ 21,558$ | € 13,904 | $€ 1,054$ | € 93,271 | € 22,152 | € 16,016 | $€ 409$ | € 85,854 | € 21,646 | € 15,705 | $€ 409$ | € 85,854 | $€ 21,732$ | € 17,404 |
| $\mathrm{T}_{1}$ : Societal costs | € 2,213 | € 56,648 | € 20,129 | € 13,574 | $€ 683$ | € 96,140 | € 22,507 | € 16,695 | € 853 | € 56,648 | € 19,703 | € 13,156 | € 853 | € 54,372 | € 19,255 | € 12,805 |
| $\mathrm{T}_{2}$ : Societal costs | € 1,888 | € 81,783 | $€ 21,511$ | € 16,218 | $€ 412$ | € 49,064 | € 21,631 | € 12,880 | € 1,888 | € 81,783 | € 20,004 | € 14,202 | € 2,131 | € 48,220 | € 18,415 | € 11,648 |
| $\mathrm{T}_{3}$ : Societal costs | € 1,552 | $€ 53,778$ | € 17,344 | € 13,689 | € 6 | € 78,681 | € 21,725 | € 14,500 | € 977 | $€ 53,778$ | € 15,771 | € 12,718 | $€ 977$ | € 42,528 | € 14,138 | € 11,529 |
| $\mathrm{T}_{4}$ : Societal costs | € 157 | € 46,296 | € 16,778 | € 12,325 | € 84 | € 78,681 | € 20,659 | € 14,237 | € 157 | € 46,296 | € 16,231 | € 11,923 | € 629 | € 39,610 | € 15,597 | € 11,547 |
| $\mathrm{T}_{5}$ : Societal costs | € 128 | € 46,715 | € 18,834 | € 12,720 | € 112 | € 42,417 | € 17,871 | € 11,099 | € 128 | € 46,715 | € 16,586 | € 12,578 | $€ 251$ | € 36,201 | € 14,396 | € 12,202 |
| $\mathrm{T}_{6}$ : Societal costs | € 41 | € 41,469 | € 18,179 | € 12,286 | € 15 | € 52,483 | € 17,648 | € 12,062 | € 28 | € 41,469 | € 15,578 | € 12,183 | € 28 | € 32,417 | € 12,754 | € 11,587 |
| $\mathrm{T}_{0}$ : Health care costs | $€ 0$ | € 17,877 | $€ 2,149$ | $€ 2,708$ | € 0 | € 65,392 | $€ 3,544$ | $€ 8,362$ | $€ 0$ | $€ 44,271$ | $€ 2,586$ | $€ 5,202$ | $€ 0$ | $€ 44,271$ | $€ 3,017$ | € 6,821 |
| $\mathrm{T}_{1}$ : Health care costs | € 0 | € 15,447 | € 3,538 | € 2,347 | € 0 | € 57,366 | € 3,570 | € 6,017 | € 0 | € 19,266 | € 3,119 | € 2,534 | €0 | € 19,266 | € 2,679 | € 2,665 |
| $\mathrm{T}_{2}$ : Health care costs | € 0 | $€ 12,090$ | $€ 3,712$ | € 2,014 | € 66 | € 23,935 | € 3,590 | $€ 3,752$ | $€ 0$ | $€ 17,528$ | $€ 3,277$ | € 2,177 | € 764 | € 17,528 | € 2,820 | € 2,266 |
| $\mathrm{T}_{3}$ : Health care costs | $€ 0$ | € 7,653 | $€ 2,688$ | $€ 1,634$ | €0 | € 56,888 | $€ 4,565$ | $€ 7,055$ | $€ 0$ | € 7,653 | $€ 2,264$ | $€ 1,450$ | € 225 | $€ 6,103$ | € 1,824 | $€ 1,081$ |
| $\mathrm{T}_{4}$ : Health care costs | € 0 | € 7,451 | € 2,163 | € 1,375 | € 22 | € 56,888 | € 3,926 | € 6,637 | € 0 | $€ 9,006$ | € 1,868 | € 1,545 | €9 | $€ 9,006$ | € 1,525 | € 1,673 |
| $\mathrm{T}_{5}$ : Health care costs | $€ 0$ | $€ 7,463$ | € 1,359 | $€ 1,667$ | €0 | € 15,208 | $€ 2,175$ | $€ 2,566$ | $€ 0$ | € 7,463 | € 1,189 | € 1,435 | €0 | € 4,365 | € 1,023 | € 1,165 |
| $\mathrm{T}_{6}$ : Health care costs | € 0 | € 14,432 | € 1,870 | € 3,180 | € 0 | € 24,002 | € 2,456 | € 3,885 | $€ 0$ | € 14,432 | € 1,469 | $€ 2,511$ | $€ 0$ | $€ 5,935$ | € 1,033 | € 1,403 |
| $\mathrm{T}_{0}$ : Time by others | $€ 0$ | € 7,885 | € 1,398 | € 2,406 | € 0 | € 25,626 | € 1,430 | € 3,457 | € 0 | € 20,500 | € 1,448 | € 3,057 | € 0 | € 20,500 | € 1,497 | € 3,604 |
| $\mathrm{T}_{1}$ : Time by others | $€ 0$ | € 8,394 | € 796 | € 1,723 | € 0 | € 26,213 | € 1,214 | € 3,280 | € 0 | $€ 20,582$ | € 855 | € 2,372 | $€ 0$ | $€ 20,582$ | € 917 | € 2,918 |
| $\mathrm{T}_{2}$ : Time by others | $€ 0$ | € 22,240 | € 1,798 | $€ 4,097$ | €0 | $€ 6,368$ | $€ 567$ | $€ 1,066$ | € 0 | € 22,265 | $€ 1,263$ | $€ 3,647$ | $€ 0$ | € 22,265 | € 699 | $€ 3,039$ |
| $\mathrm{T}_{3}$ : Time by others | € 0 | € 19,159 | € 1,093 | € 3,141 | €0 | € 7,516 | $€ 501$ | € 1,224 | € 0 | € 19,159 | € 775 | € 2,461 | €0 | € 9,409 | $€ 445$ | € 1,414 |
| $\mathrm{T}_{4}$ : Time by others | $€ 0$ | € 5,280 | $€ 558$ | € 1,238 | € 0 | € 5,785 | € 394 | $€ 1,036$ | € 0 | € 7,953 | $€ 553$ | $€ 1,297$ | $€ 0$ | € 7,953 | $€ 547$ | € 1,377 |
| $\mathrm{T}_{5}$ : Time by others | € 0 | € 18,901 | € 934 | € 3,254 | € 0 | $€ 5,905$ | € 351 | € 920 | € 0 | € 18,901 | € 644 | € 2,379 | €0 | $€ 4,520$ | € 361 | $€ 920$ |
| $\mathrm{T}_{6}$ : Time by others | € 0 | € 18,452 | € 876 | € 3,145 | € 0 | € 13,899 | $€ 479$ | € 1,858 | € 0 | € 18,452 | € 576 | € 2,319 | $€ 0$ | € 2,843 | $€ 251$ | € 644 |
| $\mathrm{T}_{0}$ : Productivity losses | € 0 | € 27,968 | $€ 12,680$ | € 10,674 | €0 | $€ 27,968$ | $€ 11,070$ | $€ 10,480$ | €0 | $€ 27,968$ | € 12,598 | $€ 10,565$ | $€ 0$ | € 27,968 | € 12,518 | $€ 10,537$ |
| $\mathrm{T}_{1}$ : Productivity losses | € 0 | € 27,968 | $€ 10,869$ | $€ 10,717$ | € 0 | € 27,968 | € 11,888 | € 10,485 | € 0 | € 27,968 | € 11,206 | € 10,433 | € 0 | € 22,906 | € 11,560 | € 10,208 |
| $\mathrm{T}_{2}$ : Productivity losses | $€ 0$ | € 27,968 | € 11,428 | $€ 10,238$ | € 0 | € 23,493 | $€ 13,023$ | € 9,661 | € 0 | € 27,968 | € 11,482 | € 10,109 | $€ 0$ | € 27,129 | € 11,538 | € 10,066 |
| $\mathrm{T}_{3}$ : Productivity losses | € 0 | € 21,516 | € 10,051 | € 10,032 | €0 | € 26,892 | € 12,510 | € 9,713 | € 0 | € 21,740 | € 9,742 | € 9,769 | $€ 0$ | € 21,740 | € 9,420 | € 9,576 |

Table 5.5 - continued from previous page

| Analysis | W |  |  |  | X |  |  |  | Y |  |  |  | Z |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Min. | Max. | Mean | SD | Min. | Max. | Mean | SD | Min. | Max. | Mean | SD | Min. | Max. | Mean | SD |
| $\mathrm{T}_{4}$ : Productivity losses | € 0 | € 23,262 | € 11,427 | € 10,399 | € 0 | € 23,792 | € 12,997 | $€ 9,751$ | € 0 | € 23,262 | € 11,283 | € 10,093 | €0 | € 21,555 | € 11,116 | € 9,843 |
| $\mathrm{T}_{5}$ : Productivity losses | € 0 | € 20,816 | € 12,605 | $€ 9,579$ | € 0 | € 25,839 | € 12,283 | € 9,454 | € 0 | € 20,987 | € 11,352 | $€ 9,672$ | €0 | € 20,987 | € 10,132 | € 9,728 |
| $\mathrm{T}_{6}$ : Productivity losses | € 0 | € 20,686 | € 12,498 | € 9,191 | € 0 | € 22,554 | € 12,069 | € 9,009 | € 0 | € 25,176 | € 11,158 | € 9,644 | € 0 | € 25,176 | $€ 9,703$ | $€ 10,043$ |
| $\mathrm{T}_{0}$ : Patient time | € 0 | € 14,826 | € 3,872 | € 3,885 | € 0 | $€ 41,001$ | $€ 4,095$ | $€ 5,119$ | € 0 | € 21,965 | $€ 3,550$ | € 4,150 | € 0 | € 21,965 | € 3,035 | € 4,385 |
| $\mathrm{T}_{1}$ : Patient time | € 0 | € 20,844 | € 2,712 | $€ 4,125$ | € 0 | € 40,857 | $€ 3,997$ | $€ 5,171$ | € 0 | € 20,844 | € 2,210 | $€ 3,370$ | €0 | € 9,546 | € 1,682 | € 2,245 |
| $\mathrm{T}_{2}$ : Patient time | € 0 | € 19,540 | € 2,595 | $€ 4,067$ | € 0 | € 14,752 | € 2,475 | $€ 3,337$ | € 0 | € 19,540 | € 2,192 | € 3,311 | €0 | € 10,212 | € 1,767 | € 2,218 |
| $\mathrm{T}_{3}$ : Patient time | €0 | € 24,123 | € 1,886 | € 3,830 | €0 | € 13, 100 | $€ 1,826$ | $€ 2,598$ | €0 | € 24,123 | $€ 1,662$ | $€ 3,113$ | €0 | € 11,782 | $€ 1,431$ | € 2,145 |
| $\mathrm{T}_{4}$ : Patient time | € 0 | € 17,543 | € 1,367 | € 2,730 | € 0 | € 25,725 | € 1,649 | € 3,488 | € 0 | € 17,543 | € 1,385 | € 2,639 | €0 | € 13,160 | € 1,407 | € 2,561 |
| $\mathrm{T}_{5}$ : Patient time | € 0 | € 15,603 | € 2,058 | $€ 3,283$ | €0 | € 11,104 | € 1,344 | € 2,134 | €0 | € 15,603 | $€ 1,809$ | € 2,834 | €0 | € 10,117 | € 1,567 | € 2,334 |
| $\mathrm{T}_{6}$ : Patient time | € 0 | € 14,983 | € 1,832 | € ${ }_{3,353}$ | € 0 | € 9,425 | € 1,495 | € 2,370 | €0 | € 14,983 | € 1,417 | € 2,658 | €0 | € 6,698 | € 967 | € 1,527 |
| $\mathrm{T}_{0}$ : Patient costs | € 0 | € 6,930 | € 1,460 | $€ 1,334$ | €0 | € 14,828 | € 2,013 | € 2,305 | € 0 | € 6,930 | $€ 1,563$ | $€ 1,360$ | € 13 | € 6,262 | $€ 1,665$ | € 1,388 |
| $\mathrm{T}_{1}$ : Patient costs | €0 | $€ 5,211$ | € 1,124 | $€ 1,184$ | € 0 | € 10,972 | € 1,652 | $€ 1,891$ | € 0 | $€ 5,494$ | $€ 1,221$ | $€ 1,219$ | €0 | $€ 5,494$ | € 1,322 | $€ 1,257$ |
| $\mathrm{T}_{2}$ : Patient costs | €0 | € 15,299 | $€ 1,308$ | $€ 2,338$ | € 0 | $€ 5,982$ | $€ 1,268$ | $€ 1,293$ | € 0 | € 15,299 | € 1,265 | € 1,826 | € 0 | $€ 4,311$ | € 1,220 | € 1,071 |
| $\mathrm{T}_{3}$ : Patient costs | €0 | $€ 5,104$ | € 865 | $€ 904$ | €0 | $€ 9,381$ | € 1,070 | $€ 1,477$ | €0 | € 5,104 | € 866 | € 871 | € 23 | $€ 3,979$ | € 866 | € 845 |
| $\mathrm{T}_{4}$ : Patient costs | € 0 | € 3,791 | € 897 | € 956 | € 1 | $€ 5,580$ | € 960 | $€ 1,163$ | € 0 | € 3,791 | € 872 | € 926 | € 1 | € 3,589 | € 842 | $€ 900$ |
| $\mathrm{T}_{5}$ : Patient costs | € | $€ 3,315$ | € 640 | € 729 | €0 | $€ 3,658$ | € 772 | € 839 | €0 | € 7,419 | € 744 | $€ 1,148$ | €0 | € 7,419 | € 845 | $€ 1,448$ |
| $\mathrm{T}_{6}$ : Patient costs | € 4 | $€ 3,929$ | $€ 1,010$ | € 972 | €0 | €6,541 | € 880 | € 1,052 | € 4 | € 3,929 | € 839 | € 870 | € 5 | € 2,991 | € 654 | $€ 713$ |

### 5.9 Appendix B

Figure 5.4: CE-planes of the cost-effectiveness analyses (CEA) and cost-utility analyses (CUA) using a societal perspective for (from left to right, top to bottom): Y vs X (CEA), X vs Z (CEA), Y vs Z (CEA), Y vs X (CUA), X vs Z (CUA), Y vs Z (CUA).


Notes: The figures are based on 5,000 simulations. In the CE-planes, each dot represents a CE-pair from one simulation.

Figure 5.5: CE-planes of the cost-effectiveness analyses (CEA) and cost-utility analyses (CUA) using a health care perspective for (from left to right, top to bottom): Y vs X (CEA \& CUA), W vs Z (CEA) , Z vs X (CEA), W vs X (CEA), W vs Z (CUA), Z vs X (CUA), W vs X (CUA).


Notes: The figures are based on 5,000 simulations. In the CE-planes, each dot represents a CE-pair from one simulation.
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### 6.1 Abstract

Multilevel modelling is an appropriate solution for economic evaluations based on longitudinal randomized controlled trials (RCTs) in which calculation of total costs per individual patient is jeopardized by missing data. When applied in a Bayesian context, the estimates of model parameters can be used to calculate the probability that an intervention is cost-effective relative to another. In this paper we demonstrate how to apply Bayesian multilevel modelling to longitudinal cost-effectiveness data from (multicentre) randomized clinical trials as an extension of the net benefit regression framework. Using an empirical dataset we illustrate how it can be tested whether the development of net benefit over time is best described by 1 ) autoregressive models, 2) latent growth curve models, 3) quadratic growth curve models, or 4) autoregressive latent trajectory models. Cost-effectiveness acceptability curves were directly constructed using the parameter estimates from the best fitting model and based on all available data, including cases with missing values. We conclude that Bayesian multilevel net benefit regression is a useful approach for the analysis of longitudinal cost-effectiveness data.

### 6.2 Introduction

Randomized clinical trials (RCTs) on interventions for complex health problems often require extensive follow-up time periods before their full impact is revealed. These follow-up time periods may exceed the timespan for which it is still reasonable to rely on patient recall. Therefore, when longitudinal data are collected through patient report (e.g., interviews or questionnaires) assessments are usually performed repeatedly over time. An advantage of this repeated assessment is that it can show the (individual differences in) participants' development over time. This can provide important insight into the dynamics of the health problems under study that would otherwise remain obscured. However, repeated assessment may also cause a specific methodological challenge. It inherently creates opportunities for missing data to occur: whenever a trial participant misses a planned assessment, this will create a missing value in the dataset.

In general, the loss of information due to missing data adds uncertainty to the results that should not be ignored. Otherwise, results might be (seriously) biased. A second drawback of missing data is more specific for economic evaluations: when a patient is repeatedly assessed, missing data for one or more assessments jeopardizes the calculation of the total costs that were incurred for this patient over the course of the complete followup time period. Even when for a patient data is available for all but a single assessment, there will be a missing value for the total costs for that patient. This presents a researcher
who wants to perform an analysis based on total costs per patient with two options. The first is to completely remove a patient from the analysis, even if he/she missed only a single assessment. Total costs for that patient will then be treated as a missing value. The second option is to impute the missing values for individual assessments so that the total costs for that patient can be estimated. This would imply that additional procedures need to be performed for imputation, which can be rather complex. A more direct and efficient use of the data would be using all available patient data. So, if a patient missed one (or more) assessments, then all the data that is available from this patient (i.e., the scores on the assessments that the patient did not miss) could still be used for parameter estimation. This can be done using multilevel modelling.

Multilevel modelling was developed to analyse hierarchical data in which observations are 'nested' within overarching units (Hox, 1995). Examples of such nested data are repeated assessments, in which the consecutive observations are nested within individuals, and multicentre trials, in which participants are nested in treatment centres. Multilevel analysis efficiently uses all available data when estimating parameters. For example, assume that we assess a sample of 10 individuals on 5 different time points, and that one of these individuals has missing values at the third and fifth assessment. The data for the other 9 individuals are complete. With these data, multilevel analysis will estimate the mean score at time points 1,2 , and 4 , using all 10 individuals in the sample. To estimate the mean scores at time points 3 and 5, multilevel analysis will use the observed scores of the 9 individuals with complete data, and the expected scores at these time points for the individual with the missing data, where these expected scores are determined based on his/her observed scores at time points 1, 2, and 4. This way, all information provided by the individuals in the sample is used, while the fact that there is missing data will show up in larger standard errors for the estimates at time point 3 and 5 (because the estimates for those time points are based on fewer observed scores than the estimates at time point 1,2 , and 4). This way of handling missing data implies that multilevel analysis will easily produce unbiased results (under the assumption that the missingness is either random or conditional on other observed variables in the model, see Little \& Rubin, 2014) when data includes cases with missing values. Multilevel modelling thus has the ability to account for hierarchical data structures, and can easily deal with the missing data that are likely to occur with longitudinal research designs in which data collection is based on patient report. Therefore, it is ideally suited for analyses of data from economic evaluations performed alongside longitudinal (multicentre) RCTs.

Economic evaluations provide evidence on the value-for-money of health care interventions (Drummond et al., 2015). Specifically, patient-level data on health outcomes (e.g., percentage of recovery) are combined with economic data on resource use in what is called a cost-effectiveness analysis (CEA). A convenient framework for CEA is net
benefit regression (NBR; Hoch et al., 2002). In this framework, the net benefit (NB) is calculated for each trial participant by subtracting the costs incurred by this individual from the amount that society is willing to pay for his or her health outcome, and subsequently used as the dependent variable in a regression analysis. Differences in mean net benefit between different treatments can be determined by also adding the type of treatment as a predictor in the regression model. A positive difference in mean net benefit of one treatment over another indicates the relative cost-effectiveness of that treatment.

Ultimately, the goal of a CEA is to give probabilistic statements about which intervention is the most cost-effective. However, with the standard (frequentist) analysis methods available in popular statistical software packages such as SPSS, STATA, and SAS, this is not possible. The reason for this is that these methods can only be used for null hypothesis testing, the method of inference used in classical statistics. In the present context this would imply calculating the probability of finding the observed sample data when assuming the intervention of interest is not cost-effective. This probability is not the same as the probability that an intervention is cost-effective, and importantly, the one cannot be determined from the other. A solution to this problem is provided by Bayesian statistics. Bayesian statistics is a subset of the field of statistics that has a different approach to probability and statistical inference than classical statistics. Due to these differences, the outcome of a Bayesian analysis does not consist of parameter-estimates and their corresponding standard errors, but of entire distributions for the parameters under study. These distributions, called posterior distributions, give the likelihood for different parameter values given the data, and can be used for statistical inference. The mean of the posterior distribution of a parameter can be used as a point estimate for example, while the standard deviation can be used as a measure equivalent to standard errors. Moreover, the likelihood of certain ranges of parameter values (e.g., differences in mean net benefit larger than 0 ) can be estimated by determining the proportions of the posterior distributions that fall within this range. Using these estimates, cost-effectiveness acceptability curves that show the probability that an intervention is cost-effective can be constructed for a range of different willingness-to-pay values.

In this article, we aim to demonstrate how Bayesian multilevel net benefit regression models can be applied to longitudinal cost-effectiveness data from (multicentre) RCTs. First, we describe how net benefit can be calculated for each individual and for each assessment in longitudinal studies for the case of a dichotomous (i.e., binary) variable for effectiveness that is only assessed once in combination with a variable for costs that is repeatedly assessed as well as the case of a continuous variable for effectiveness in combination with a variable for costs that are both repeatedly assessed. Next, we describe in more detail how to use the estimates of NBR model parameters for calculating the probability of relative cost-effectiveness. Subsequently, we introduce the set of multi-
level NBR models that were used for this paper and describe how they can be estimated. These sections are deliberately kept short and avoid the use of technical terms to facilitate readability of the paper. However, we do provide more detailed (statistical) descriptions of the models as well as their estimation using Bayesian methods in the appendix to this paper. Next, we explain how to determine which model from among the set of models provided fits the data best and how the output of this model is presented. Finally, we demonstrate the above using an empirical dataset from a longitudinal, multicentre RCT on psychotherapy for personality disorders. This dataset is characterized by a dichotomous (i.e., binary) variable for effectiveness (i.e., indicating whether or not a patient has recovered at the three-year follow-up assessment), societal costs that were repeatedly assessed during the same three year follow-up time period, and missing values.

A detailed manual is provided to accompany this article with explanations and step-by-step instructions for data preparation and running the models that are presented in this paper (including $R$ commands and JAGS model code). Importantly, the primary focus of the paper and supporting documents are to explain and demonstrate the application of the models. The instructions provided are restricted to the steps that are at the least necessary in producing the results here presented. As such, they are not intended to be wholly sufficient for the guidance on the complete and proper analysis of a given dataset (e.g., no guidance is provided on how to perform additional sensitivity analyses to test assumptions regarding the randomness of missing data or prior distributions). However, some practical notes on the application of (Bayesian) regression modelling in general are provided where applicable.

### 6.3 Methods

### 6.3.1 Net benefit regression

In order to perform net benefit regression on longitudinal data, net benefits need to be calculated for each individual participant and for each of the repeated assessments. Subsequently, these net benefits can be used as the dependent variable in a regression framework. This contrasts with the conventional application of net benefit regression in which total net benefit for each individual participant is used as the dependent variable. We will demonstrate below how the net benefits can be calculated for longitudinal data in two cases. First, we describe how to do this when using a dichotomous outcome measure for effectiveness (i.e., recovery from borderline personality disorder (BPD) at follow-up, as used in the specific dataset by which we demonstrate how to apply our approach further on in this article). Second, we also describe how to calculate net benefits when a continuous outcome measure is used for effectiveness.

The calculation of net benefits for each assessment is based on the costs as measured at each of those assessments. These costs refer to the costs that were incurred between subsequent assessments, not the total costs that were incurred up until a specific assessment. Also the willingness-to-pay value (i.e., the amount of money used for the valuation of a participant's recovery in our example) is divided over the total number of assessments, so that it contributes equally to the net benefit for each assessment. It is furthermore assumed that all time periods between subsequent assessments have an equal duration.

Importantly, only the costs incurred once treatment has started need to be considered in an economic evaluation. This implies that the net benefit for the baseline assessment, although it is used for modelling the development of net benefit over time (i.e., to estimate the intercept), is not taken into account in the calculation of total mean net benefit per treatment. Therefore, the total willingness-to-pay value is divided by the total number of assessments minus one when calculating the net benefits for each individual participant and for each of the repeated assessments.

For longitudinal studies in which a dichotomous outcome measure is used for effectiveness, the net benefit (NB) can be determined for $i=1,2, \ldots, \mathrm{~N}$ individuals (where N denotes the total sample size), and for $t=1,2, \ldots, \mathrm{~T}$ assessments (where T is the total number of repeated assessments) using,

$$
N B_{i, t}=\left(\frac{\lambda * E_{i}}{T-1}\right)-C_{i, t}
$$

where $E_{i}$ is a dichotomous variable indicating effectiveness of the treatment for patient $i$ (in our empirical example $E_{i}=0$ indicates no recovery at follow-up, and $E_{i}=1$ indicates recovery at follow-up), $\lambda$ is the willingness-to-pay value in euros, and $C_{i, t}$ are the costs for patient $i$ incurred in the time period between assessment $t$ and $t-1$. In longitudinal studies in which a continuous outcome measure is used as the effect variable, the net benefit can be determined using,

$$
N B_{i, t}=\left(\frac{\lambda *\left(E_{i, t}-E_{i, t-1}\right)}{T-1}\right)-C_{i, t}
$$

where $E_{i, t}$ is a continuous variable indicating the effectiveness of the treatment for patient $i$ at assessment $t$.

These net benefits are subsequently used as the dependent variable in the NBR models. In these models, conclusions about the relative cost-effectiveness of treatments are based on differences in the mean total net benefit between treatments: a positive difference in mean total net benefit for one treatment over another indicates the relative
cost-effectiveness of that treatment. The mean total net benefit of each treatment is calculated by first determining each treatment's mean net benefit at each assessment (using Bayesian estimation, see Appendix A) and subsequently summing the separate estimates for assessments $t=2, \ldots, \mathrm{~T}$ (while excluding the baseline assessment as explained above).

### 6.3.2 Model specification

In this paper we use Bayesian methods to test for a specific dataset whether the development of net benefit over time is best described by 1) a first-order autoregressive (AR1) model (Jöreskog, 1970, 1979), 2) a latent growth curve (LGC) model (Bollen \& Curran, 2004, 2006; Meredith \& Tisak, 1990), 3) a quadratic growth curve (QGC) model, or 4) an autoregressive latent trajectory (ALT) model (Bollen \& Curran, 2004; Curran \& Bollen, 2001). A detailed statistical description of all the models that were used in this study is provided as an appendix to this paper (Appendix A). In short, the underlying rationale for each of the models is the following: AR1 models test if net benefit shows reversible change over time in the absence of systematic change, LGC models test for linear change in net benefit, QGC models test for curvilinear change, and ALT models combine a LGC model with an AR1 model, and can therefore test for linear change while accounting for the possibility of autocorrelation between consecutive observations obtained from the same individual. These longitudinal multilevel models are well suited for modelling the development of net benefit over time. Not only do they allow for the estimation of individual change trajectories (or growth curves) for net benefit over time, but for the estimation of inter-individual differences in these trajectories as well. This also implies that these models can be easily extended to account for differences at higher levels, such as differences between treatment centres in a multicentre RCT (see Appendix C for an example of a three level model).

All models were tested using both fixed and random parameters, and in all possible combinations thereof. For the present article, this was done for the purpose of demonstrating the full set of models. In practice however, it would be more sensible to select a subset of models consistent with the results of a preceding preliminary analysis of the data (i.e., using simple descriptive statistics and plots; see Appendix D). Following multilevel modelling terminology, random parameters are defined as consisting of both a fixed part (e.g., a mean intercept or slope) and a random part (e.g., individual deviations from the mean intercept or slope). This implies that when a parameter is included as a random effect, the fixed part of the parameter is always included in the model as well. In other words, an estimate of the fixed part of the random parameter is equivalent to the estimate of a fixed parameter for the same variable. This means that when estimating a random parameter for a given variable, the fixed parameter for the same variable is automatically
included as well. For the AR1 model and the ALT model, we did not estimate models with random AR-parameters, because the number of repeated assessments is too small for meaningful estimation of inter-individual differences in this parameter. For the AR1 model, the accompanying manual does provide code for data analysis with random ARparameter. For the ALT model, no such code is provided because this model is usually not applied to data with enough repeated assessments for random AR-parameters.

For Bayesian analysis, one needs to specify prior distributions (representing prior beliefs about parameter values) and data distributions, both of which are given in Appendix A. In short, vague (or diffuse) priors were used for all models and all models were based on normally distributed data. Throughout the current article we limited our analyses to normally distributed net benefit data with just two-levels (observations nested in individuals). However, both data with non-normal distributions, and data with more than two levels can occur, in particular for economic evaluations performed in parallel to multicentre RCTs. Costs in economic evaluations often follow non-normal, skewed distributions due to the fact that costs are non-negative and whereas most patients typically incur relatively low costs, few(er) patients will incur high(er) costs. Since net benefit is in part a function of costs, when costs are skewed this will also affect the distribution of net benefit. Multicentre longitudinal RCTs, in which patients are assessed in several participating centres, lead to three-level data in which observations (level 1) are nested in patients (level 2), and patients are nested in treatment centres (level 3). Information on how to extend our approach to non-normally distributed data and/or nested data with three or more levels is provided in Appendix C.

### 6.3.3 Model estimation

The models described in this paper are estimated using JAGS, a program designed for analyzing Bayesian models using Markov Chain Monte Carlo (MCMC) estimation. Conveniently, JAGS interfaces with R, a programming environment well suited for the implementation of statistical techniques. We provide a detailed manual to accompany this article that explains the different steps necessary for the preparation of the data in $R$, the code that shows how the different models are implemented in JAGS as well as the $R$ commands required to run the models in JAGS according to specific settings. These settings pertain to total number of iterations, the number of Markov chains that are run for each model, the 'burn-in' or the number of iterations at the beginning of the chain that are discarded and the thinning rate, which is a positive integer $n$ that indicates that for every iteration of the model only the values of the nth iteration are used. This serves to reduce autocorrelation between values from successive iterations, which is needed in certain cases for successful parameter estimation. Initially, the models are estimated us-
ing 100,000 iterations, of which the first 5,000 are discarded (i.e., burn-in). A standard thinning rate of 1 is used. The Gelman-Rubin statistic (Gelman \& Rubin, 1992) is used as a diagnostic criterion for convergence, with a cutoff value of 1.1. In addition, visual inspection of the 'trace plots' (plots that show the sampled values of parameters for each iteration) is used to confirm that convergence has been achieved (i.e., these trace plots appear as 'fat hairy caterpillars' in which sampled values scatter randomly about a stable mean value, which would be indicative for convergence, or they appear as 'thin curly snakes' when convergence has not yet been reached (Lunn et al., 2013)). In case convergence has not been reached after 100,000 iterations, additional iterations are run (using the 'update' function in JAGS) until convergence is reached. Also, convergence issues can often be resolved by better choice of starting values, or re-parameterising the model (e.g., ensure all covariates are centred). In case convergence cannot be reached at all, this suggests conflict between the data and model (which includes prior specification). Nonconvergence means that the estimates from repeated iterations do not stabilize around a single mean value. As a consequence, the posterior distributions cannot be interpreted as a reliable reflection of the parameter values. Therefore, a different model should be used in case of non-convergence.

### 6.3.4 Model comparison

The different models are compared based on their deviance information criterion (DIC) values to determine which model fits the data best (Spiegelhalter et al., 2002). A description of this information criterion is presented in Appendix B. For now, it suffices to know that, similar to other information criteria like the AIC (Akaike, 1998) and BIC (Schwarz, 1978), the DIC can be seen as consisting of two parts; one part that measures model (mis)fit, and a second part that quantifies the dimensionality, or complexity, of a model. This implies that model selection based on the DIC is based on a trade-off between model fit and model complexity. If two models fit the data equally well, than the model with the lowest complexity (i.e., the lowest number of model parameters) will be selected. Lower values on the DIC imply a 'better' model fit and, as a rule of thumb, differences in DIC values larger than 5 are usually considered relevant. Once it is decided which model fits the data best, treatment condition is added as a predictor for the interindividual variances in the intercept and the slope in order to estimate separate growth curves for each treatment. It is important to note that for a complete data analysis the DIC should never be used in isolation for model comparison. This is because in principle the possibility exists that all models under consideration have a poor fit to the data. Therefore, additional model checking (e.g., residual checks, predictive checks (Lunn et al., 2013; Gelman et al., 2014)) would be required when doing a complete data analysis.

In addition, it is important to note that model checking and comparison are complicated by hierarchical structure (Lunn et al., 2013).

### 6.3.5 Presentation of the results

The change in mean NB is presented using separate growth curves for each treatment, that is, curves that show each treatment's model predicted mean NB for the individual assessments. These curves are constructed using our best fitting model and a range of different values for willingness-to-pay. The information on relative cost-effectiveness between treatments can be plotted in cost-effectiveness acceptability curves (CEACs). CEACs plot the probability of relative cost-effectiveness for one treatment over another, based on incremental mean total net benefit, for a range of different willingness-to-pay values $\lambda$. Specifically, willingness-to-pay per recovered patient is given on the $x$-axis of these CEACs, whereas the probability of relative cost-effectiveness is given on the $y$-axis. Growth curves as well as CEACs were estimated using the following range of willingness-to-pay values ( $\lambda$; in euros): $0 ; 2,500 ; 5,000 ; 7,500 ; 10,000 ; 12,500 ; 15,000 ; 17,500 ; 20,000 ;$ 30,000; 37,500; 40,$000 ; 60,000$ and 80,000 .

### 6.3.6 Empirical dataset

To demonstrate how to apply the Bayesian multilevel models and choose between the different models in practice, the suggested approach is illustrated using a dataset from a multicentre RCT on psychotherapy for personality disorders (PDs). The study protocol and results have been described in detail elsewhere (Bamelis et al., 2012, 2014, 2015). In short, this RCT included 320 patients with various PDs recruited from twelve mental health centres in the Netherlands, who were randomized over three treatment conditions: schema therapy (ST; $\mathrm{n}=145$ ), clarification-oriented psychotherapy (COP; $\mathrm{n}=41$ ) and treatment as usual (TAU; $\mathrm{n}=134$ ). Overall, the dataset contained $22 \%$ missing data (from 0\% at baseline to $32 \%$ at follow-up). Importantly, it is assumed that data are missing at random (MAR) or missing completely at random (MCAR; Little \& Rubin, 2014). A demonstration of the additional sensitivity analyses that would be required when there are reasons to question the plausibility of this assumption (Molenberghs et al., 2014) are beyond the scope of this paper. Societal costs were assessed at six points in time in total. After an initial baseline assessment (and subsequent start of treatment), societal costs were assessed every six months for two years. A final follow-up assessment took place one year later (i.e., at three years), at which point it was also assessed whether or not the patient had recovered from BPD. We have coded an additional time point $\mathrm{t}_{6}$, containing missing values for the net benefit of each patient, to preserve six month intervals between
time points. Therefore, growth curves show seven time points in total. Data on patients' recovery from PD at three-year follow-up and their total societal costs incurred in the six months before each assessment were used to calculate NB for each individual and for each of the six assessments.

### 6.4 Results

The DIC values of all models that were tested are listed in Table 6.1. In addition, the $p D$-values for all the models, which are indicative of model complexity (higher values indicate more complexity), are given in this table. In case a model did not converge, this is also listed. These models are either too complex for the amount of information present in the data, or they have a really poor fit to the data. A QGC model with random intercept, random slope, and fixed quadratic term had the lowest DIC value and was therefore the best fitting model (see Table 6.1). Subsequently, type of treatment was added as a predictor for the inter-individual variances in the intercept and the slope to enable estimation of separate growth curves for each treatment. These growth curves are shown in Fig 6.1. This figure shows that, although the NB of the COP treatment seems to be structurally lower than that of the other two treatments, the development of mean NB is quite similar for all three treatments. The parameter estimates and their corresponding credibility intervals (listed in Table 6.2) show a similar picture, with the credibility intervals of the different treatments showing considerable overlap. However, since the credibility intervals are quite wide, the absence of substantial differences between conditions may be due to low statistical power. Next, the probability of relative cost-effectiveness (i.e., the probability that one treatment has a higher mean NB than the others) was determined. The corresponding CEACs in Fig 6.2 show that the ST treatment is the most cost-effective of the three and the COP treatment the least cost-effective. Based on these results, the ST treatment would be recommended over the other two. However, it is important to keep in mind that our regression analysis did not include any covariates (other than a treatment indicator variable) that might lead to different results. We also performed an analysis on the basis of the same model, but now using lognormal and gamma distributed data. The CEACs resulting from this analysis are presented in Fig 6.3 and Fig 6.4. Again, the ST treatment is the most cost-effective of the three treatments in both analyses. However, the CEACs for the COP and TAU treatments have slightly changed in comparison to the analysis using normally distributed data.

Table 6.1: The DIC values and $p D$ values for the different Bayesian multilevel models.

| Model family | Variant | DIC $^{1}$ | $p D^{2}$ |
| :--- | :--- | :--- | :--- |
| AR | Fixed Mean | 29767.90 | 61.30 |
|  | Random Mean | Did not converge |  |
|  | Fixed Intercept and Slope | 30152.20 | 3.00 |
|  | Random Intercept, Fixed Slope | 29944.30 | 497.20 |
|  | Fixed Intercept, Random Slope | 30335.00 | 302.80 |
|  | Random Intercept and Slope | 29737.70 | 984.40 |
|  | Fixed Intercept, Slope and <br> Quadratic Term | 30154.20 | 4.00 |
|  | Random Intercept, Fixed Slope <br> and Quadratic Term | 29959.40 | 511.20 |
|  | Random Slope, Fixed Intercept <br> and Quadratic Term | 30348.10 | 313.30 |
|  | Random Quadratic Term, Fixed <br> Intercept and Slope | Did not converge |  |
|  | Random Intercept and Slope, | 29728.00 | 972.90 |
| Fixed Quadratic Term | 30196.30 | 990.30 |  |
| Random Intercept and Quadratic <br> Term, Fixed Slope | 30589.20 | 588.40 |  |
| Random Slope and Quadratic <br> Term, Fixed Intercept <br> Random Intercept, Slope, and <br> Quadratic Term | Did not converge |  |  |


| ALT Fixed Alpha, Beta, and AR 29738.80 | 56.50 |
| :--- | :--- | :--- | (constrained)

Random Alpha, Fixed Beta and Did not converge AR

Continued on next page

Table 6.1 - continued from previous page

| Model family | Variant | DIC $^{1}$ | $p D^{2}$ |
| :--- | :--- | :--- | :--- |
|  | Random Beta, Fixed Alpha and <br> AR | 30369.50 | 973.30 |
|  | Random Alpha and Beta, Fixed <br> AR | Did not converge |  |
| ALT (LGC with Errors) | Fixed Intercept, Slope, and AR | 29739.30 | 56.80 |
|  | Random Intercept, Fixed Slope <br> and AR | Did not converge |  |
|  | Random Slope, Fixed Intercept <br> and AR | Did not converge |  |
| Random Intercept and Slope, <br> Fixed AR | Did not converge |  |  |

Notes:
${ }^{1}$ Lower values for the DIC indicate better model fit.
${ }^{2}$ Lower values for $p D$ indicate lower model complexity.

Figure 6.1: Growth curves for the different treatments.


Notes: Based on the QGC model with random intercept and slope, fixed quadratic term and predictors for treatment and using willingness-to-pay values of $€ 0$ (upper left panel), $€ 10.000$ (upper right panel), $€ 40.000$ (lower left panel) and $€ 80.000$ (lower right panel). These growth curves were constructed using posterior means. For an indication of the uncertainty to these predictions, please see the $95 \%$ credibility intervals in Table 6.2.

Figure 6.2: Cost-effectiveness acceptability curves.


Notes: These CEACs are based on the QGC model with random intercept, random slope, fixed quadratic term, and predictors for treatment condition, and using normally distributed net benefit data.
Table 6.2: Parameter estimates for the different willingness-to-pay values.

| WTP | Group | Parameter estimates |  |  | 95\% Credibility interval |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Intercept | Slope | Quadratic term | Intercept | Slope | Quadratic term |
| 0 | TAU | -5054.85 | 385.40 | 4.55 | -6194.69--3932.09 | -19.10-787.93 | -42.03-53.56 |
|  | ST | -5329.62 | 530.08 | 4.55 | -7976.38-2689.58 | -281.04-1328.92 | -42.03-53.56 |
|  | COP | -5056.56 | 268.84 | 4.55 | -8381.39--1669.64 | -724.48-1245.76 | -42.03-53.56 |
| 2500 | TAU | -4794.92 | 397.20 | 5.14 | -5883.37--3694.39 | 7.83-800.26 | -41.66-52.93 |
|  | ST | -5019.95 | 533.23 | 5.14 | -7633.61-2420.82 | -251.05-1344.75 | -41.66-52.93 |
|  | COP | -4843.91 | 275.55 | 5.14 | -8178.35-1492.57 | -707.35-1247.03 | -41.66-52.93 |
| 5000 | TAU | -4573.07 | 423.11 | 4.08 | -5678.40-3416.32 | 16.84-824.96 | -43.55-52.61 |
|  | ST | -4742.44 | 551.01 | 4.08 | -7404.85--2050.64 | -263.35-1350.04 | -43.55-52.61 |
|  | COP | -4606.87 | 286.22 | 4.08 | -7984.63--1206.82 | -712.63-1284.34 | -43.55-52.61 |
| 7500 | TAU | -4315.34 | 432.84 | 4.06 | $-5417.44-3183.88$ | 45.15-826.23 | -42.65-53.36 |
|  | ST | -4439.69 | 558.64 | 4.06 | -7028.16-1780.44 | -22.48-1361.72 | -42.65-53.36 |
|  | COP | -4376.14 | 292.08 | 4.06 | -7738.85--972.21 | -681.90-1247.90 | -42.65-53.36 |
| 10000 | TAU | -4056.92 | 446.74 | 3.44 | -5153.76--2938.37 | 51.92-841.89 | -45.48-51.21 |
|  | ST | -4142.90 | 567.56 | 3.44 | -6783.01--1532.48 | -223.30-1357.37 | -45.48-51.21 |
|  | COP | -4118.67 | 307.27 | 3.44 | -7456.44--795.72 | -659.61-1281.23 | -45.48-51.21 |
| 12500 | TAU | -3820.85 | 463.42 | 3.73 | -5000.81--2676.27 | 55.74-864.52 | -42.77-51.46 |
|  | ST | -3854.83 | 576.56 | 3.73 | -6590.78--1194.34 | $-216.89-1383.69$ | -42.77-51.46 |
|  | COP | -3915.13 | 314.23 | 3.73 | -7312.58--476.91 | -678.56-1301.56 | -42.77-51.46 |
| 15000 | TAU | -3570.82 | 477.74 | 3.51 | -4704.79--2473.86 | 80.40-868.02 | -43.64-49.61 |
|  | ST | -3570.82 | 587.02 | 3.51 | -6256.30--908.65 | $-218.56-1369.07$ | -43.64-49.61 |
|  | COP | -3702.26 | 324.45 | 3.51 | -7178.54--369.96 | -653.31-1286.63 | -43.64-49.61 |
| 17500 | TaU | -3331.68 | 493.11 | 2.66 | -4461.26-2190.55 | 92.12-895.50 | -45.76-52.39 |
|  | ST | -3262.72 | 598.81 | 2.66 | -5977.80--574.23 | -190.78-1400.65 | -45.76-52.39 |

Table 6.2 - continued from previous page

| WTP | Group | Parameter estimates |  |  | 95\% Credibility interval |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Intercept | Slope | Quadratic term | Intercept | Slope | Quadratic term |
| 20000 | COP | -3432.81 | 325.53 | 2.66 | -6825.27-27.44 | -695.13-1301.52 | -45.76-52.39 |
|  | TAU | -3096.99 | 502.83 | 3.03 | -4247.59--1976.87 | 107.55-897.78 | -43.82-52.08 |
|  | ST | -2972.77 | 602.26 | 3.03 | -5670.04--241.18 | -202.79-1399.11 | -43.82-52.08 |
| 30000 | COP | -3185.70 | 326.85 | 3.03 | -6676.35-376.67 | -636.60-1288.56 | -43.82-52.08 |
|  | TAU | -2083.47 | 539.39 | 2.17 | -3274.63--883.20 | 148.66-942.53 | -45.32-48.69 |
|  | ST | -1800.27 | 637.18 | 2.17 | -4685.45-1047.31 | -170.55-1445.21 | -45.32-48.69 |
| 37500 | COP | -2246.44 | 348.72 | 2.17 | -5811.32-1443.04 | -621.65-1324.90 | -45.32-48.69 |
|  | TAU | -1351.97 | 565.48 | 0.72 | -2603.62-95.82 | 171.92-974.64 | -49.76-48.51 |
|  | ST | -917.74 | 659.44 | 0.72 | -3833.65-2011.63 | -129.29-1469.21 | -49.76-48.51 |
| 40000 | COP | -1520.92 | 361.37 | 0.72 | -5345.05-2322.34 | -610.03-1371.38 | -49.76-48.51 |
|  | TAU | -1109.61 | 564.94 | 1.98 | -2358.90-141.60 | 163.78-961.66 | -46.11-49.73 |
|  | ST | -598.67 | 648.10 | 1.98 | -3568.56-2377.72 | -148.70-1458.23 | -46.11-49.73 |
| 60000 | COP | -1332.97 | 358.70 | 1.98 | -5152.27-2512.55 | -615.88-1313.41 | -46.11-49.73 |
|  | TAU | 829.95 | 604.01 | -.38 | 563.78-2172.70 | 201.62-997.09 | -47.11-47.00 |
|  | ST | 1751.37 | 691.05 | -.38 | 1473.27-5009.59 | -114.23-1479.67 | -47.11-47.00 |
| 80000 | COP | 580.46 | 376.73 | -.38 | 3737.85-4875.24 | -602.59-1360.66 | -47.11-47.00 |
|  | TAU | 2787.09 | 607.17 | -2.19 | 1207.36-4411.75 | 189.40-1007.01 | -50.81-47.90 |
|  | ST | 4110.16 | 708.44 | -2.19 | 332.30-7920.81 | -129.53-1506.83 | -50.81-47.90 |
|  | COP | 2411.55 | 401.98 | -2.19 | -2329.35-7262.98 | -580.94-1379.99 | -50.81-47.90 |

Notes: Parameter estimates and $95 \%$ credibility intervals for the QGC model with random intercept and slope, fixed quadratic term, and treatment as a predictor for inter-individual variability in the intercept and slope for a range of different willingness-to-pay values (WTP) values.

Figure 6.3: Cost-effectiveness acceptability curves using lognormal distributed data.


Based on the QGC model with random intercept, random slope, fixed quadratic term, and predictors for treatment condition, and using lognormal distributed data.

Figure 6.4: Cost-effectiveness acceptability curves using gamma distributed data.


Based on the QGC model with random intercept, random slope, fixed quadratic term, and predictors for treatment condition, and using gamma distributed data.

### 6.5 Discussion

In this paper, we have presented Bayesian multilevel modelling as an extension to the NBR framework because it has specific advantages when analyzing longitudinal costeffectiveness data. First, it allows to specifically account for the hierarchical data structure inherent in repeated assessments and/or multicentre RCTs. Second, it efficiently makes use of all available data, including cases with missing values, and therefore renders additional procedures for imputation of missing data unnecessary. Third, the use of Bayesian methods allows estimation of the probability of cost-effectiveness for interventions. Fourth, it can flexibly account for non-normal data distributions. Fifth, it is transparent in terms of model specification. We believe the approach outlined in this paper provides an efficient way to perform a CEA on longitudinal data from (multicentre) RCTs from within a single coherent framework; the best fitting model is systematically determined out of a complementary set of models, then predictors for treatment condition are added and subsequently parameter estimates are directly used to produce growth curves and CEACs.

It is important to note that the aim of this study was to demonstrate a Bayesian multilevel approach to the analysis of longitudinal cost-effectiveness data, not to perform a re-analysis of the data from our empirical example. However, after including the same covariates as in the analysis reported in the original economic evaluation based on these data, both analyses lead to the same conclusion (just as the original base case analysis that did not use a regression approach, but was based on a bootstrap simulation) that ST is the superior treatment in terms of cost-effectiveness. Also, we considered that a further explanation and demonstration of any additional analyses that are required in practice for a complete data analysis (e.g., analyses for testing the sensitivity to the prior distributions that were used or sensitivity analyses when the assumption regarding randomness of missing data is implausible) were beyond our aim of demonstrating the application of the presented models to an empirical dataset.

Throughout the article we have limited our analyses to normally distributed net benefit data, and provide explanation of how to perform similar analyses based on non-normal (i.e., gamma and log-normal) distributions in the appendix to this article. Since net benefit is a function of both costs, which are often skewed to the right, and effects, the option to model also non-normally distributed net benefit data is useful in this context. In a follow-up study, we will investigate a two-dimensional approach to net benefit regression for longitudinal data, in which different distributions can be specified for costs and effects. Net benefits can then be calculated based on their joint posterior distribution. This will allow a closer approximation to the true underlying distribution of net benefits than the one-dimensional approach that we outlined in this article.

Complementary to this paper we provide a detailed manual that explains step-bystep how our approach can be implemented, including instructions for preparation of the data, model code and the $R$ commands required to run the models. Furthermore, both in the appendix to this paper as well as in the manual we explain how the approach outlined in this paper can be extended to accommodate skewed data distributions (i.e., gamma and lognormal distributions) and nested data with three or more levels. We hope this will facilitate the use of our approach by applied researchers. For the future, we are furthermore planning to develop an $R$ package that implements the methods outlined in this paper and that can be conveniently used as a tool for longitudinal cost-effectiveness analyses.

Bayesian multilevel modelling for the analysis of longitudinal cost-effectiveness data as an extension to the NBR framework holds much promise for applied researchers in the field of health economics specifically. Nonetheless, the abovementioned advantages of Bayesian multilevel modeling may also more generally appeal to applied researchers facing similar challenges in other research fields.
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## Chapter 7

GENERAL DISCUSSION

### 7.1 Introduction

This thesis presents a collection of studies that were performed to advance the assessment and analysis of the cost-effectiveness of psychotherapy for borderline personality disorder. In Chapter 2 an overview of the current evidence base was given by means of a systematic review. Next, in Chapter 3 a model-based economic evaluation method for the synthesis of empirical evidence for cost-effectiveness and budget impact analyses was presented. Furthermore, in order to assess the (clinical and) cost-effectiveness of group schema therapy, a trial-based economic evaluation was performed and described in Chapters 4 and 5. Finally, Chapter 6 encompassed a methodological study into Bayesian multilevel models for the analysis of longitudinal cost-effectiveness data as an extension of the net benefit regression framework.

The present and concluding chapter discusses the different studies in general. First, the studies are integrated. Each study is shortly summarized in terms of its aims and findings and put into perspective relative to the other studies. The specific crossties and mutual complementarities between the studies are highlighted. This is to illustrate a 'bigger picture' as their overall sum of parts. Next, considerations are discussed that correspond to the methodologies underlying the studies. Based on the insights that follow from this, the prospects and recommendations for the further advancement of research in the future are addressed subsequently. Then the implications for policy and practice are discussed, followed last by a general conclusion of this thesis.

### 7.2 Integration

The studies that were performed for this thesis represent an amalgam of different research aims and methods. In addition to a short summary of the aims and findings of the studies, in this section each study is put into perspective relative to the other studies. Moreover, this section highlights the links between the studies and their findings. This is to facilitate an appreciation of the cohesion between the studies and how they combine into a larger whole. Furthermore, it provides a context against which the studies can be interpreted in terms of their added value.

The systematic review in Chapter 2 aimed to provide an overview of economic evaluation studies on psychotherapy for personality disorders. Most of the included studies indicated that psychotherapy for personality disorders is cost-effective. Yet, it was also noted that most studies did not include all (potentially) relevant societal costs, and that several studies did not use QALYs as an outcome measure.

For the study in Chapter 3, the clinical focus was narrowed relative to the systematic
review in the preceding chapter. Instead of focusing on the various psychotherapeutic interventions that have been studied for the treatment of different types of personality disorders in various settings, in Chapter 3 the focus is on specialized, outpatient psychotherapy for BPD. This was to allow an analysis of the cost-effectiveness and budget impact specifically for the types of treatment that are currently recommended for this disorder (as well as other cluster A or B personality disorder types) in the Netherlands and which are preferably delivered in an outpatient setting (i.e., unless otherwise indicated).

A method was presented in Chapter 3 for the synthesis of a wealth of information from studies with different designs and outcome measures, including empirical evidence based on information on health care costs, or resource use, and quality of life. Therefore, while the scope regarding diagnosis and treatment types was narrower, the scope regarding the inclusion of study types other than economic evaluations was wider for the systematic review performed in this study compared to the one described in Chapter 2. From the model-based economic evaluation in Chapter 3 it was concluded that specialized psychotherapy for borderline personality has a high probability of cost-effectiveness. However, uncertainty remained regarding a societal cost perspective, longer time periods than 1 year, and cost-effectiveness relative to treatment-as-usual (TAU).

The advice as formulated in Chapter 2 to include all relevant societal costs and to use QALYs as an outcome measure could contribute to the improvement or standardization of the methodological quality of future studies. Such standardization would then also facilitate a synthesis of the empirical evidence (e.g., using the method that is presented in Chapter 3 or other methods), which is based on societal instead of only health care costs, on absolute instead of relative cost reductions, and on QALYs as assessed directly instead of via the remapping of e.g., BDI scores.

Chapters 4 and 5 presented an economic evaluation on group schema therapy (GST) for borderline personality disorder that is embedded in an international, multicentre RCT. In this RCT two formats for GST (one consisting of only group psychotherapy and one consisting of a combination of individual and group psychotherapy) and treatment as usual (TAU) are compared. Once completed, the results will add to both the empirical evidence base that is described in Chapter 2, as well as the one that is described in Chapter 3. Moreover, they will shed light on the important question whether a group format of schema therapy (whether or not in combination with individual sessions) is cost-effective in comparison to the optimal treatments that patients with BPD currently receive in the Netherlands.

The design of the RCT in Chapters 4 and 5 is well in line with the advice as formulated in Chapter 2, while all relevant societal costs are included, and QALYs are used as an outcome measure. This also applies to the advice as formulated in Chapter 3, since the duration of the RCT is longer than one year and the cost-effectiveness of specialized
psychotherapy is compared relative to TAU.
For the cost-effectiveness and cost-utility analyses in Chapter 5, a number of 5,000 cost-effectiveness pairs were simulated and visualized using an approach that was inspired by the model-based economic evaluation described in Chapter 3 to produce results in a way similar to the conventional bootstrapping approach. The specific advantage of this approach is that cost-effectiveness planes and cost-effectiveness acceptability curves can be constructed using all available data, including cases with missing values, without a need for imputation procedures to allow the calculation of total costs per patient.

The methodological study described in Chapter 6 was presented as an appropriate solution for the analysis of longitudinal cost-effectiveness data that includes cases with missing values. It presented a method for analysis that efficiently makes use of all available data with a coherent set of Bayesian multilevel models to describe the development of net benefit over time. It was considered as a useful extension to the net benefit regression framework as described by Hoch, Briggs, and Willan (2002).

Note that, as a consequence of their disorder (e.g., inability or unwillingness to participate due to psychological crises), attrition is characteristically high in clinical trials with patients suffering from personality disorders (e.g., Chapter 5 and Bamelis et al., 2014). Also, relatively long time periods are required when the interventions under investigation consist of psychotherapy for this patient group. The reason for this is twofold. First, the therapy itself is often delivered over a period of several years. Second, the impact of the intervention on societal costs and quality of life is likely to extend the duration of treatment. Therefore, the approach as outlined in Chapter 6 is of particular interest to research on personality disorders. For example, it was noted in Chapter 2 that not all economic evaluation studies perform an intention-to-treat analysis. Bayesian multilevel models could facilitate this; since cases with missing values do not need to be excluded from analysis and no additional procedures for the imputation of missing values need to be performed when this method is used.

### 7.3 Methodological considerations

This section presents a critical reflection on the following: the methodology behind the systematic review in Chapter 2, methodological aspects regarding the assessment of societal costs in Chapters 4 and 5, and the methodological study in Chapter 6.

### 7.3.1 Systematic review in Chapter 2

At the initiative of the Dutch 'Kenniscentrum Persoonlijkheidsstoornissen' (in English: 'Knowledge Centre Personality Disorders'), the systematic review in Chapter 2 (which was translated in English for this thesis) was submitted in reply to an invitation for a short contribution to a theme issue of the Dutch journal 'Tijdschrift voor Psychiatrie' (in English: 'Journal of Psychiatry') on the societal costs and benefits of psychiatry. Secondary to the aim of providing an up-to-date overview of studies, a quality assessment of the included economic evaluations was performed in this study.

Six criteria were used for the quality assessment. These provided a way of effectively summarizing the methodological aspects that were considered as the most important determinants of the quality of an economic evaluation. A more extensive, technical discourse on the methodological quality was not considered fitting given the aim and target audience of the study (as well as the short format for publication). However, the method that was used for the quality assessment was not based on the consensus criteria as established by leading experts in the field of health economics (e.g., Husereau et al., 2013).

### 7.3.2 The assessment of societal costs in Chapters 4 and 5

In addition to an assessment of clinical effectiveness, the economic evaluation in Chapter 4 and 5 required an assessment of societal costs. A structured interview was used for this, which has certain advantages. The structured nature of the interview ensures that the same set of questions is posed to each participant, and one can provide specific instructions to research assistants for each (set of) question(s). For example, the instruction to record typical examples of events that are related to costs, as a way of providing information that could facilitate a correct interpretation of the data at the time of analysis. However, the use of a structured interview and its reliance on patient report also has certain disadvantages that are related to coverage, subjectivity, and intricacy.

### 7.3.2.1 Coverage

A structured interview needs to be used that consists of a number of questions that is sufficient to cover any anticipated cost item with possible relevance to the disorder. In case of a (potentially) multifaceted disorder such as BPD, this implies that many cost items need to be assessed. A specific item can then easily be overlooked. For example, at the design stage of the cost interview that is used in the RCT described in Chapters 4 and 5 a specific item for the use of sheltered living accommodations was not included, and therefore not reported on. Also, patients may have had other costs relevant to the
disorder that are not asked for in the cost interview, or for which the description did not match with existing items.

### 7.3.2.2 Subjectivity

By relying on a patient's report, the assessment of societal costs per definition becomes prone to subjective interpretations, forgetting of relevant information, errors when calculations and estimations are required, et cetera. This can lead to data entries that are sometimes false, incomplete, or ambiguous. As such, it may be considered as suboptimal in comparison to registry-based cost assessment methods. However, many different registries would need to be consulted for the assessment of societal costs, and for many relevant cost items no registry exists. Registries themselves may contain errors as well, and an interview would still be needed for those items that are not recorded in any registry, such as out-of-pocket costs. Moreover, the use of patient data for the purpose of scientific research is restricted by Dutch law.

Similar to how subjective interpretation can be an issue in the use of a structured interview, a patient's eagerness to participate in an interview can have effects on data collection as well. A patient who is very eager to participate might constructively report every instance of his or her unhealthy eating behaviour as 'binge eating' even when in reality the behaviour can hardly be regarded as such. Inversely, a patient who genuinely binge eats (e.g., as a form of the self-damaging behaviour that is a symptom of BPD) might be unwilling to report this during the interview.

The difficulties related to subjectivity in patient report and the interpretation thereof also apply to both the research assistant who conducts the interview, and the analyst of the once entered data (e.g., in the form of a cost calculation). Even if the interviews for cost assessment were performed by highly experienced clinical experts, it still would not warrant error-free data collection. One approach that may help to harmonize the interpretation of data is that the analyst provides the research assistant, who conducts the cost interview, a detailed explanation of the rationale behind the data collection, the interpretation of different cost items or categories, and the formats for entering the data. For the study in Chapters 4 and 5 such explanatory sessions were given by telephone to the research assistants. Furthermore, the analyst was available to provide additional guidance when needed (e.g., to discuss the interpretation of a specific cost item before the data was entered in final form).

### 7.3.2.3 Intricacy

With hindsight, of some specific cost items (e.g., a large list of candy items of unknown prices that is reportedly consumed while binge eating) it is questionable whether it is
worthwhile to devote a relatively large amount of research time on its analysis, since its total impact on the incremental costs is likely to be small, and the accuracy and relevance of its assessment is doubtful. Similar reasoning could apply to the predetermined differentiation between various health care services (e.g., different types of social services), that in the end were valued using the same unit cost price, although, in the case of international, multicentre studies caution is needed since differences between countries may exist regarding which cost items are valued using the same cost prices. Furthermore, information on cost items that are (to a reasonable extent) similar in nature, and which are valued by cost prices with similar orders of magnitude (e.g., the cost prices for visits to a specialized mental health care facility, a psychotherapist, or psychiatrist), could likely be covered by one question and valued by a single unit cost price. After all, the societal costs are assessed as estimates, not exact measurements. Hence, it might be sensible to evaluate beforehand whether a detailed disentangling of the use of various similar items with similar cost prices is worth the effort, given that the 'signal-to-noise' ratio of the interview is inherently limited to a considerable extent.

A final point of consideration regarding the cost interview is the use of open-ended questions or 'miscellaneous' cost categories, since they have the potential to generate data that includes irrelevant items, being reported due to insufficient delimitation of the question. For example, costs for dental services were often reported, although they were not included in the study in Chapters 4 and 5, while these are unlikely to have a significant effect on the incremental costs between treatments. Nevertheless, open-ended questions or 'miscellaneous' cost categories also have the potential to generate unanticipated, yet relevant, data. These may pose a dilemma to the analyst, since the relevance of those costs warrants their inclusion, although it remains uncertain whether these potential costs have been assessed in other patients as well (i.e., other patients were not specifically asked to report these same costs), which in fact is a valid reason not to include them. In the trial-based economic evaluation that is described in Chapter 4 and 5, any costs that are reported in this way, and which are deemed relevant, are also included in the analysis whenever possible.

### 7.3.3 The methodological study in Chapter $\mathbf{6}$

The method that is presented in Chapter 6 is considered as a useful extension of the net benefit regression framework. Unfortunately, in its current implementation it does not provide the ability to produce cost-effectiveness planes. Hitherto, these are still the most common way of visualizing the sampling uncertainty using simulated (i.e., bootstrapped) cost-effects pairs in the health economics literature. Depending on the specific needs or reporting standards that an analysis is required to meet, the method presented in Chapter

6 may therefore not (yet) be suitable for application. For example, to meet the reporting standards as formulated in the application for the grant that subsidized the (Dutch part of) the study described in Chapter 4, and for which the results of the economic evaluation are reported in Chapter 5, a simulation procedure was performed using multilevel estimates for costs and effects in order to visualize the sampling uncertainty in a way that is similar to that when bootstrapped cost-effects pairs are displayed. Notwithstanding, cost-effectiveness acceptability curves (i.e., which essentially visualize the same information as cost-effectiveness planes, but in a different way) can readily be produced using the method.

The possibility to directly estimate a 'probability of cost-effectiveness' using the Bayesian approach in this study was considered as an advantage given the difficulties in inferring the same from a frequentist null hypothesis test (e.g., O’Hagan \& Luce, 2003). In addition, the net benefit regression framework offered a solution to the difficulties caused by the two-dimensional nature of cost-effectiveness data (e.g., Briggs et al., 2002). The advantages of the Bayesian approach as well as those of the net benefit regression framework are combined in Chapter 6 with the advantages of using multilevel models for the analysis of longitudinal data. In addition to an efficient handling of cases with missing values, this also includes the ability to account for autocorrelation by a subset of the models.

Another advantage of Bayesian statistics is its flexibility in terms of specifying models as (mathematical relations between) parameters with their corresponding statistical distributions to account for the uncertainty in their values. For example, this flexibility is convenient for accommodating the skewness that is typically found in the statistical distributions of cost data. On the flipside, a caveat lures in this flexibility, since it offers generous opportunity for the misspecification of statistical models. This, as well as the fact that the Bayesian approach to statistics is not a common general component in academic teaching programs, may contribute to a steep learning curve for the applied researcher who is interested in using the approach. However, the advantages of Bayesian statistics, in combination with advances in the computational power of personal computers and (open source) software development, contribute to a recent trend in the further dissemination of Bayesian methods in various scientific research fields and academic programs. The methodological study described in Chapter 6, including the series of appendices, could contribute to this development.

### 7.4 Future prospects and recommendations

Based on the methodological considerations that were addressed in the previous section, prospects and recommendations for future studies are presented below. These include considerations regarding methodological choices for future studies as well as additional methodological avenues that could be explored.

### 7.4.1 Quality assessment of economic evaluations

As a follow up to the systematic review that is described in Chapter 2, a systematic review could be performed that is specifically targeted at an audience of (applied) health economists. For this study a quality assessment could be performed that is based on the criteria such as those from the CHEERS checklist (Husereau et al., 2013), the CHEC-list (Evers et al., 2005) or the checklist by Drummond (Drummond et al., 2015). This would allow for the inclusion of more criteria in the quality assessment overall as well as a better way of appraising whether the quality of an economic evaluation is up to par with the current recommendations as formulated by experts in the field.

### 7.4.2 Evidence synthesis

Following the recommendations for future economic evaluations that were discussed in Chapter 2 (i.e., for future studies to take into account all relevant societal costs and to use QALYs as an outcome measure), the use of a societal perspective for costs and QALYs as an outcome measure for effectiveness would contribute to an empirical evidence base of economic evaluations that are better comparable. This could facilitate the application of more conventional methods for evidence synthesis, such as meta-analysis. A further recommendation that is discussed in Chapter 3, and which follows the design of the RCT described in Chapter 4 and 5, pertains to how studies in the future could compare specialized psychotherapy for BPD with treatment as usual. This could help to resolve the uncertainty in the results regarding this aspect. Furthermore, it could pave the way for a sensible application of more sophisticated methods for evidence synthesis, such as network meta-analyses (e.g., Dias et al., 2018). These types of analyses could offer the possibility to synthesize evidence with the aim to assess the relative cost-effectiveness of the different types of specialized psychotherapy for borderline personality disorder on the basis of studies that provide direct (i.e., head-to-head comparisons between different types of psychotherapy) or indirect (i.e., comparisons to TAU) evidence. As discussed in Chapter 3, for future studies it is recommended to use a longer time period for follow up. That would allow an assessment of the cost-effectiveness and budget impact of psy-
chotherapy at the long term, which also pertains to the synthesis of empirical evidence on this aspect. Furthermore, availability of the information that is needed to calculate the budget impact of scaling up specialized psychotherapy to Dutch national level could make a better assessment of this important aspect possible.

### 7.4.3 Transferability

A limitation that was noted in the discussion of the model-based economic evaluation that is described in Chapter 3 applies to the fact that it remains unknown to which extent the results that are obtained in one country are transferable to another. The complete dataset of the international, multicentre RCT that is described in Chapter 4 will offer an opportunity to investigate this important aspect by assessing and quantifying the variability between the various components of societal costs.

### 7.4.4 Model-based economic evaluation

The complete dataset of the international, multicentre RCT that is described in Chapter 4 will furthermore offer a multitude of interesting data modelling options. Since this dataset will be rich in information on various aspects of borderline personality disorder, modelling techniques could be devised that integrate these different types of information. For example, one could speculate about modelling the relation between BPD symptom severity and societal costs. It could also be tested to what extent specific BPD symptoms correlate with specific costs. BPD symptoms such as anger or emotional instability, but also general measures of work and social functioning could be expected to correlate with productivity losses. Similarly, symptoms regarding self-damage and selfinjury could correlate with costs due to out-of-pocket expenses (e.g., binge-eating, drug or alcohol use, impulsive spending) or certain health care costs (e.g., visits to general practitioners, and accidents \& emergency departments). It could perhaps be possible to devise a Markov model (Briggs \& Sculpher, 1998) consisting of different 'disease states’ that represent the different combinations of (specific) BPD symptom severity and corresponding costs. Discrete-event simulation techniques (Caro et al., 2010) may be used in a similar way, with the additional potential to take into account the relations between past and subsequent events, in order to represent the occurrence of specific clinical conditions or use of health care resources. A particularly attractive modelling approach could be 'discretely integrated condition event' (DICE) simulation (Caro, 2016), which offers the potential to model a disease based on 'conditions' that persist or may change in their level over time as well as 'events' that occur at specific points in time. The different outcome measures that are used in the RCT as described in Chapter 4 may provide in-
formation for different BPD conditions in such a context, which is then integrated with information on health care resource use that could be modelled as events.

### 7.4.5 Assessment of societal costs

In light of the trial-based economic evaluation that is described in Chapters 4 and 5, an important aspect that deserves further scrutiny is the potential for improvements in the assessment and analysis of societal costs in future studies. Emphasis should always be put on the careful anticipation of all possible relevant costs at the design stage of an interview that is to be used for a specific patient population, in order to make sure that no important costs are missed at the time of assessment. For example, for a subsequent study on interventions for BPD the cost interview in its current form could be complemented by an item for the use of sheltered living accommodations.

The difficulties regarding subjective interpretation in the use of a cost interview could be decreased (i.e., in addition to providing detailed instructions to research assistants and careful anticipation of relevant cost drivers), by having the number of questions on different cost items to correspond better with the number of different cost prices for items that are used for valuation. This will effectively turn some cost items (this could apply as well to costs in the same order of magnitude) into 'cost categories', which has the advantage of being easier to interpret overall and making the overlooking or, inversely, the double-scoring of items less likely.

Similar reasoning could be applied to the level of detail in the assessment of patient out-of-pocket costs. For example, instead of asking for a (calculation that includes a) complete list of all the items that were consumed while binge eating, one could record the frequency of binge eating episodes with costs in the sub $€ 10$ range (e.g., 'snacks' such as bags of chips or chocolate bars, et cetera) and those that were more expensive (e.g., ordered meals). These items could then be valued using estimated reference prices such as $€ 5$ and $€ 20$ for instance.

### 7.4.6 Bayesian multilevel net benefit regression

The methodological study that is described in Chapter 6 offers much potential for followup research. In addition to developing the method further as a 'two-dimensional' approach using both costs and effectiveness as the dependent variables as mentioned in the discussion of that chapter, further testing of the method is useful. The method could be contrasted with other approaches for dealing with data that includes cases with missing values, such as imputation-based approaches or even the simulation-based approach that is used for the synthesis of multilevel estimates for costs and effects in Chapter 5. In terms
of its application, it could offer a useful approach to the analysis of any longitudinal costeffectiveness dataset that includes cases with missing values or for which insight into the development of net benefit over time is needed.

### 7.5 Implications for policy and practice

In terms of implications for policy, the studies in this thesis have their merit in terms of providing a) an up-to-date overview of the empirical evidence base for the cost-effectiveness of psychotherapy for BPD (as well as other personality disorders), b) an assessment of the cost-effectiveness of specialized psychotherapy for BPD in general and for group schema therapy specifically, and c) methodological advances for the analysis and synthesis of data on the cost-effectiveness of psychotherapy. Most of the evidence from previous studies (i.e., Chapter 2) as well as the results from the model-based economic evaluation (i.e., Chapter 3) suggest that psychotherapy for BPD is cost-effective. The results of the economic evaluation on group schema therapy for BPD (i.e., Chapter 4 and 5) will reveal whether the same applies to this treatment as well. As such, the studies in this thesis are relevant to policy makers. For example, empirical evidence can be used to inform decisions regarding reimbursement. Since the latter is an important factor in making treatments available to patients, this is relevant for clinical practice as well. For the practice of scientific research, the studies in this thesis provide important starting points for follow-up investigation and further methodological advances in future studies.

### 7.6 Conclusion

The studies in this thesis were performed to advance the assessment and analysis of the cost-effectiveness of psychotherapy for BPD. The topic was investigated using a variety of research methods: a systematic review, a model-based economic evaluation, a trialbased economic evaluation, and a methodological study. Each study on its own provides a point of reference for important follow-up investigation in the future. Together, the studies contribute to an overall evidence base that should serve as the starting point for any consideration regarding scientific follow-up research into the economic aspects of interventions for BPD, but also the updating of treatment guidelines, as well as policy decisions regarding the reimbursement of psychotherapy for patients with BPD.
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SUMMARY

## Summary

This thesis presents a collection of studies that were performed to advance the assessment and analysis of the cost-effectiveness of psychotherapy for borderline personality disorder: a systematic literature review (Chapter 2), a model-based economic evaluation (Chapter 3), the study protocol (Chapter 4) and preliminary results (Chapter 5) of a trialbased economic evaluation, and a methodological study (Chapter 6).

Chapter 1 provides a general introduction to this thesis and explains the background of the studies. The nature and consequences of borderline personality disorder (BPD), the current optimal treatments for BPD, as well as the rationale and methodology of economic evaluation studies are addressed.

Chapter 2 presents a systematic review on economic evaluations of psychotherapy for personality disorders (Wetzelaer et al., 2016) that aims to provide an up-to-date overview of the studies that were previously performed in this field. The general characteristics of those studies as well as the specific characteristics of the economic evaluations, including an assessment of six important criteria regarding quality, are discussed. Most of the included studies indicate that psychotherapy for personality disorders is cost-effective. Yet, it is also noted that most studies did not include all (potentially) relevant societal costs, and that several studies did not use QALYs as an outcome measure. To make sure that future studies take all relevant costs and benefits into account, a (wider) societal perspective is advised. Furthermore, we recommend that future studies use QALYs as an (additional) outcome measure to facilitate the use of their results in reimbursement decisions.

Chapter 3 presents a model-based economic evaluation of the four specialized psychotherapies known to be effective for borderline personality disorder (BPD) specifically: dialectical behaviour therapy (DBT), schema therapy (ST), mentalization-based treatment (MBT), and transference-focused psychotherapy (TFP) (Wetzelaer et al., 2017). The starting point is a systematic literature review of studies that investigated one of these four psychotherapies. Included are studies that report information on the changes in health care costs or resource use, and/or quality of life (i.e., assessed directly using the Euroqol-5D or using the Beck Depression Inventory, of which the scores are mapped to the Euroqol-5D). This study aims to present a method for the synthesis of the evidence using simulated, patient-level data. The results suggest that specialized outpatient psychotherapy for BPD is cost-effective and that further extension of its supply in the Netherlands would require an investment of nearly $€ 2.4$ million per 1,000 additional patients.

Chapter 4 presents the study protocol of an international multicenter randomized controlled trial (RCT) on group schema therapy (GST) for BPD, which includes an economic evaluation (Wetzelaer et al., 2014). The clinical effectiveness and cost-effectiveness
of two different formats of GST, one that consists of only group psychotherapy and one that consists of a combination of group and individual psychotherapy, and treatment as usual (TAU) are compared. In addition to the general background of the study, including the previous research that was performed in this specific field, information is given on the interventions being studied, the in- and exclusion criteria for participation, the outcome measures used for the assessment of clinical effectiveness of costs, and the scheduling of assessments. Furthermore, an outline is presented of the methodology behind the data analyses to be performed once data collection is completed. Finally, the strengths and limitations of the study design are discussed.

Chapter 5 presents the methods and preliminary results, obtained in the Netherlands, of the economic evaluation on GST for BPD. The relative cost-effectiveness and costutility of GST (both formats pooled) versus TAU is estimated, as well as that of GST-A (group schema therapy only) versus GST-B (group and individual schema therapy combined) versus TAU. The methods used for the assessment as well as the analyses of costs and effectiveness are addressed in detail. A simulation is performed to provide the estimates and figures regarding the relative cost-effectiveness and cost-utility of the interventions. These are displayed in cost-effectiveness planes and cost-effectiveness acceptability curves. Due to their preliminary nature, the results are blinded as to condition.

Chapter 6 presents a methodological study that aims to put forward how Bayesian multilevel models can be used as an extension of the net benefit regression framework. The approach provides an efficient way of handling longitudinal cost-effectiveness data that includes cases with missing values. A coherent set of models for the development of net benefit over time is described, as well as their application to an empirical example using the data from a previous RCT on schema therapy for personality disorders (Bamelis et al., 2015). The best fitting model is used to estimate the relative cost-effectiveness of schema therapy, clarification-oriented psychotherapy and TAU. The results are presented in cost-effectiveness acceptability curves that display the probability of relative cost-effectiveness for each intervention. Furthermore, the results are displayed using variants of the best fitting model that assume gamma or lognormal distributed data. In addition, a series of appendices is provided that explains the code and commands that are required to specify and run the models, as well as the statistical details behind the approach. It is concluded that Bayesian multilevel models provide an efficient and flexible method for the analysis of longitudinal cost-effectiveness data. Therefore, it is considered as a useful extension of the net benefit regression framework.

Chapter 7 provides a general discussion of the studies that were performed for this thesis. The studies and their findings are integrated to illustrate their overall sum of parts. Methodological considerations are provided that follow from a critical reflection on the methods used to perform the studies. Future prospects and recommendations for follow-
up investigation, and the implications for policy and practice are discussed. Lastly, a general conclusion of this thesis is provided.

## References

Bamelis, L. L., Arntz, A., Wetzelaer, P., Verdoorn, R., \& Evers, S. M. (2015). Economic evaluation of schema therapy and clarification-oriented psychotherapy for personality disorders: a multicenter, randomized controlled trial. J Clin Psychiatry, 76(11), e143240.

Wetzelaer, P., Farrell, J., Evers, S., Jacob, G. A., Lee, C. W., Brand, O., ... Arntz, A. (2014). Design of an international multicentre RCT on group schema therapy for borderline personality disorder. BMC Psychiatry, 14(1), 319.

Wetzelaer, P., Lokkerbol, J., Arntz, A., van Asselt, A., \& Evers, S. (2016). [Costeffectiveness of psychotherapy for personality disorders; a systematic review on economic evaluation studies]. Tijdschr Psychiatr, 58(10), 717-727.

Wetzelaer, P., Lokkerbol, J., Arntz, A., van Asselt, T., Smit, F., \& Evers, S. (2017). Costeffectiveness and budget impact of specialized psychotherapy for borderline personality disorder: A synthesis of the evidence. Journal of Mental Health Policy and Economics, 20(4), 177-190.

VALORISATION ADDENDUM

## Valorisation addendum

Epiloguous to this thesis, this chapter serves to facilitate an appreciation of its added value in terms of the specific knowledge and products that were created. Given a financial interpretation, valorisation may easily be interpreted as 'turning something into money'. Yet, in a broader sense, e.g., when it is applied to knowledge, its meaning also refers to other kinds of benefit to (members of) society. For example, other scientists, health professionals or policy makers may utilize the knowledge that was created.

First, the societal and economic relevance of the studies is highlighted below. Subsequently, the (potential) stakeholders who could benefit from the work are described. Next, the innovativeness of the work is described. Finally, this chapter describes the specific purpose and possible use of the knowledge and products that were created in this thesis.

## Societal and economic relevance

Borderline personality disorder (BPD) is a common and severe mental disorder, with a prevalence in the Netherlands of $1.1 \%$ in the general population (ten Have et al., 2016). In other countries, similar BPD prevalence estimates range between 0.5 and 2.7\% (Samuels, 2011). Several studies have indicated that the quality of life of patients with BPD is severely impaired (Feenstra et al., 2012; IsHak et al., 2013; Perseius et al., 2006; Soeteman, Verheul, \& van Busschbach, 2008). A diagnosis of BPD is a large burden to bear for a patient, and often also for his or her family, friends, colleagues, care providers, and others in his or her environment.

To society as a whole, the burden of BPD is significant in economic terms as well. To a large extent this can be explained by an extensive use of health care services, including both inpatient and outpatient facilities (Bender et al., 2001; Coid et al., 2009; Feenstra et al., 2012; Soeteman, Hakkaart-van Roijen, et al., 2008). Adding these costs to the costs of productivity losses (van Asselt et al., 2007; Soeteman, Hakkaart-van Roijen, et al., 2008) as well as other costs, such as those related to informal care and out-of-pocket costs (van Asselt et al., 2007), the total societal costs for BPD are substantial.

In the current Dutch health care system, the costs for specialized psychotherapy for BPD are not always (fully) reimbursed. On the one hand, this is because of the high costs of these treatments. On the other hand, it is due to the fact that the availability of empirical evidence regarding the clinical effectiveness and cost-effectiveness of (specific forms or formats for the delivery of) specialized psychotherapy for BPD is still limited. The result is a reluctant policy towards the reimbursement of such treatments, often in favor of treatment options with a shorter duration.

Psychotherapeutic treatments for BPD are costly, because a high number of (individual) psychotherapy sessions is often needed for succesful treatment. However, the costs for psychotherapy could possibly be partly offset by reductions in the costs for the use of other health care services. It therefore is important to determine how the potential differences in clinical effectiveness of psychotherapy for BPD relate to the potential differences in costs. This applies both to the extension of the supply of specialized psychotherapy for BPD (e.g., see Chapter 3 of this thesis) as well as to new formats for the delivery of (a specific type of) specialized psychotherapy for BPD, such as group schema therapy (GST; e.g., see Chapters 4 and 5 of this thesis). When psychotherapy can be effectively delivered (either in part or in full) in a group format, that enables a more efficient use of resources in comparison to only individual psychotherapy.

Economic evaluations are preferably performed from a societal perspective, so that all relevant costs and benefits to society are taken into account. The economic relevance of a study on the cost-effectiveness of health interventions is inherent to its definition as a study on 'the value for money' of such interventions. Cost-effectiveness studies may be informative for policy making, since they provide important indications for an efficient allocation of scarce (health care) resources.

## Stakeholders

## Patients \& therapists

Studies on the cost-effectiveness of specialized psychotherapy for patients with BPD can have important implications for clinical practice. They contribute to the overall empirical evidence base that can be used to inform decisions regarding the reimbursement of these lenghty and intensive, and therefore costly, treatments. A better availability of treatments that are both clinically effective as well as cost-effective is beneficial for patients and therapists, as well as for society as a whole.

The results of a synthesis of the available empirical evidence on the costs and effects of specialized psychotherapy for patients with BPD indicate that it can be considered as a cost-effective treatment from a health care perspective (Chapter 3). This suggests that further investment to extend its supply would provide good value for money.

GST has been specifically designed as a specialized psychotherapy for patients with BPD , includes important additonal therapeutic elements that are not present in an individual setting and enhances efficiency in the use of health care resources through the use of group sessions for delivery. The results of the international, multicentre RCT described in Chapter 4 will reveal whether GST can be considered as a treatment that is both clinically effective, as well as cost-effective. Cost-effectiveness is assessed from a societal perspective, also taking into account patient and family costs, as well as costs in
other sectors (e.g., productivity losses), in addition to health care costs. A follow-up time period of three years is used to take into account costs and benefits of treatment beyond those of treatment duration. This study will provide important empirical evidence that can be used in decisions regarding the reimbursement of the costs for GST as well as the updating of treatment guidelines.

## Scientists

Other scientists may benefit from the work in this thesis, since it provides examples of studies, as well as important directions for future research.

The overview of economic evaluations on psychotherapy for personality disorders in Chapter 2 could be an important starting point for any investigator with interest in the topic. Moreover, it provides important directions for the improvement of future studies (i.e., to perform economic evaluations from a societal perspective, and to use qualityadjusted life years as an outcome measure for effectiveness).

Chapter 3 of this thesis presents a method for the synthesis of empirical evidence on the costs and effects of specialized psychotherapy for BPD, that could be applied to other treatments and disorders as well. Furthermore, it may form a basis for future studies to further test, compare, and advance methodological approaches to the synthesis of evidence for cost-effectiveness and budget impact analyses. A detailed explanation of the methodology is provided and a mathematical appendix is included.

The empirical study described in Chapters 4 and 5 of this thesis will contribute to the evidence base regarding the cost-effectiveness of GST for BPD.

The methodological study in Chapter 6 of this thesis presents an application of Bayesian multilevel models to longitudinal cost-effectiveness data. The method offers an efficient approach to the analysis of longitudinal datasets that include cases with missing values. It makes use of Bayesian statistics to produce probabilistic statements about the relative cost-effectiveness of treatments, and can be flexibly extended to account for gamma and lognormal distributed data. It includes a detailed explanation of the underlying rationale and it demonstrates how the method is applied to an empirical dataset. A statistical appendix to this chapter furthermore provides the mathematical descriptions of the models, including prior distributions, as well as a manual to provide step-by-step instructions, including command syntax and model code, for the interested applied researcher. It could be helpful for any researcher interested in learning how to apply the method, as well as the expert analyst interested in further scrutinizing it.

## Policy makers

The studies performed in this thesis are relevant for policy makers who decide over the reimbursement of the costs of psychotherapy for patients with BPD. When the results of these studies are used to inform decisions regarding reimbursement, this is also relevant for society. It could contribute to a more efficient allocation of scarce health resources, as well as better availability of effective treatment options for patients with BPD.

The synthesis of the available empirical evidence in Chapter 3 of this thesis suggests that specialized psychotherapy has a high probability of cost-effectiveness. This is important information in considering the (full) reimbursement of the costs for those treatments. Chapter 3 also provides important indications for future research to resolve those aspects that are still uncertain. This includes how specialized psychotherapy compares to treatment-as-usual (TAU), as well as when time horizons are used that are longer than one year.

The economic evaluation described in Chapter 4 and 5 of this thesis will provide empirical evidence on the comparative cost-effectiveness of two different formats for GST and TAU. A time horizon of three years is used. Importantly, this study is performed from a societal perspective (i.e., in contrast to the study in Chapter 3, which is performed from a health care perspective). This study will thus reveal whether GST, which is designed specifically as a specialized psychotherapy with enhanced efficiency in the use of health care resources, has added value in relation to current clinical practice, while taking into account an appropriate time horizon that covers the full two-year duration of treatment as well as an additional year, as well as all (potentially) relevant societal costs.

Since the economic evaluation that is performed alongside the RCT therefore takes into account all potentially relevant costs and effects and uses a follow-up time period that extends beyond treatment duration, it will allow policy makers to focus on not only the costs of the intervention, in addition to other changes in health care costs, but also on other costs that are relevant to society. For example, an effective psychotherapy that leads to recovery from BPD can also have beneficial effects through restorations of productivity losses. Societal costs other than those for health care are not of primary interest to health insurers, or other governing institutes with a focus on budgets that are restricted to health care costs. One could therefore question whether it makes sense to leave it to them, when a decision is required regarding the reimbursement of the costs for an intervention which has (economic) benefits that extend into other sectors, governmental departments, or governing institutes. Instead, it could be argued that intersectoral policy making is required for interventions with intersectoral costs and benefits. The study described in Chapters 4 and 5 will provide important insights on this aspect.

## Innovativeness

The studies in this thesis are innovative in various ways. Chapter 2 provides an overview of economic evaluation studies on psychotherapy for BPD that was hitherto not available. Chapter 3 presents a method for the synthesis of data on costs and effects using all the relevant empirical findings that are available in the scientific literature. It has the advantage of incorporating various types of data, and from studies with different designs. Although the method is applied to the cost-effectiveness and budget impact of specialized psychotherapy for BPD, it could also be applied to the cost-effectiveness and budget impact of other treatments and disorders. Chapters 4 and 5 present a study on the (clinical and) cost-effectiveness of GST, which is an innovative approach to the treatment of BPD. Chapter 6 presents an innovative methodological approach to the analysis of longitudinal cost-effectiveness data using Bayesian multilevel models as an extension of the net benefit regression framework. The method offers an efficient approach to the analysis of longitudinal datasets that include cases with missing values. Furthermore, the use of Bayesian statistics enables probabilistic statements about the relative cost-effectiveness of treatments, which the use of null hypothesis tests, the method of inference used in traditional (frequentist) statistics, cannot.

## Knowledge and products

The studies in Chapter 2, 3, and 4 are published as articles in the Dutch Journal of Psychiatry ('Tijdschrift voor Psychiatrie'), the Journal for Mental Health Policy and Economics, and BMC Psychiatry ( $\mathrm{BMC}=$ BioMedCentral), respectively (Wetzelaer et al., 2016, 2017, 2014). These include both national and international, as well as peer-reviewed journals. Chapter 5 is based on the preliminary results of an international, multicentre RCT on group schema therapy, and is restricted to data from the Dutch sites. Due to their preliminary nature, these results are not amenable for publication. Once completed, the results of the RCT will add to the empirical evidence base for both the clinical effectiveness and cost-effectiveness of GST.

Transparancy is important when presenting methodologies, such as in Chapters 3 and 6 , since it facilites fellow researchers who are interested in applying it, as well as those who wish to critically review it, build further upon it, or compare it with alternative methodologies. It therefore contributes to further advance the assessment and analysis of cost-effectiveness, in the context of psychotherapy for BPD, but also for other disorders, treatments, and beyond.

The study in Chapter 3 includes a detailed explanation of the methodology, as well as a mathematical appendix. The study in Chapter 6 includes a statistical appendix with
the mathematical descriptions of the models (including prior distributions). In addition, a detailed manual is included that provides step-by step instructions, including command syntax and model code, for the researcher who is interested in applying the method to a dataset. This will facilitate to make the knowledge that was created accessible to analysts and applied researchers without specialist expertise in Bayesian statistics.
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## Appendix 1

# Sample size calculation for the multicentre RCT on GST for BPD in Chapter 4 

Author of this appendix: Gerard van Breukelen

This appendix was first published as online supplement to Wetzelaer et al., 2014.

## Design

Multicentre trial in 5 countries, 14 centres, a minimum of 2 cohorts of 16 patients per centre, randomization to group schema therapy (GST) versus treatment as usual (TAU) per cohort per centre. There are two formats for GST, GST-A and GST-B. Per centre one cohort will get GSTA or TAU, and the other cohort will get GST-B or TAU. Order of treatment will be balanced between centres; in half of the centres, cohort 1 will get GST-A or TAU and cohort 2 will get GST-B or TAU, and in the other half of the centres cohort 1 will get GST-B or TAU and cohort 2 will get GST-A or TAU.

## Hypotheses

1. The outcome mean under group schema therapy (GST-A or GST-B) will be higher than under TAU.
2. The outcome mean under GST-A will differ from the outcome mean under GST-B.

## Analysis

Data will be analyzed with mixed (multilevel) regression to take nesting of patients within centres into account, and adjusting for country, cohort and the difference between treatment A and B. For quantitative outcomes, the following mixed linear model will be applied for the outcome of patient $i$ in centre $j$ :

$$
\begin{equation*}
Y_{i j}=b_{0 j}+b_{1 j} \text { cohort }_{i j}+b_{2 j} \text { treat }_{i j}+b_{3 j} \text { treat } B_{i j}+e_{i j}, \tag{1}
\end{equation*}
$$

where cohort, treat A and treat B are dummy indicator variables for cohort ( $1=$ cohort $2,0=$ cohort 1 ), GST-A ( $1=$ GST-A, $0=$ GST-B or TAU $)$ and GST-B $(1=$ GST-B, $0=$ GST-A or TAU $)$, respectively.

The regression weights are the sum of a fixed average weight $\beta$ and a random centre effect $\mu$, thereby allowing for a centre main effect, centre by cohort interaction, and centre by treatment interaction, respectively. The four random effects are allowed to covary. The last term, $e_{i j}$, is the
residual representing a random patient effect plus measurement error. The fixed model part will be extended with country effects using dummy coding, with cohort by treatment interaction, and with relevant covariates to increase power and to test for any hypothesized treatment by covariate interactions.

The model assumes one outcome measurement per patient. Repeated measures will be aggregated into a powerful summary measure following the methods in (Frison \& Pocock, 1997) and (Senn et al., 2000). In case of a substantial percentage of missing values, this method will be replaced with three-level mixed regression analysis, adding time of measurement as third level below the patient level, and choosing as model for the treatment by time interaction the same model that underlies the choice of summary measure, i.e., linear divergence between treatment arms over time, allowing for nonlinear trend within each arm.

The model treats centre as a random effect. If the number of centres is too small for stable estimation of centre effects after adjusting for country, then centre will be included as fixed effect. This gives a smaller sample size than the present calculation, at the price of restricting all inferences to the centres in this trial.

## Sample size calculation for a quantitative outcome and hypothesis 1

Since country, centre and cohort are orthogonal to both treatment indicators due to the design chosen, their fixed and random effects can be ignored in treatment effect estimation, giving the following contrasts of interest for hypothesis 1 :

$$
\frac{\mu_{A}+\mu_{B}}{2}-\frac{\mu_{T A}+\mu_{T B}}{2} \neq 0
$$

where $\mu_{A}$ and $\mu_{B}$ are the expected outcomes under treatments GST-A and GST-B, and $\mu_{T A}$ and $\mu_{T B}$ are the expected outcomes under the TAU control to GST-A condition and under the TAU control to GST-B condition respectively. This contrast can be estimated by using the sample means per centre and averaging these across centres, assuming a sample size of $n=8$ per treatment condition per cohort per centre.

Using model 1, the variance ( $=$ squared standard error) of this contrast estimator can be shown to equal:

$$
\begin{equation*}
\frac{\sigma_{2}^{2}+\sigma_{3}^{2}+2 \sigma_{23}+\frac{4 \sigma_{e}^{2}}{n}}{4 K}, \tag{2}
\end{equation*}
$$

where $\mathrm{K}=$ the number of centres, $\mathrm{n}=$ the nr of patients per centre per cohort per treatment arm (we assume $n=8$ ), and the variances are the between-centre variance of the GST-A effect, the between-centre variance of the GST-B effect, the between-centre covariance of the two effects, and the within-centre between-patient outcome variance. Assuming the between-centre variances
of GST-A effects and GST-B effects to be equal, the worst-case scenario is when the two treatment effects correlate perfectly between centres, reducing (2) to $\left(\sigma_{2}^{2}+\frac{\sigma_{e}^{2}}{n}\right) / K$, which is the same expression as for a multicentre trial with only one experimental and one control treatment arm and a total of 4 n patients per centre (Moerbeek et al., 2000, 2003), noting that they used $-1 /+1$ instead of $0 / 1$ treatment coding which makes the treatment effect estimator, and its standard error twice as small, and $\sigma_{2}^{2}$ four times as small, as presently, for technical details, see (van Breukelen, 2013). Without centre by treatment interaction (i.e., if $\sigma_{2}^{2}=0$ ), it follows from standard sample size formulae (e.g., (Kirkwood, 1988) that a total of 168 patients ( $=5.25$ centres) is sufficient to detect an effect size of $d=0.50$ with $90 \%$ power using a two-tailed $\alpha$ of $5 \%$. Assuming centre by treatment interaction such that $\sigma_{2}^{2}$ is $5 \%$ of the between-patient $\sigma_{e}^{2}$ (which gives a typical intraclass correlation value of almost 0.05 ), we need 236 patients or 8 centres. Including 13 centres of 32 patients each will then give sufficient power for an effect size $d=0.40$.

## Sample size adaptation to hypothesis 2

The contrast of interest is now $\mu_{A}-\mu_{B}$ and the data from TAU do not add useful information here. In particular, subtracting from $\mu_{A}-\mu_{B}$ the term $\mu_{T A}-\mu_{T B}$ to adjust for cohort effects is superfluous as model (1) already adjusts for cohort effects, and will increase the standard error of the effect estimator. Hypothesis 2 is tested by running model (1) without the TAU patients and dropping the treatB indicator such that GST-B is reference treatment against which GST-A is compared. The contrast of interest has variance

$$
\begin{equation*}
\frac{\sigma_{2}^{2}+\frac{2 \sigma_{e}^{2}}{n}}{K} \tag{3}
\end{equation*}
$$

where $\sigma_{2}^{2}$ will have a different value than in model (1) for hypothesis 1 , as it now reflects betweencentre variance in the outcome difference between GST-A and GST-B rather than between GSTA and TAU. Compared with the result for hypothesis 1, the between-patient variance $\sigma_{e}^{2}$ counts twice since each treatment arm (GST-A versus GST-B) has now $n$ patients per centre, against 2 n for hypothesis 1 (GST-A and GST-B pooled versus TAU). Ignoring intraclass correlation gives a sample size of 168 patients ( $=10.5$ centres assuming 16 patients on treatment GST-A or GST-B per centre) to detect an effect of medium size $d=0.50$ with $90 \%$ power using a two-tailed $\alpha$ of $5 \%$. Taking again an intraclass correlation of nearly 0.05 , we need a sample size of 202 patients ( $=13$ centres).

In short, a total of 13 centres will give a $90 \%$ power to detect an effect of size $d=0.40$ for hypothesis 1 (TAU versus GST), and an effect of size $d=0.50$ for hypothesis 2 (GST-A versus GST-B).Taking into account $5 \%$ attrition we thus need a total of 14 centres.
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## Appendix



[^8]$1 \quad$ Appendix A: Bayesian Multilevel Models
1.1 First Level Models
1.1.1 The First-Order Autoregressive Model
The first order autoregressive (AR(1)) model (Hamilton, 1994; Chatfield, 2003) describes a situation where there is no systematic change (no increase or decrease) over time, and where an individual's scores simply fluctuate
 of two parts: a mean score $\mu$, which represents an individual's trait score (i.e. his/her long-run tendency, equilibrium, or long-term preferred state) and a
temporal deviation from this mean, which we denote as $\zeta_{t}$, that is
(1)

The temporal deviations (or states) may be characterized by autocorrelation
and can be modeled with the $\operatorname{AR}(1)$ model $\zeta_{t}=\phi \zeta_{t-1}+\varepsilon_{t}$.
(2)

Where $\phi$ is the AR-parameter used to regress the current state on the previous one, and $\varepsilon_{t}$ is the unpredictable part, also referred to as the innovation, residual, or random shock. It is assumed that $\phi$ lies between -1 and 1 to ensure stationarity (that is, a situation in which the mean and variance of the process do not change over time, see Hamilton, 1994, p. 53 and Chatfield, 2003, pg. 12). ${ }^{1}$ Furthermore, it is assumed that the innovations are indepen-

 ing individuals to differ with respect to the model parameters $\mu$ and $\phi$. This
 1 in the model code that is proved in the manual. However, it is monitored whether the
estimates for this parameter stay within the acceptable limits that ensure stationarity of
${ }^{2}$ Note that in the $\operatorname{AR}(1)$ model code the error variance (i.e. the proportion of the variance that cannot be predicted from the previous time point) for the first time point
(ie. taul) differs from that of subsequent time points (i.e. tau2). This error variance cannot be estimated for the first time point, since no information is available from before that time point.

|  | adratic Term, and a Fixed Intercept |
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| 1.3.16 | Priors of the QGC Model with Random Intercept, Slope, and Quadratic Term |
| 1.3.17 | Priors of the ALT Model with Fixed Constant and Change parameter |
| 1.3.18 | Priors of the ALT Model with Random Constant and Fixed Change parameter |
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## $\left.n^{n}\right\}+{ }^{2} \pi=? ?$

Where the temporal deviations can again be written as, $\zeta_{i t}=\phi_{i} \zeta_{t-1}+\varepsilon_{i t}$,

with the model parameters being subject to the same asumption as mentioned above. Note that this multilevel extension of the $\operatorname{AR}(1)$ model is closely related to the simplex model as introduced by Jöreskog $(1971,1979)$. However, whereas the simplex model assumes that the model parameters are fixed across individuals (i.e. $\mu_{i}=\mu, \forall i$, and $\phi_{i}=\phi, \forall i$ ), the multilevel
$\operatorname{AR}(1)$ model does not. It is important to realize however, that reliably estimating (inter-individual differences in) individual AR-parameters likely requires around 20 , and preferably 50 , repeated assessments for each participant (Jongerling, Laurenceau, \& Hamaker, 2015). If fewer repeated assessments are available, as is the case in the current study, a multilevel $\operatorname{AR}(1)$ model in which only the mean is random might be preferred, in which case the amount of autocorrelation should be fixed across individuals (i.e. $\phi_{i}=\phi$ study. In addition, we also assume that the amount of autocorrelation is constant over time in this study, even though the AR-parameter could theoretically be allowed to vary over time (e.g. the amount of autocorrelation between time points 1 and 2 could be modeled as different from the amount of autocorrelation between time points 2 and 3).

The AR-parameter $\phi_{i}$ in Equation 4 reflects the degree to which previous scores or states carry over into current scores or states. Suppose we have a number of repeated assessments of NB for an individual. If the AR-parameter is close to zero, this implies that there is little or no carry over from the level of NB on the previous assessment to the current level of NB. In contrast, when the AR-parameter is close to 1 , this implies that an increased amount of NB at the previous assessment is likely to persist into the current assessment (and subsequent assessments), while decreased levels also tend to persist into subsequent assessments.
The innovation $\epsilon_{i t}$ represents the part of the process that cannot be predicted based on previous scores or states. Thus, it can be thought of as the collection of all unobserved (or omitted) factors that influence the process under investigation.
$\mu_{1}=\mu_{\alpha}+0 * \mu_{\beta}$
$\mu_{1}=\mu_{\alpha}$

In the manual, we describe the R-code for this model and provide the
model files for the Bayesian analysis with the JAGS-program (Plummer, 2003, 2012).

### 1.1.3 Quadratic Growth Model

The quadratic growth curve (QGC) model is very similar to the LGC model. The only difference is that the QGC model contains one additional parameter, the quadratic term $\left(\eta_{i}\right)$, that allows for the modeling of quadratic growth over time. As a result, this type of model is better suited for modeling change that increases or decreases in rate over time. For example, if the increase (or decrease) in someone's NB is large at first, but then levels off, the QGC model can describe this type of change accurately, while the LGC, which assumes that the rate of change is the same across all assessments can not. The QGC model can even model change that is increasing at first and decreasing later on (or vice versa).

$$
(0 \tau)
$$ where $\alpha_{i}$ and $\beta_{i}$ are again the individual intercept and linear slope, $\eta_{i}$ is an individual's quadratic term, and $\varepsilon_{i t}$ is again a random error term with zero mean and variance $\sigma_{\varepsilon}^{2}$, that is assumed to be uncorrelated across individuals and time, and uncorrelated with the other model parameters.

Note that the slope parameter $\beta_{i}$ is again multiplied by the current assessment minus $1(t-1)$, and that the quadratic term is multiplied by $(t-1)^{2}$. erence point, and an individual's intercept $\left(\alpha_{i}\right)$ equal to his or her expected NB at this first assessment.

The growth curve for average NB of the QGC is equal to,
$\mu_{t}=\mu_{\alpha}+(t-1) \mu_{\beta}+(t-1)^{2} \mu_{\eta}$ for $t=1, \ldots, T$. where $\mu_{\alpha}$ and $\mu_{\beta}$ are again the mean intercept and mean slope over individuals, while $\mu_{\eta}$ is the mean quadratic effect.
In the manual, we describe the R -code for this model and provide the 2003, 2012)The ALT model (Curran \& Bollen, 2001;Bollen \& Curran, 2004) is a comnation of a LGC and an AR(1) model, and can be described a Curran 2004). We included this model in the study because systematic change in
 of NB will depend on his/her previous amount. While the ALT model can model both these processes simultaneously, having both systematic change and autocorrelation between assessments introduces a difficulty.
This follows from the expression for the ALT model, which can be written

(12)





 the model. If the AR-parameter is restricted to be the same across the entire range of assessments and smaller than 1 in absolute value (i.e. $|\phi|<1$ ), as it is in this study, then all previous assessments can be incorporated into the ALT model by putting nonlinear constraints on $\alpha_{i}$ (i.e. $(1-\phi)^{-1}$ ) and $\beta_{i}$ (i.e. $\left.\phi(1-\phi)^{-2}\right)$ at the first assessment (Bollen \& Curran, 2004) to get,
(14)
Assuming that the residual variation is equal across time, the term $z_{i 1}$ repre-
sents an infinite weighted sum of all the unobserved, previous residuals, which

## $=\sum_{j=0} \phi^{j} \varepsilon_{i, 1-j}$,

$\approx 3$
thus solves for the recursion in the ALT model. In addition, this term has a zero mean and variance $\sigma_{z}^{2}$ (which is a function of $\sigma_{\varepsilon}^{2}$ and $\phi$ ) (Hamaker, 2005). After Equations 13 and 14 are used to model the data at the first assessment, Equation 12 can be used for the subsequent assessments $(t=2,3, \ldots, T)$. Although these constraints for $\alpha_{i}$ and $\beta_{i}$ at $t=1$ solve the recursion problem they make the parameters of the ALT model hard to interpret. Specifically, with these constraints, the intercept and slope of the ALT model are equal to (Hamaker, 2005),
$(15 a)$
$(15 b)$ and not simply to $\alpha_{i}$ and $\beta_{i}$. For this variation of the ALT model, the growth curve for the average NB can be written as,

## (16) <br> $\begin{aligned} \mu_{t} & =\mu_{\delta}+(t-1) \mu_{\gamma} \\ & =\mu_{\Omega}(1-\phi)^{-1}-\mu_{\beta} \phi(1-\phi)^{-2}+(t-1) \mu_{\beta}(1-\phi)^{-1} \text { for } t=1, \ldots, T .\end{aligned}$

Because of this difficulty with the interpretation of the parameters of the ALT model after using the constraints, we also consider another solution to the recursion problem.

This second solution involves rewriting the ALT model as a LGC model with autocorrelated disturbances, such as proposed by Chi and Reinsel (1989).
This can be done because the ALT model and a LGC model with autocorrelated errors are algebraically equivalent when the AR-parameter is invariant over time (Hamaker, 2005), as it is in this study. The advantage of this second solution for the recursion problem, is that it separates the LGC, or trend, part of the model from the AR part, which keeps the interpretation of the model parameters straightforward. Specifically, a LGC model with autocorrelated errors can be written as,

where $\alpha_{i}$ and $\beta_{i}$ are again the individual intercept and linear slope, $\phi$ is
the autoregressive parameter which is subject to the same constraints as under the $\operatorname{AR}(1)$ model, and $\varepsilon_{i t}$ is again a random error. Note that $\beta_{i}$ is
again multiplied by $(t-1)$ to make the first assessment our reference point and an individual's intercept $\left(\alpha_{i}\right)$ equal to his/her expected NB at this first assessment. For $t=1$, the LGC model with autocorrelated errors can be written as,
${ }^{\prime} n_{3}+{ }^{2} n=r^{2} f$


## (19)

 Both error terms in these equations, $\varepsilon_{i 1}$ and $\varepsilon_{i t}$, have a zero mean while the variance of $\varepsilon_{i 1}, \sigma_{\varepsilon_{i 1}}^{2}$, is equal to,(20)
where $\sigma_{\varepsilon_{i}}^{2}$ is the variance of $\varepsilon_{i t}$.
When writing the ALT model as an LGC model with autocorrelated disturbances, the intercept and the slope of the model are simply equal to $\alpha_{i}$ and $\beta_{i}$, while the parameter $\phi$ quantifies the amount of autocorrelation between successive assessment errors. The growth curve of average NB for
this second variation is equal to, $\mu_{t}=\mu_{\alpha}+(t-1) \mu_{\beta}+\phi\left(\mu_{t-1}-\right.$
(21)

In the manual, we describe the R-code for this model and provide the
model files for the Bayesian analysis with the JAGS-program (Plummer, 2003, 2012).

### 1.2 Second Level Model

On the second level inter-individual differences in the parameters of the AR(1), LGC, QGC, and ALT model are modeled (Jöreskog, 1971; Jöreskog, 1971; Meredith \& Tisak, 1990; Bollen \& Curran, 2004; Curran \& Bollen, 2001). In this study we assume that all model parameters are normally random parameter equal to,


When more than one parameter is random, the inter-individual differences in these parameters might be related. To account for this, the random parameter must be allowed to correlate with each other by giving them a joint distribution. Since we assume that our parameters are normally distributed, we will model the inter-individual differences in models with more than one random parameter using a multivariate normal (MVN) distribution. For a model with three random parameters, $\theta_{1}, \theta_{2}$, and $\theta_{3}$, the MVN distribution can be written as,

$$
\left[\begin{array}{l}\theta_{1 i} \\ \theta_{2 i} \\ \theta_{3 i}\end{array}\right] \sim \operatorname{MVN}\left(\left[\begin{array}{l}\mu_{\theta_{1}} \\ \mu_{\theta_{2}} \\ \mu_{\theta_{3}}\end{array}\right],\left[\begin{array}{ccc}\tau_{\theta_{1}}^{2} & \\ \tau_{\theta_{1} \theta_{2}} & \tau_{\theta_{2}}^{2} & \\ \tau_{\theta_{1} \theta_{3}} & \tau_{\theta_{2} \theta_{3}} & \tau_{\theta_{3}}^{2}\end{array}\right]\right), \quad(26)
$$

where $\tau_{\theta_{1}}^{2}, \tau_{\theta_{2}}^{2}$, and $\tau_{\theta_{3}}^{2}$ are the inter-individual variances in the model
parameters; $\tau_{\theta_{1} \theta_{2}}^{2}, \tau_{\theta_{1} \theta_{3}}$, and $\tau_{\theta_{2} \theta_{3}}$ are the covariances between the random
parameters; and $\mu_{\theta_{1},}, \mu_{\theta_{2}}$, and $\mu_{\theta_{3}}$ are the expected values of $\theta_{1 i}, \theta_{2 i}$, and $\theta_{3 i}$
respectively. For a LGC model (Meredith \& Tisak, 1990), with a random
intercept $\alpha_{i}$ and a random slope $\beta_{i}$, the level two model would be,


When we want to add predictors on the second level of our models this is simply done by writing the means of the normal distributions in Equations 22 through 25 as linear equations containing these predictors. For example, assume patients receive three different treatments (like they did in this study) and we want to add treatment type as a predictor for inter-individua differences in the slope parameter of a LGC model $\beta$. This merely involves substituting the mean slope parameter $\mu_{\beta}$ from Equation 24 with,
where $D 1$ and $D 2$ are two dummy variables used to identify which treatment individual $i$ received, $\gamma_{00}$ is the mean slope for the reference group, $\gamma_{10}$ is the regression coefficient for $D 1$ which quantifies the difference in mean slope between the reference group and the group belonging to a score of 1 on $D 1$, and $\gamma_{20}$ is the regression coefficient for D2 which quantifies the difference in mean slope between the reference group and the group belonging to a score of 1 on D2. For the other parameters in Equations 22 through 25 a similar approach can be used.

### 1.3 Bayesian Estimation of the Multilevel Models

In this study we use the JAGS program (Plummer, 2003, 2012) for the Bayesian estimation of our multilevel models. JAGS is a free software package and can be used by itself or in combination with R (R Core Team, 2014) using the R2jags package (Yu-Sung \& Masanao, 2014) to call JAGS from R. The actual steps and code necessary to use JAGS to analyze data with the multilevel models discussed above are provided in a manual.

Here, we will focus a bit more on Bayesian estimation itself. In Bayesian
 program (e.g. JAGS). While a thorough discussion of Bayesian statistics is beyond the scope of this article (interested readers are referred to Gelman,
 (2009)), there is one feature of Bayesian analysis that needs to be discussed here (albeit briefly): the prior distribution. In Bayesian statistics, researchers need to specify prior distributions for all model parameters, where these prior distributions represent a researcher's prior beliefs or knowledge about these parameters by assigning probabilities to their different possible values. These prior distributions are then combined with the distribution of the data using Bayes theorem in the following way,

## $f(\theta \mid y)=\frac{f(y \mid \theta) f(\theta)}{f(y)}$

(29)
where $y$ represents the sample data, and $\theta$ represents a model parameter we want to estimate (e.g. the AR-parameter $\phi$ of the AR(1) model, or the
slope parameter $\beta$ of the LGC model). In addition, $f(\theta \mid y)$ is the posterior distribution of parameter $\theta$ that represents the combined information about this parameter from both the prior and the data, $f(y \mid \theta)$ is the distribution of the data $(y)$ conditional on parameter $\theta, f(\theta)$ is the prior distribution for
parameter $\theta$, and $f(y)$ is the marginal distribution of the data. Posterior distributions of parameters of interest are subsequently used for model estimation. That is, the mean, median, or mode of a posterior distribution can be used as the point estimate of a parameter, while the standard deviation of the posterior distribution can be seen as a measure of the sample variability of this estimate (analogous to the standard error in standard maximum likelihood estimation). If one has little or no prior knowledge, vague (or diffuse) priors can be used, which are characterized by assigning low and (approximately) equal probabilities to a very large range of possible values of a parameter. The results obtained with such priors depend almost exclusively on the data, and are therefore often close to Maximum Likelihood estimates.
For fixed parameters, that is, parameters that are not variance terms and that do not vary across individuals, normal distributions with 0 mean and (very) large variances are often used as vague priors, because the large variances spread the normal distribution out over a very large range of values, with each value in the range getting a very small and approximately equal probability. In this study, fixed effects will be assigned normal priors with 0
means and variances equal to $10^{12}$, that is,

## $\pi \sim \mathcal{N}\left(0,10^{12}\right)$,

(0\&)
where $\pi$ represents the fixed parameter(s) of a model. For example, in the QGC model the priors for the mean intercept, mean linear change parameter, and mean quadratic change parameter are given by,
ले กิ
$\mu_{\beta} \sim \mathcal{N}\left(0,10^{12}\right), \quad$ (32)
$\mu_{\alpha} \sim \mathcal{N}\left(0,10^{12}\right)$,

## $\mu_{\eta} \sim \mathcal{N}\left(0,10^{12}\right)$.

 $\operatorname{AR}(1)$ model), the inverse gamma distribution is often used in Bayesian statistics, because this distribution does not allow values smaller than 0 . The inverse gamma (IG) distribution is made vague in this study by setting
the two arguments of the distribution (the shape and the rate parameter) to the same value. In the current study we used inverse gamma distributions for residual variances and for the inter-individual variance of models with
only one random parameter. ${ }^{3}$ In these priors the shape and rate parameter were equal to 0.000001 , so that, (モ\&) '(L00000 0't0000000) $D I \sim \AA$
where $\psi$ represents all uncorrelated variance parameters of a model. For an $\operatorname{AR}(1)$ model with a random mean $\mu$, but fixed AR-parameter $\phi$, the priors for the variance terms are,

(35)<br>\section*{$\sigma_{\varepsilon}^{2} \sim \operatorname{IG}(0.000001,0.000001)$,}

## $\tau_{\mu}^{2} \sim \operatorname{IG}(0.000001,0.000001)$.

Finally, in models where more than one parameter is allowed to vary

 distributions, but are given a joint prior distribution, the Inverse Wishart (IW). This IW distribution is a prior for the entire covariance matrix of a model, and for a model with three random parameters $\theta_{1}, \theta_{2}$, and $\theta_{3}$, it can be written as,
where the left side of Equation 37 represents the covariance matrix of the
 space, and $d f$ are the degrees of freedom of the distribution which determine

[^9]how informative it is. For an $\operatorname{AR}(1)$ model with both a random mean $\mu$ and
a random AR-parameter $\phi$, the IW prior would be,
\[

\left[$$
\begin{array}{cc}\tau_{\mu}^{2} & \\ \tau_{\mu \phi} & \tau_{\phi}^{2}\end{array}
$$\right] \sim I W(R, d f) .
\]

Usually, an identity matrix is used for scale matrix $R$, but depending on the
range of scores in the data this may not always be appropriate. In this study
we will use data-based variance estimates on the diagonal of scale matrix
$R$. To make the IW a vague prior, the $d f$ 's need to be set to the number of
random effects in the model, which would be 3 in the first example, and 2
for the AR(1) model with random mean and AR-parameter.
In the following sections we will specify the priors used for the different
multilevel models fitted to the empirical data in this paper.
Based on preliminary convergence checks, the number of iterations for the
Bayesian estimation procedures was set to 100,000 with a burn-in of 5,000 .
1.3.1 Priors of the AR(1) Model with Fixed Mean and AR-parameter

For the $\operatorname{AR}(1)$ model with fixed mean and AR-parameter, both the mean and the AR-parameter are fixed effects. For both these parameters, normal distributions with 0 means and variances equal to $10^{12}$ were therefore chosen as priors. That is,
(39)
(40)

For the residual variance we specified an inverse gamma distribution as a prior, to get,

The R-code for this model is given in the manual.
1.3.2 Priors of the AR(1) Model with Random Mean and Fixed AR-parameter

In this variation of the $\operatorname{AR}(1)$ model, the (overall) mean and the AR parameter are fixed parameters, while the residual variance and the inter-individual variance in the mean are variance terms. Therefore, the prior distributions for the overall mean and AR-parameter, are equal to,
쿼
while the priors for the residual variance and the inter-individual variance in the mean are, $\begin{aligned} \sigma_{\varepsilon}^{2} & \sim I G(0.000001,0.000001) \\ \sigma_{\mu}^{2} & \sim I G(0.000001,0.000001) .\end{aligned}$ The R-code for this model is given in the manual. AR paran
1.3.3 Priors of the AR(1) Model with Fixed Mean and Random AR-parameter For the $\mathrm{AR}(1)$ model with fixed mean and random AR-parameter, both the
mean and the (overall) AR-parameter are fixed effects. The priors for these parameters are,
(9も)
 parameter we specified inverse gamma distributions as priors, to get,
$\stackrel{\varnothing}{9} \underset{\sim}{\rightrightarrows}$
$\sigma_{\varepsilon}^{2} \sim I G(0.000001,0.000001)$
$\tau_{\phi}^{2} \sim I G(0.000001,0.000001)$.
The R-code for this model is given in the manual

1．3．4 Priors of the $\operatorname{AR}(1)$ Model with Random Mean and AR－ parameter

In this variation of the $\operatorname{AR}(1)$ model，both the（overall）mean and the（over－ all）AR－parameter are fixed parameters．Therefore，for the overall mean and AR －parameter，the prior distributions are equal to，

## 点 <br> The priors for the residual variance and the（possibly）related inter－individual variance in the mean and AR－parameter are，

동
令
雨
1．3．5 Priors of the LGC Model with Fixed Intercept and Slope In this model，the mean and slope are fixed effects，while the residual variance is a variance term，making the priors equal to，

The R－code for this model is given in the manual
$\sigma^{2} \sim I G(0.000001,0.000001)$
$\alpha \sim \mathcal{N}\left(0,10^{12}\right)$
$\beta \sim \mathcal{N}\left(0,10^{12}\right)$
莒昼总

1．3．6 Priors of the LGC Model with Random Intercept and Fixed
In this model，the
In this model，the overall intercept and slope are fixed effects，while the resid－
ual variance and the inter－individual variance in the intercept are variance terms，making the priors equal to，
（6؟）$\quad\left({ }_{\mathrm{zI}} 0 \mathrm{I}{ }^{\circ} 0\right) \mathcal{N} \sim{ }^{{ }^{0} H}$
（L9）（ $\left.00000^{\circ} 0^{\prime} \mathrm{T} 00000^{\circ} 0\right), D I \sim{ }_{3}^{3} 0$


1．3．7 Priors of the LGC Model with Fixed Intercept and Random Slope

In this model，the overall slope and intercept are fixed effects，while the residual variance and the inter－individual variance in the slope are variance terms，making the priors equal to，
（89）$\quad\left({ }_{\mathrm{zI}} 0 \mathrm{I}^{6} 0\right) \mathcal{N} \sim$ o
$\left({ }_{\text {tI }} 0 \mathrm{I}{ }^{6} 0\right) \mathcal{N} \sim{ }^{\delta} t$
 $\sigma_{\beta}^{2} \sim I G(0.000001,0.000001)$
 In this model，the overall slope and overall intercept are fixed effects，while the residual variance，the inter－individual variance in the intercept，and the inter－individual variance in the slope are variance terms．In addition，the random intercept and slope might be correlated，which means that we should
use an Inverse Wishart prior for the random effects．The priors for this model
are，

|  | $\mu_{\alpha} \sim \mathcal{N}\left(0,10^{12}\right)$ | (67) |
| :---: | :---: | :---: |
|  | $\mu_{\beta} \sim \mathcal{N}\left(0,10^{12}\right)$ | (68) |
|  | $\sigma_{\varepsilon}^{2} \sim I G(0.000001,0.000001)$ | (69) |
|  | $\left[\begin{array}{cc}\tau_{\alpha}^{2} & \\ \tau_{\alpha \beta} & \tau_{\beta}^{2}\end{array}\right] \sim I W(R, d f)$. | (70) |
| where, |  |  |
|  | $R=\left[\begin{array}{cc} 1000 & \\ 0 & 500 \end{array}\right] \text { and, }$ | (71) |
|  | $d f=2$. | (72) |
| The | R -code for this model is given in the manual. |  |
| 1.3.9 | Priors of the QGC Model with Fixed Inter Quadratic Term |  |
| For this | model the prior distributions are, |  |
|  | $\alpha \sim \mathcal{N}\left(0,10^{12}\right)$ | (73) |
|  | $\beta \sim \mathcal{N}\left(0,10^{12}\right)$ | (74) |
|  | $\eta \sim \mathcal{N}\left(0,10^{12}\right)$ | (75) |
|  | $\sigma_{\varepsilon}^{2} \sim I G(0.000001,0.000001)$ | (76) |
|  | R -code for this model is given in the manual. |  |
| 1.3.10 | Priors of the QGC Model with a Rando Fixed Slope and Quadratic Term |  |
| For this | model the prior distributions are, |  |

1.3.13 Priors of the QGC Model with a Random Intercept and
Slope, and a Fixed Quadratic Term

1.3.14 Priors of the QGC Model with a Random Intercept and Quadratic Term, and a Fixed Slope
For this model, the priors are,

(104)
$(105)$
The R-code for this model is given in the manual.
1.3.15 Priors of the QGC Model with a Random Slope and Quadratic

ヨ ت
1.3.16 Priors of the QGC Model with Random Intercept, Slope,
O 邑
E
$\Xi$
$\Xi$
$\mu_{\alpha}$

where,


\[\)| $R$ | $=\left[\begin{array}{ccc}1000 & & \\ 0 & 500 & \\ 0 & 0 & 100\end{array}\right] \text { and, }$ |
| ---: | :--- |
| $d f$ | $=3 \text {. (118) }$ |
|  The  R -code for this model is given in the manual.  |  |

\]

1.3.17 Priors of the ALT Model with Fixed Constant and Change parameter

For this model, the priors are,

## (0zT) $\quad\left({ }_{z T} 00^{\circ} 0\right) \mathcal{N} \sim 0$ <br> $\beta \sim \mathcal{N}\left(0,10^{12}\right)$ <br> $\phi \sim \mathcal{N}\left(0,10^{2-}\right)$

1.3.18 Priors of the ALT Model with Random Constant and Fixed Change parameter

1.3.19 Priors of the ALT Model with Fixed Constant and Random

Change parameter
For this model, the priors are,
$\stackrel{\rightharpoonup}{\hat{\theta}} \stackrel{\rightharpoonup}{\theta}$

| $\begin{aligned} & \text { تี } \\ & \text { ت̃ } \end{aligned}$ |
| :---: |
| $8$ |
| $8$ |
| \\| |
| 2 |


1.3.23 Priors of the ALT Model with Fixed Intercept and Random

For this model, the priors are,

## $\left({ }_{\text {ZI }} 0 I^{\prime} 0\right) \mathcal{N} \sim o$ <br>  <br> (L00000.0'100000*0) DI $\sim{ }_{7}^{3} 0$ <br> $\sigma_{\beta}^{2} \sim I G(0.000001,0.000001)$

1.3.24 Priors of the ALT Model with Random Intercept and Slope parameter

For this model, the priors are,
estimated the parameter $p_{D}$ as a measure for the number of effective paramas,

(164)

(165)

So, Spiegelhalter subtracted the value of the deviance calculated at the mean values of the model parameters $(\bar{\theta})$ from the mean value of the deviance to get an estimate of model complexity. This method for calculating model complexity usually works fine, but is not invariant to reparametrization of the model, and can result in negative estimates for the effective number of parameters in certain situations. An alternative estimate for the effective number of parameters, suggested by Gelman et al. (2004) is estimate $p_{V}$,

> (166)

This estimate calculates the variance in the deviance values across the $k$ iterations of the Gibbs-sampler and divides it by two to get the number of effective parameters. Estimate $p_{V}$ solves the problems associated with $p_{D}$ and is generally very robust and accurate. The only requisite is the use of vague priors. Given the advantages of $p_{V}$, that is the estimate we used in this study.

## Appendix B: The DIC

Similar to other Information Criteria, like the AIC (Akaike, 1973) and BIC
(Schwarz , 1978), the DIC (Spiegelhalter, Best, Carlin, \& Linde, 2002) can be
seen as consisting of two parts; one part that measures model (mis)fit, and
a second part that quantifies the dimensionality, or complexity of a model.
Specifically, the DIC can be written as,

$$
\text { DIC }=-2 \log f(y \mid \tilde{\theta})+2 p_{V} .
$$

## (162)

where $\theta$ is a vector containing all model parameters (e.g. the AR-parameter $\phi$, the mean parameter $\mu$, and the residual variance $\sigma_{\varepsilon}^{2}$ of the $\operatorname{AR}(1)$ model with fixed mean and AR-parameter), $\tilde{\theta}$ is a Bayesian estimate of this vector, $-2 \log f(y \mid \tilde{\theta})$ is a measure of model misfit (called the deviance) that represents the difference in fit between the model under consideration and a hypothetical "true" model that would fit the data perfectly, and $p_{V}$ is an estimate of the complexity of the model expressed as the number of effective model parameters. The term $f(y \mid \tilde{\theta})$ that is part of the deviance is simply the density of the sample data given the Bayesian estimate of the parameter vector. Note that, since the deviance is a measure of misfit, lower values on the DIC imply a "better" model. In addition, Equation 162 shows that, like other model selection procedures, model selection based on the DIC is based on a trade-off between fit and complexity. If two models fit the data equally well (i.e. their deviances are equal), then the model with the lowest complexity will be selected.

Both the deviance and the number of effective model parameters are easily obtained through Gibbs-sampling (Gelman et al., 2004, p. 287-289). If we indicate the current iteration of the Gibbs-sampler with $k$ (with $k=1 \ldots K$ ) and the vector with the parameter estimates in iteration $k$ as $\theta_{k}$, the Bayesian estimate of the deviance can be written as,

> (163)

So the deviance can easily be obtained from the Gibbs-sampler by calculating the value of the deviance in each iteration of the Gibbs-sampler and subsequently calculating the mean of these values. Model complexity can be estimated in different ways using a Gibbs-sampler. Spiegelhalter originally

## Appendix C: Model Extensions

 In this paper we only applied our models to normally distributed nested data with two-levels. However, extending our models for the analysis of nested data with more than two levels and/or a non-normal distribution is also possible. In this section we will illustrate how our models can be extended to analyze data with three-levels, and how they can be extended to modellognormal or gamma distributed data.

### 3.1 Three-level Model

Clinical trials often take place in several (mental) health centres, and these centres can be seen as an additional level in our hierarchical data, that is, observations are nested within individuals, and these individuals are nested in the different centres. Extending the models above to include such a third (centre) level is straightforward, and only involves letting the individual level parameters (like the individual intercept $\alpha_{i}$, lineair slope $\beta_{i}$, and quadratic slope $\eta_{i}$ in the QGC model) come from distributions whose parameters deSo, for three-level versions of AR(1), LGC, QGC, and ALT model, the parameters on the second level are distributed as,
where $\mu_{\mu \mid c}, \mu_{\alpha \mid c}, \mu_{\phi \mid c}, \mu_{\beta \mid c}$, and $\mu_{\eta \mid c}$ are mean vectors containing $j=1, \ldots, C$ separate mean parameter values. One for each of the $C$ centres in the study. Similarly, $\sigma_{\mu \mid c}^{2}, \sigma_{\alpha \mid c}^{2}, \sigma_{\phi \mid c}^{2}, \sigma_{\beta \mid c}^{2}$, and $\sigma_{\eta \mid c}^{2}$ are vectors containing $j=1, \ldots, C$ separate variance estimates. As was the case for the second level models presented in Appendix A (Equations 22 through 25), Equations 167 through 171 only apply when there is just one random parameter in a model (or when the random model parameters are not correlated). In case a model contains two or more random parameters, the rank order in one might depend on the
other(s). If this is the case, we need to account for it by giving the parameters a joint distribution. As with the two-level models in Appendix A we choose a multivariate normal (MVN) distributions as our joint parameter since we assume our parameters are normally distributed (Equation 26).

For the $j=1, \ldots, C$ separate values in vectors $\mu_{\mu \mid c}, \mu_{\alpha \mid c}, \mu_{\phi \mid c}, \mu_{\beta \mid c}$, and
$\mu_{\eta \mid c}$ we also assume normal distributions:

 $\mu_{\phi \mid c, j} \sim \mathcal{N}\left(0,10^{12}\right), \mathcal{I}_{\left|\phi_{i j}\right|<1} \forall i, j, \forall j \in \mu_{\phi c}$, $\mu_{\eta \mid c, j} \sim \mathcal{N}\left(0,10^{12}\right), \forall j \in \mu_{\eta c}$. The parameters $\sigma_{\mu \mid c}^{2}, \sigma_{\alpha \mid c}^{2}, \sigma_{\phi \mid c}^{2}, \sigma_{\beta \mid c}^{2}$, and $\sigma_{\eta \mid c}^{2}$ contain $j=1, \ldots, C$ separate variance terms. As was the case for the second-level variance terms, we as-
sume that each of these follow an inverse-gamma distribution in models in which there is only one random parameter (or in which the random parameters are uncorrelated),
$\qquad$
(177) (179) (180) (181)

When more than one parameter is random at the same time, we need to account for possible covariances between these parameters. As was the case for the fixed effects (Equations 167 through 171) this is achieved by specifying a joint distribution for two or more variance terms, and as we did for the inter-individual variances on level 2, we choose an inverse Wishart distribution for this (Equation 37). This distribution is a prior for an entire variance-covariance matrix and can be seen as a multivariate version of the
IG distribution. IG distribution. For our best fitting model, the QGC model with random intercept and
slope, a JAGS model file for running a three-level analysis is provided in the

### 3.2 Lognormal and Gamma Distributed Data

In the above we assumed that the data were normally distributed. However, cost data in economic evaluations of health interventions are typically skewed. This is due to the fact that most patients in a trial usually incur relatively low costs and only a few patients incur high costs, for instance because of adverse events leading to hospitalizations. Therefore, it may be more reasonable to model such data using heavy right-tailed parametric distributions, such as lognormal or gamma distributions.

Fortunately, our code can also be applied to these other distributions. ${ }^{4}$ If we want to apply a QGC model to lognormal data for example, one merely uses the logarithm of the data as the dependent value, making the equation for this model equal to,
$\log \left(y_{i t}\right)=\alpha_{i}+\beta_{i}(t-1)+\eta_{i}(t-1)^{2}+\varepsilon_{i t}, \quad$ (182) For gamma distributed data, one has to change the specified distribution of the data in the model file that is read into the JAGS program. For the QGC model this would result in,
$(183)$
$(184)$ where the parameters $\kappa$ and $\nu$ are the shape and rate parameters of the gamma distribution. Since the mean of a gamma distribution is equal to,

## き

(185)
where $\mu_{\kappa}$ is the mean shape parameter and $\mu_{\nu}$ is the mean rate parameter across individuals, Equation 184 makes sure that the mean trend of the gamma distributed data follows a quadratic growth curve. For the QGC model, the JAGS model file for Gamma distributed data is available in the manual. For the other models, the model files can be adapted for gamma distributed data by changing the specified distribution of $y_{i t}$, and setting the rate parameter $\nu_{i, t}$ equal to the shape parameter $\kappa$ divided by the appropriate mean trend.
${ }^{4}$ A change of scale, such as when performing a logarithmic transformation or gamma
regression in combination with a log-link function, has important implications for the interpretation of parameters (including prior distributions).

## Appendix D: Preliminary analysis

In a preliminary analysis we plotted the overall mean trajectories of net benefit over time for a range of different willingness-to-pay (WTP) values (Figure 1). We also plotted the mean trajectories of net benefit over time per condition (for a WTP value of $€ 40.000$; Figure 2), as well as the individual trajectories (Figure 3, Figure 4 and Figure 5). These plots are useful to guide the initial selection of a subset of models that are consistent with the results of these preliminary analyses as well as for the comparison with modelpredicted trajectories as an additional check of model fit (i.e. complementary to the use of the DIC). For example, note how the slight curvature in the (overall) mean trajectories for the development of net benefit over time is consistent with a QGC model providing the best fit to these data.

Figure 1: Overall mean trajectories for willingness-to-pay (WTP) values of
$€ 0$ to $€ 80.000$.
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## Introduction

 In the study by Wetzelaer, Jongerling, Arntz, and Evers (2017) we used several Bayesian multilevel models for the analysis of longitudinal cost-effectiveness data from (multi-centre) randomized controlled trials (RCTs). Specifically, we fit a First-Order Autoregressive $(\operatorname{AR}(1))$ Model, a Latent Growth Curve (LGC) Model, a Quadratic Growth Curve (QGC) Model, and a Autoregressive Latent Trajectory (ALT) Model to the net benefit (NB) of several treatments for borderline personality disorder. In this short manual we illustrate how applied researchers can fit these models to their own data by describing 1) the required software, 2) the required format of the input files, 3) the actual model-code and where to find it, 4) the analysis of lognormal or the aim of this manual is merely to aid applied researchers in running the
 theory and math behind the estimation. Bayesian Statistics, for example, will not be extensively discussed. For this, and for a more in-depth explanation of the different models and their components, the interested reader is referred to the article by Wetzelaer et al. (2017).
To fit the Bayesian multilevel models, researchers need to install both the R statistical software (R Core Team, 2014) and the JAGS (Just Another
Gibbs Sampler) program (Plummer, 2012). These programs are available from the websites www.r-project.org/ and mcmc-jags. sourceforge.net/, respectively. The R program is needed to load and (if needed) manipulate researchers' data, set up the Bayesian analyses, and store the output, while the JAGS program is needed for the actual computations of the analyses using Markov Chain Monte Carlo (MCMC) simulation. The JAGS program can be called from inside R however, using the R2jags package (Yu-Sung \& Masanao, 2014), so users do not have to switch between the two programs to analyze their data. The R2jags package can be installed from within the R-program by running the command install.packages(R2jags) and subsequently running library (R2jags) to load the package.
are stored as scores on separate variables, and all the information of an
individual is entered on a single line in the dataset. Figure 2 shows the same data as Figure 1 but structured according to the 'wide' format


 peated assessments of the DV on occasion 1 through 5 . All the information of participant 1 is now presented on the first row of the dataset, while all scores of participant 2 are on the second row. Once the data is structured according to one of the two appropriate formats, the dataset must be saved
as a .txt file, and can then be read into R.

## 4 Model-Code

### 4.1 Loading the Data

An R-package containing an overall function to run all the code for the anal-
yses is currently still in the making, but until then, applied researchers can
run all the necessary analyses using the R-code available in Appendix A. In this section we present a short walk-through of this code. To fit the Bayesian Multilevel Models to their data, applied researchers
first need to read their datafile (structured using the instructions in the previous section) into $R$. This is done by the following lines of R-code.

Yrepeated <- read.csv("[Path To File] ", sep = "", header = TRUE, na.strings $=$ "999999.00")
where the part that reads [Path To File] is replaced with the full pathname of the datafile (e.g. "C:/Study/Repeated/Datafile.txt"). Note that we are using 999999 as our missing values label, but this can be changed to any label that the researcher wants.

If the datafile was already in the 'wide' format (mentioned above and shown in Figure 2), the data is now correctly read in, and readers can skip the rest of this section and continue in section 4.2. However, if the data is in the 'long' format shown (mentioned above and shown in Figure 1), it needs to be restructured to the 'wide' format before it can be analyzed with the code presented in this manual. This is done with the following lines of code. Here, we assume that, next to the repeated assessments (located in the fourth column of the dataset), there are three more variables in the dataset; two dummy variables ( $D 1$ and $D 2$ ) located in the second and third column of the dataset that indicate group membership, and one variable ( $R E C$ ) located in the fifth column that indicates whether a participant recovered or not. However, extending the code to include more additional variables and/or variables located in different columns is straightforward

YWidth <- matrix(NA, nrow=(nrow(Yrepeated))/6,ncol=6) D1 <- matrix(NA, nrow=(nrow(Yrepeated))/6, ncol=1) D2 <- matrix(NA, nrow=(nrow(Yrepeated))/6, ncol=1) ind <- unique(Yrepeated[,1])
for (i in 1:(nrow(Yrepeated)/6))\{
for (i in 1:(nrow(Yrepeated)/6))\{
YWidth[i,] <- Yrepeated[Yrepeated [, 1] ==ind[i] , 4]
random mean and fixed AR-parameter, 3) an $\operatorname{AR}(1)$ model with fixed mean and random AR-parameter, and 4) an $\operatorname{AR}(1)$ model in which both parameters are random. The code for the AR model with the fixed mean is,

## list (mu=rnorm (1), AR=runif (1, 0, 1)) <br> list (mu=rnorm (1), AR=runif $(1,0,1)$ )

DV <- [Columns of the Data Matrix That Contain the DV]
T <- [Number of Repeated Measures]
$\mathrm{N}<-$ [Total
N <- [Total Sample Size]
FixedMuAR <- jags (data = list("DV", "T","N"), initsFixedMuAR,
 n. burnin=Bi, n.thin=1, DIC=TRUE)

FixedMuAR <- autojags(FixedMuAR, n.iter = Itt, n.thin=1, n. update $=10$, $D I C=T$ )

FixedMuAR.mcmc <- as.mcmc traceplot(FixedMuAR.mcmc)

The first lines of code generate two lists with starting values for the model parameters by taking a random draw from a standard normal distribution for the mean ${ }^{1}$, and by taking a draw from a uniform distribution over the interval $(-1,1)$ for the AR-parameter. These two lists are subsequently stored in the variable initsFixedMuAR.

The next three lines are used to specify the data that need to be sent to JAGS, where the part between square brackets again needs to be changed by ${ }^{1}$ To avoid the risk that the two chains may start too close together, it is advised to specify plausible and appropriate values for each chain separately instead of randomly generating starting values.

DV, the part between square brackets needs to specify those columns of the datamatrix created when the data was read into R that contain the repeated scores on the DV. The variables $T$ and $N$ simply contain the number of repeated assessments and the number of people in the sample, respectively. The next line of code is the call to the JAGS program using the jags comFirst the sample data is defined in a list containing the names of the three variables that were just created for 1) the repeated assessments on the dependent variable, 2) the number of time points, and 3) the sample size. The second argument specifies the variable that contains the lists with starting values for the Gibbs-sampler (Gelman et al., 2004, p. 287-289). In the third argument, the model file to be used in the analysis is specified, and the part

 cific model file needed for this model is given in section 10.1 through 10.4 of this manual. A zip-file containing JAGS model files for all models discussed in this manual are available upon request. The fourth argument specifies for which model parameters the researcher wants to get estimates. Here we specify that we only want estimates for the mean ("mu"), the total variance of the time series ("var.y"), and the AR-parameter. One can ask for additional model parameters (if there are any) in this argument, as well as for the scores on the dependent variable ("DV"). Asking for these scores will result in the output of the JAGS program containing the original dataset with any missing values imputed. The fifth argument specifies the desired number of MCMC chains to run on the data. Note that this number and the number of lists containing starting values should always match (so two chains need to be accompanied by two separate lists of starting values, as is the case here). We recommend specifying two or more separate MCMC chains so that the Gelman-Rubin statistic (Gelman et al., 2004, pg. 296-298), a statistic that gives some indication to whether the Gibbs-sampler converged properly, can
 convergence will be mentioned in more detail in the section on the output of our model code. The next three arguments n.iter, n.burnin, and n.thin determine the behavior of the Gibbs-sampler. The first of these arguments specifies the total number of iterations of the Gibbs-sampler, while the second specifies the burn-in, that is, the number of iterations that will be used for the Gibbs-sampler to get to the appropriate posterior distribution of the saved model parameters. These burn-in iterations will be discarded and will
therefore not influence the final parameter estimates. Based on our experiences with the models presented here, we advise a value of 100.000 for $n$.iter and a value of 5.000 for n.burnin. If the Gibbs-sampler does not converge (see section 8 of the model), these numbers can be increased. The argument n.thin, specifies the thinning rate which indicated how many of the iterations of the Gibbs-sampler are kept for parameter estimation. Specifically, a thinning rate of 1 indicates that all iterations are used, while a thinning rate of 2 means that every other iterations is used. This argument is only of interest when one wants to discard intermediate iterations of the Gibbs-sampler because the correlation between successive iterations is too high. High autocorrelation decreases the efficiency of the posterior sample and accuracy of inferences (D. Lunn, Jackson, Best, Thomas, \& D., 2013, Section 4.5). Usually, this argument can be set to 1 . The final argument specifies whether the researcher want the Deviance Information Criterion (DIC) (Spiegelhalter, Best, Carlin, \& Linde, 2002) value for the model, and can be equal to either "TRUE" or "FALSE". The DIC is a measure of model fit, and out of a set of models, the model with the lowest DIC value is the model that fits the sample data best.

The last three lines are again used to check for convergence of the Gibbssampler and to solve for any non-convergence issues. As mentioned above, this will be explained later in the Output section (section 8).

For the AR(1) model with the random mean and fixed AR-parameter the code is very similar,
initsRandomMuFixedAR <- function() \{
list(mean.mu=rnorm(1), $A R=\operatorname{runif}(1,0,1))$
list(mean.mu=rnorm(1), $A R=\operatorname{runif}(1,0,1))$
DV <- [Columns of the Data Matrix That Contain the DV] $\mathrm{T}<-$ [Number of Repeated Measures]
$\mathrm{N}<-$ [Total Sample Size] initsRandomMuFixedAR, model.file=" [Path To File]"
"AR"), n.chains $=2$, n.iter $=I t t$,
RandomMuFixedAR <- jags(data = list("DV","T","N"),
parameters.to.save= c("mean.mu", "var.y",
n.burnin=Bi, n.thin=1, DIC=T)
RandomMuFixedAR <- autojags(RandomMuFixedAR, n.iter = Itt,
RandomMuFixedAR.mcmc <- as.mcmc(RandomMuFixedAR) traceplot(RandomMuFixedAR.mcmc)
autocorr.plot (RandomMuFixedAR.mcmc) The only difference is that we now have separate means for each individual in the dataset, so instead of specifying starting values for "mu" we now specify starting values for the average value of this mean parameter across individuals "mean.mu". In addition, we also want an estimate for "mean.mu", so we have to include this parameter in the parameters.tosave argument. Note that adding the parameter "mu" to the parameters.to.save argument will now result in JAGS providing estimates of all the individual means. For the $\mathrm{AR}(1)$ model with the fixed mean and random AR-parameter the
code is, initsFixedMuRandomAR <- function() \{
list (mu=rnorm (1), mean. $A R=r u n i f(1,0,1))$
list (mu=rnorm (1), mean. $A R=r u n i f(1,0,1))$
DV
DV <- [Columns of the Data Matrix That Contain the DV]
$\mathrm{T}<-$ [Number of Repeated Measures] $\mathrm{T}<-$ [Number of Repeated Measures]
N <- [Total Sample Size]
FixedMuRandomAR <- jags(data = list("DV", "T", "N"), initsFixedMuRandomAR, model.file="[Path To File]",
"mean.AR"), n.chains $=2$, n.iter
n.burnin=Bi, n.thin=1, DIC=T)
Fi

FixedMuRandomAR <- autojags(FixedMuRandomAR, n.iter = Itt,
n.thin=1, n.update=10,DIC=T)

FixedMuRandomAR.mcmc <- as.mcmc (FixedMuRandomAR)
traceplot(FixedMuRandomAR.mcmc)
autocorr.plot(FixedMuRandomAR.mcmc)
The only difference with the code for the previous model is that we now have a random AR-parameter instead of a random mean. This means that we now have separate AR-parameters for each individual in the dataset, so instead of specifying starting values for "AR" we now specify starting values for the average value of the AR-parameter across individuals "mean.AR". In addition, we also want an estimate for "mean.AR", so we have to include this parameter in the parameters.to.save argument. Note that adding the parameter "AR" to the parameters.to.save argument will now result in JAGS providing estimates of all the individual AR-parameters.

Finally the code for the $\operatorname{AR}(1)$ model with both a random mean and a random AR-parameter is given by,
initsRandomMuAR <- function()\{
list (mean.mu=rnorm(1), mean. $A R=$ runif $(1,0,1)$ )
list (mean.mu=rnorm(1), mean. $A R=r u n i f(1,0,1))$ \}

DV <- [Columns of the Data Matrix That Contain the DV] $\mathrm{T}<-$ [Number of Repeated Measures]
$\mathrm{N}<-$ [Total Sample Size]

RandomMuAR <- jags(data = list("DV", "T", "N"), initsRandomMuAR, model.file="[Path To File]", parameters.to.sav ner $=$ n.burnin=Bi, n.thin=1, DIC=T)

RandomMuAR <- autojags (RandomMuAR, n.iter = Itt, n.thin=1, n. update $=10$, DIC=T)

DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures] N <- [Total Sample Size]

Occasion <- [Indicator Variable for the Different
Measurement Occasions] LGCFMS <- jags(data = list("DV","T","N", "Occasion"),
initsLGCFMS, model.file="[Path To File]", LGCFMS <- jags(data = list("DV", "T", "N", "Occasion
initsLGCFMS, model.file="[Path To File]", parameters.to.save= c("alpha", "var.y", "beta"), n. chains $=2$, n.iter $=$ Itt, n.burnin=Bi, n.thin=1, $\mathrm{DIC}=\mathrm{T}$ )

LGCFMS <- autojags(LGCFMS, n.iter $=$ Itt, n.thin=50,
n. update $=10$, DIC=1)

The structure of this code is again similar to that of the two $\operatorname{AR}(1)$ models mentioned above. The first lines of code specify two lists of starting values for the model parameters, where alpha represents the intercept of the LGC model and beta represents the slope, and stores these lists in a variable initsLGCFMS. The next four lines of code again specify the data that need to be sent to JAGS, where the part between square brackets again needs to be changed by the researcher to match his or her data. In addition to the variables also created for the $\mathrm{AR}(1)$ model the LGC model also requires the
specification of an indicator variable for the different assessments Occasion. This Occasion variable is merely a list of integer values (starting at 1 ), with one value for each assessment. So, if there are 7 assessments, the Occasion variable is simply a vector containing the number 1 through $7 .{ }^{2}$ The next line of code is again the call to the JAGS program, which has the same arguments as were discussed with the $\mathrm{AR}(1)$ models.
${ }^{2}$ Alternatively, the different assessments could be coded using the numbers 0 through
6. In that case, it is important to replace Occasion $[t]-1$ with Occasion $[t]$ in the model 6. In
code. paraeters to save $c$ ("alpha", "var, y", "beta"),

## LGCFMS.mcmc <- as.mcmc (LGCFMS) traceplot(LGCFMS.mcmc) <br> LGCFMS.mcmc <- as.mcmc (LGCFMS) traceplot(LGCFMS.mcmc) <br> autocorr.plot (LGCFMS.mcmc)

- 
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When we allow either the intercept (alpha), the slope (beta), or both to be random across individuals, the changes to the code of the LGC model are similar to the changes made to the $\operatorname{AR}(1)$ code when we allow for intraindividual differences in the mean. Specifically, the parameter that is allowed to be random will be replaced by its average value across individuals in the list of starting values. In addition, parameter estimates for this average value across individuals will now be asked for in the parameters.to. save argument (although the individual estimates for the parameter can also be requested). So, for the LGC model with a random intercept, the code becomes, initsLGCRMFS <- function() \{
list(mean.alpha=rnorm(1, mean $=1000, s d=100)$, beta=rnorm (1,
mean $=1000, s d=100)$ ) mean=1000, sd=100)
list(mean.alpha=rnorm(1, mean=1000, sd=100), beta=rnorm(1,
mean $=1000$, $s d=100$ ))
DV <- [Columns of the Data Matrix That Contain the DV]
T <- [Number of Repeated Measures]
$\mathrm{N}<-$ [Total Sample Size]
Occasion <- [Indicator Var
Occasion <- [Indicator Variable for the Different Measurement
Occasions]
LGCRMFS <- jags(data = list("DV","T", "N","Occasion"),
parameters.to.save= c("mean.alpha","var.y", "beta"),
n.chains $=2$, n.iter $=I t t$, n.burnin=Bi, n.thin=1,

DIC=T)
LGCRMFS <- autojags(LGCRMFS, n.iter $=$ Itt, n.thin=1,
n. update $=10$, DIC $=\mathrm{T}$ )

LGCRMFS.mcmc <- as.mcmc(LGCRMFS)
traceplot(LGCRMFS.mcmc)
autocorr.plot (LGCRMFS.mcmc)
list(mean.alpha=rnorm(1, mean $=1000$, $s d=100$ ), mean.beta=rnorm(1,
list(mean.alpha=rnorm(1, mean=1000, $s d=100)$, mean.beta=rnorm(1, mean=1000, sd=100))

$$
\begin{aligned}
& \begin{array}{l}
\text { DV <- [Columns of the Data Matrix That Contain the DV] } \\
\mathrm{T}<- \text { [Number of Repeated Measures] } \\
\mathrm{N}<- \text { [Total Sample Size] } \\
\text { Occasion <- [Indicator Variable for the Different Measurement } \\
\text { Occasions] }
\end{array} \\
& \text { LGCRMRS <- jags (data = list("DV", "T", "N", "Occasion"), } \\
& \text { initsLGCRMRS, model.file="[Path To File]" } \\
& \begin{array}{l}
\text { parameters.to.save=c("mean.alpha", "var. } \mathrm{y} \text { " } \\
\text { "mean. beta"), n.chains }=2 \text {, } \mathrm{n} \text {.iter }=\mathrm{Itt} \text {, }
\end{array} \\
& \begin{array}{l}
\text { "mean. beta"), n.chains }=2 \text {, n.iter }=\text { Itt, n.burnin=Bi, } \\
\text { n.thin=1, DIC=T) }
\end{array}
\end{aligned}
$$

LGCRMRS <- autojags (LGCRMRS, n.iter = Itt, n.thin=1,
n.update $=10$, $D I C=T$ )
LGCRMRS.mcmc <- as.mcmc(LGCRMRS)
traceplot(LGCRMRS.mcmc)
autocorr.plot (LGCRMRS.mcmc)
 as is the case in this last model, this raises the possibility that these two model
 can be acquired by adding "cor" to the parameters.to.save argument.
The only difference between a LGC model and a QGC model is that the QGC
model contains one additional parameter (eta) that describes the quadratic

### 4.2.3 QGC Model

For the LGC model with a random slope the code becomes, initsLGCFMRS <- function() \{ list (alpha=rnorm(1, mean=1000, $s d=100)$, mean.beta=rnorm $(1, ~$
mean $=1000, s d=100)$, mean=1000, $s d=100$ ))
list $(a l p h a=r n o r m(1$, mean $=1000, s d=100)$, mean.beta=rnorm $(1$,
mean $=1000, s d=100))$
DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures]

N <- [Total Sample Size] Occasions]

LGCFMRS <- jags(data = list("DV", "T", "N", "Occasion"),
initsLGCFMRS, model.file="[Path To File]",
parameters.to.save= c("alpha", "var.y", "mean.beta"),
n.chains $=2$, n.iter $=$ Itt, n.burnin=Bi, n.thin=1,

DIC=T)
LGCFMRS <- autojags(LGCFMRS, n.iter = Itt, n.thin=1, n.update= 10, DIC=T)

LGCFMRS.mcmc <- as.mcmc (LGCFMRS) traceplot(LGCFMRS.mcmc)
autocorr.plot (LGCFMRS.mcmc)

And for the LGC model with a random intercept and a random slope the
code becomes,
initsLGCRMRS <- function()\{
trend in the data. Therefore, the main difference between the code for this model and the codes of the LGC model discussed above, is that the lists of starting values now have to contain this additional (quadratic) parameter, and that we will also ask for estimates of this parameter in the parameters.to.save argument. In addition, this additional parameter means that the number of variations of the QGC model is larger than for the LGC. For the LGC model, we provide code for 1) a LGC model with a fixed intercept and a fixed slope, 2) a LGC model with a random intercept and a fixed slope, 3) a LGC model with a fixed intercept and a random slope, and 4) a LGC model with a random intercept and a random slope. For the QGC model we provide code for 1) a QGC model with a fixed intercept, slope, and quadratic term 2) a QGC model with a random intercept and a fixed slope and quadratic term, 3) a QGC model with a fixed intercept and quadratic term, and a random slope, 4) a QGC model with a fixed intercept and slope, and a random quadratic term, 5) a QGC with a random intercept and slope, and a fixed quadratic term, 6) a QGC with a random intercept and quadratic term, and a fixed slope, 7) a QGC with a fixed intercept and a random slope and quadratic term, and 8) a QGC model in which all three parameters are random.
The code for the QGC model with all three parameters fixed is, initsQGCFMFSFSQ <- function()\{
list (alpha=rnorm (1, mean $=1000$, sd=100), beta $=$ rnorm $(1$, mean $=1000, \mathrm{sd}=100)$, eta $=\operatorname{rnorm}(1$, mean=1000, $s d=100)$ )
list(alpha=rnorm(1, mean=1000, sd=100), beta=rnorm(1, mean $=1000$, $s d=100$ ), eta $=r n o r m(1$, mean $=1000$, $s d=100)$ )

DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures] N <- [Total Sample Size] Occasions]

QGCFMFSFSQ <- jags(data = list("DV", "T", "N", "Occasion"), initsQGCFMFSFSQ, model.file=" [Path To File]",
parameters.to.save= c("alpha","var.y", "beta", n.thin=1, DIC=T)

QGCFMFSFSQ <- autojags(QGCFMFSFSQ, n.iter = Itt, n.thin=1, n. update $=10$, $\operatorname{DIC}=1$ )

QGCFMFSFSQ.mcmc <- as.mcmc (QGCFMFSFSQ) traceplot (QGCFMFSFSQ.mcmc) autocorr.plot (QGCFMFSFSQ.mcmc)

The code for the QGC model with a random intercept is,
initsQGCRMFSFSQ <- function()\{
list (mean.alpha=rnorm(1, mean=1000, sd=100), beta=rnorm (1, mean=1000, sd=100), eta=rnorm(1, mean=1000, sd=100))
list(mean.alpha=rnorm(1, mean=1000, sd=100), beta=rnorm(1, mean $=1000$, $s d=100)$, eta=rnorm $(1$, mean $=1000$, sd=100))

DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures]

N <- [Total Sample Size]
Occasion <- [Indicator Variable for the Different Measurement
Occasions] QGCRMFSFSQ

QGCRMFSFSQ <- jags(data = list("DV", "T", "N","Occasion"),
initsQGCRMFSFSQ, model.file=" [Path To File]",
initsQGCRMFSFSQ, model.file="[Path To File]",
parameters.to.save= c("mean.alpha", "var.y", "
"eta"), n.chains =2, n.iter = Itt, n.burnin=Bi,
n.thin=1, DIC=T)

QGCRMFSFSQ <- autojags (QGCRMFSFSQ, n.iter = Itt, n.thin=1, n. update $=10, \mathrm{DIC}=\mathrm{T}$ )

QGCRMFSFSQ.mcmc <- as.mcmc (QGCRMFSFSQ)
traceplot(QGCRMFSFSQ.mcmc) traceplot(QGCRMFSFSQ.mcmc)
autocorr.plot(QGCRMFSFSQ.mcmc)

The code for the QGC model with a random slope is,

## initsQGCFMRSFSQ <- function()\{

list (alpha=rnorm(1, mean=1000, sd=100), mean.beta=rnorm(1,
mean $=1000$, $s d=100)$, eta $=$ rnorm $(1$, mean $=1000$, sd=100))
list (alpha=rnorm(1, mean=1000, sd=100), mean.beta=rnorm(1,
mean $=1000$, sd=100), eta=rnorm $(1$, mean $=1000$, sd=100)) Cer

DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures]

Occasion <- [Indicator Variable for the Different Measurement Occasions]

QGCFMRSFSQ <- jags(data = list("DV", "T", "N", "Occasion"),
"var. y", "mean.beta",
parameters.to.save= c("alpha", "var.y", "mean.beta
"eta"), n.chains $=2$, n.iter $=$ Itt, n.burnin=Bi,
n. thin=1, DIC=T)

QGCFMRSFSQ <- autojags (QGCFMRSFSQ, n.iter = Itt, n.thin=1, n. update= 10 , DIC=T)

QGCFMRSFSQ.mcmc <- as.mcmc (QGCFMRSFSQ) traceplot (QGCFM autocorr.plot (QGCFMRSFSQ.mcmc)

The code for the QGC model with a random quadratic term is,

## initsQGCFMFSRSQ <- function()\{

list (alpha $=\operatorname{rnorm}(1$, mean $=1000$, sd=100), beta $=r n o r m(1$, mean $=1000$, $\operatorname{sd}=100)$, mean.eta $=\operatorname{rnorm}(1$, mean $=1000$, $s d=100)$ )
list(alpha=rnorm (1, mean $=1000$, sd=100), beta $=$ rnorm ( 1 , mean $=1000$,

initsQGCRMRSFSQ <- function() \{
mean. beta=rnorm $(1$, mean $=1000, s d=100)$, eta $=r n o r m(1$, mean $=1000$, $s d=100$ ))
list(mean. $a l$ pha $=\operatorname{rnorm}(1$, mean $=1000, s d=100)$,
mean. beta=rnorm (1, mean=1000, sd=100), eta=rnorm(1,
initsQGCRMFSRSQ, model.file="[Path To File]", parameters.to.save= c("mean.alpha", "var.y", "beta", "mean.eta"), n.chains $=2$, n.iter $=$ Itt, n.burnin=Bi, n. thin $=1$, DIC=T)

QGCRMFSRSQ <- autojags(QGCRMFSRSQ, n.iter = Itt, n.thin=1, n. update $=10, D I C=T$ )

QGCRMFSRSQ.mcmc <- as.mcmc (QGCRMFSRSQ) traceplot (QGCRMFSRSQ.mcmC)
autocorr.plot (QGCRMFSRSQ.mC

The code for the QGC model with a random slope and quadratic term is, initsQGCFMRSRSQ <- function() \{
list $(a l$ pha $=$ rnorm $(1$, mean $=1000, \operatorname{sd}=100)$, mean. beta $=r n o r m(1$,
mean $=1000, s d=100)$, mean.eta $=$ rnorm $(1$, mean $=1000, s d=100))$ list(alpha=rnorm(1, mean $=1000$, $s d=100)$, mean.beta=rnorm (1, mean $=1000$, sd=100), mean.eta $=$ rnorm(1, mean $=1000$, $s d=100$ ))

$$
\text { \} }
$$

\}
DV <- [Columns of the Data Matrix That Contain the DV]
T <- [Number of Repeated Measures]
$\mathrm{N}<-$ [Total Sample Size]
Occasion <- [Indicator Va Occasions]

QGCFMRSRSQ <- jags(data = list("DV","T", "N", "Occasion"),
parameters.to.save= c("alpha","var.y", "mean.beta",
"mean.eta"), n.chains $=2$, n.iter $=$ Itt, n. burnin=Bi,
n. thin=1, DIC=T)

n. update= 10 ,

DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures] N <- [Total Sample Size]
Occasion <- [Indicator Va Occasions]

QGCRMRSFSQ <- jags(data = list("DV", "T", "N", "Occasion"),
Occasion <- [Indicator Variable for the Different Measurement
Occasions]
initsQGCRMRSFSQ, model.file="[Path To File]",
parameters.to.save= c("mean.alpha", "var.y",
"mean.beta", "eta"), n.chains $=2$, n.iter $=$ Itt,
n. burnin=Bi, n.thin=1, DIC=T)

QGCRMRSFSQ <- autojags(QGCRMRSFSQ, n.iter = Itt, n.thin=1, n. update $=10$, DIC=T)

QGCRMRSFSQ.mcmc <- as.mcmc (QGCRMRSFSQ) traceplot(QGCRMRSFSQ.mcmc)
autocorr.plot (QGCRMRSFSQ.mcmc)
The code for the QGC model with a random intercept and quadratic term is,

DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures]

N <- [Total Sample Size]
Occasion <- [Indicator Variable for the Different Measurement
Occasions]
QGCRMFSRSQ <- jags(data = list("DV","T","N","Occasion"),

QGCFMRSRSQ.mcmc <- as.mcmc (QGCFMRSRSQ) traceplot(QGCFMRSRSQ.mcmc)
autocorr.plot(QGCFMRSRSQ.mcmc)
Finally, the code for the QGC model in which all parameters are random is, initsQGCRMRSRSQ <- function()\{
list(mean.alpha=rnorm(1, mean=1000, sd=100), mean.beta=rnorm (1, mean=1000, sd=100), mean.eta=rnorm(1, mean=1000, sd=100))
list(mean.alpha=rnorm(1, mean $=1000, s d=100)$, mean.beta=rnorm (1,
mean $=1000, s d=100)$, mean.eta $=r n \operatorname{rm}(1$, mean $=1000, s d=100))$
\}
DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures] N <- [Total Sample Size]

Occasion <- [Indicator Variable for the Different Measurement
Occasions]
QGCRMRSRSQ <- jags(data = list("DV", "T", "N", "Occasion"),
initsQGCRMRSRSQ, model.file="[Path To File]", parameters.to.save= c("mean.alpha", "var.y",
"mean.beta", "mean.eta"), n.chains $=2$,
n.iter $=$ Itt, n.burnin=Bi, n.thin=1, DIC=T)

QGCRMRSRSQ <- autojags (QGCRMRSRSQ, n.iter = I n. update $=10$, $D I C=T$ )

QGCRMRSRSQ.mcmc <- as.mcmc (QGCRMRSRSQ)
traceplot(QGCRMRSRSQ.mcmc)

### 4.2.4 ALT Model

The final Bayesian multilevel model that can be fitted with our code is the ALT model. This model can be viewed as a combination of a LGC model and
a $\mathrm{AR}(1)$ model and the code for this model therefore also is a combination of the code for these two models. Specifically, the only difference between a LGC model and an ALT model is that the ALT model also contains an AR-parameter. Therefore, the biggest difference between the code for this model and the codes of the LGC model discussed above, is that the lists of
 also ask for estimates of this parameter in the parameters.to.save argument. Additionally however, the intercept and the slope of the growth curves of the ALT model are a function of the parameters alfa, beta, and the AR parameter. This means that the separate parameters alfa and beta do not have a clear interpretation in this model (Jongerling \& Hamaker, 2011) and that we somehow have to model a combination of these parameters to get the intercept and the slope of the ALT model. We provided two ways of doing this by writing code for two different parametrizations of the ALT model. In the first parametrization we add code to the model file that expresses how the model parameters and the intercept and slope of the growth curve are related. In other words, in this parametrization we simply model the intercept and slope as a function of the alfa, beta, and AR parameter. In the second parametrization we rewrite the ALT model as a LGC model with autoregression between the measurement errors at successive time points. These 2 parametrizations are mathematically equivalent, but the second one separates the autoregressive part from the latent growth curve part (Hamaker, 2005) which means that in this parametrization of the ALT model, the separate model parameters alfa, beta, and $A R$, can simple be interpreted as the intercept, slope and AR-parameter, respectively.

Starting with the first parametrization of the ALT model, we provide code for 1) an ALT model with a fixed alfa and a fixed beta parameter, 2) an ALT model with a random alfa and a fixed beta parameter, 3) an ALT model with a fixed alfa and a random beta parameter, and 4) an ALT model with a random alfa and a random beta parameter. The AR parameter is always modeled as fixed because our data contained too few time points to reliably model intra-individual differences in this parameter.

The code for the ALT model with all three parameters fixed is, initsALTFAFB <- function() \{
list (alpha=rnorm $(1$, mean=1000, $s d=100)$, beta=rnorm $(1$, mean=1000 $\operatorname{sd}=100)$, $A R=$ runif $(1,0,1)$ )
list(alpha=rnorm $(1$, mean $=1000, \operatorname{sd}=100)$, beta $=\operatorname{rnorm}(1$, mean $=1000$, $s d=100)$, $\operatorname{AR}=\operatorname{runif}(1,0,1))$

DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures] N <- [Total Sample Size]

Occasion <- [Indicator Variable for the Different Measurement Occasions]

ALTFAFB <- jags (data = list("DV", "T", "N", "Occasion"), initsALTFAFB, model.file="[Path To File]",
"AR"), n.chains =2, n.iter = Itt, n.burnin=Bi,
n.thin=1, DIC=T)

ALTFAFB <- autojags (ALTFAFB, n.iter = Itt, n.thin=1,
n.update $=10$, $D I C=T$ )

ALTFAFB.mcmc <- as.mcmc(ALTFAFB) autocorr.plot (ALTFAFB.mcmc)
traceplot(ALTFAFB.mcmc)

As mentioned above the biggest difference with the code for the LGC model discussed above is that the lists of starting values (specified on the first 7 lines of code) now also contain the AR parameter, and that we ask for estimates of this parameter in the parameters.to.save argument. In addition, note that although the intercept and the slope are a function of several model parameters, it is the estimates of these 'composite' parameters that we request in the parameters.to.save argument.
initsALTRAFB <- function() \{
list (mean.alpha=rnorm (1, mean=1000, $s d=100)$, beta=rnorm ( 1 , mean $=1000, \quad \mathrm{sd}=100), \quad \mathrm{AR}=$ runif $(1,0,1)$ )
list (mean.alpha=rnorm (1, mean=1000, $s d=100$ ), beta=rnorm(1,
The code for the ALT model with a random alpha parameter is, of the growth curve to also be random. We therefore ask for the average of this composite parameter across individuals (mean.intercept) in the parameters.to.save argument.

The code for a ALT model with a random beta parameter is, initsALTFARB <- function() \{
list (alpha=rnorm $(1$, mean=1000, $s d=100)$, mean. beta=rnorm $(1$, mean $=1000, \quad s d=100)$, $\operatorname{AR}=$ runif $(1,0,1)$ )
list (alpha=rnorm(1, mean=1000, $s d=100)$, mean. beta=rnorm(1, \} mean=1000, sd=100), AR=runif $(1,0,1))$

DV <- [Columns of the Data Matrix That Contain the DV]

T <- [Number of Repeated Measures] $\mathrm{N}<-$ [Total Sample Size]

Occasion <- [Indicator Variable for the Different Measurement Occasions]
Occasion <- [Indicator Variable for the Different Measurement
Occasions]
ALTFARB <- jags(data = list("DV", "T", "N", "Occasion"),
initsALTFARB, model.file="[Path To File]",
parameters.to.save= c("mean.intercept","var.y",
"mean.slope","AR"), n.chains =2, n.iter = Itt,
n.burnin=Bi, n.thin=1, DIC=T)

ALTFARB <- autojags (ALTFARB, n.iter $=$ Itt, n.thin=1, n.update $=10$,
DIC=T)
ALTFARB.mcmc <- as.mcmc (ALTFARB)
autocorr.plot (ALTFARB.mcmc)
traceplot (ALTFARB.mcmc)
Note that allowing beta to vary across individuals results in both the intercept and the slope of the growth curve to also be random. We therefore ask for the averages of both these composite parameters (mean.intercept and mean.slope) in the parameters.to.save argument.

Finally, the code for the ALT model with both a random alpha and a random beta parameter is,

## initsALTRARB <- function() \{

list (mean.alpha=rnorm $(1$, mean $=1000, \quad s d=100)$,
mean.beta $=\operatorname{rnorm}(1$, mean $=1000, \quad s d=100)$, mean.beta $=$ rnorm $(1$, mean $=1000, s d=100)$
$A R=r u n i f$
$(1,0,1))$
list (mean.alpha=rnorm (1, mean=1000, sd=100), mean. beta $=$ rnorm $(1$, mean $=1000, \mathrm{sd}=100)$,
$\mathrm{AR}=$ runif $(1,0,1))$

DV <- [Columns of the Data Matrix That Contain the DV]
$\mathrm{T}<-$ [Number of Repeated Measures]

N <- [Total Sample Size] Occasions]

ALTRARB <- jags (data = list("DV", "T", "N", "Occasion"),
parameters.to.save= c("mean.intercept", "var.y",
"mean.slope", "AR"), n.chains $=2$, n.iter $=$ Itt,
n.burnin=Bi, n.thin=1, DIC=T)

ALTRARB <- autojags (ALTRARB, n.iter = Itt, n.thin=1, n.update= 10, DIC=T)

## ALTRARB.mcmc <- as.mcmc(ALTRARB)

 autocorr.plot (ALTRARB.mcmc)Like an ALT model with a random beta parameter, an ALT model with both a random alpha and a random beta parameter has both a random intercept and a random slope. We therefore ask for the averages of both these composite parameters (mean.intercept and mean.slope) in the parameters.to.save argument. In this variation of the ALT model however, the inta-individual variance in the slope is less constrained than in an ALT model with just a random beta parameter.

For the second parametrization of the ALT model, in which we rewrite the ALT model as a LGC model with autoregression between the measurement errors at successive time points, we provide code for 1) an ALT model with a fixed intercept and a fixed slope, 2) an ALT model with a random intercept and a fixed slope, 3) an ALT model with a fixed intercept and a random slope, and 4) an ALT model with a random intercept and a random slope. We again keep the AR parameter fixed in all variations of the ALT model because our data contained too few time points to reliably model intra-individual
differences in this parameter. differences in this parameter.

The code for these 4 variations of the ALT model is almost identical to that of the 4 variations of the model under the first paramerization. However, in this parametrization the interpretation of the model parameters was straightforward, and the alpha and beta parameter can once again be inter-
preted as the intercept and slope of the growth curve. The only difference
with the code for the 4 variations of the ALT model under the first specification is therefore that we directly ask for estimates of (the average values of) these two model parameters under the parameters.to.save argument, and not for the composite parameters we used above.
The code for the ALT model with a fixed intercept, a fixed slope, and fixed AR parameter then becomes,
initsALTFMFS <- function() \{
list (alpha=rnorm $(1$, mean $=1000$, $s d=100)$, beta $=$ rnorm $(1$, mean $=1000$, sd=100), AR=runif $(1,0,1))$
list(alpha=rnorm $(1$, mean $=1000$, $s d=100)$, beta $=$ rnorm $(1$, mean $=1000$, sd=100), AR=runif $(1,0,1)$ )

DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures] N <- [Total Sample Size]

Occasion <- [Indicator Variable for the Different Measurement Occasions]

> ALTFMFS <- jags(data = list("DV", "T", "N", "Occasion"),

Mrs, model.fle=" Path To File], ,", "AR")
parameters.to.save= c("alpha","var.y", "beta",
DIC=T)
ALTFMFS <- autojags (ALTFMFS, n.iter $=$ Itt, n.thin=1, n.update $=10$,
ALTFMFS.mcmc <- as.mcmc(ALTFMFS) autocorr.plot (ALTFMFS.mcmc)
traceplot (ALTFMFS.mcmc)
The code for the ALT model with a random intercept becomes is,
initsALTRMFS <- function()\{

T <- [Number of Repeated Measures] N <- [Total Sample Size] Occasion <- [Indicator Variable for the Different Measurement
Occasions] Occa
n <- [Indicator Variable for the Different Measurement

ALTFMRS <- jags (data = list("DV", "T", "N", "Occasion"),
initsALTFMRS, model.file="[Path To File]",

ALTRMRS <- jags(data = list("DV", "T", "N", "Occasion"), initsALTFMRS, model.file="[Path To File]", parameters.to.save= c("alpha", "var.y", "mean.beta",
"AR"), n.chains $=2$, n.iter $=I t t$, n.burnin=Bi,
n.thin=1, DIC=T) parameters.to.save= c("alpha", "var.y", "mean.beta",
"AR"), n.chains $=2$, n.iter $=I t t$, n.burnin=Bi,
n.thin=1, DIC=T)

ALTFMRS <- autojags(ALTFMRS, n.iter = Itt, n.thin=1, n. update= 10 ,
$\quad$ DIC=T)
ALTFMRS.mcmc <- as.mcmc(ALTFMRS)
autocorr.plot (ALTFMRS.mcmc)
traceplot(ALTFMRS.mcmc)
Finally, the code for the ALT model with both a random intercept and a random slope is, initsALTRMRS <- function() \{
list(mean. alpha=rnorm(1, mean=1000, $s d=100)$,
mean.beta=rnorm(1,mean=1000, $s d=100), \quad A R=r u n i f(1,0,1))$ nitsALTRMRS <- function()\{
list(mean.alpha=rnorm(1,mean=1000, $s d=100)$,
mean.beta=rnorm $(1$, mean $=1000, \quad s d=100)$, AR=runif( $1,0,1)$ )
list (mean.alpha=rnorm(1, mean=1000, sd=100),
mean. $\operatorname{beta}=\operatorname{rnorm}(1$, mean $=1000, \quad s d=100), \quad \operatorname{AR}=\operatorname{runif}(1,0,1))$
DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures] $\mathrm{T}<-$ [Number of Repeated Measures]
$\mathrm{N}<-$ [Total Sample Size]
Occasion <- [Indicator Variable for the Different Measurement
Occasions] $\mathrm{T}<-$ [Number of Repeated Measures]
$\mathrm{N}<-$ [Total Sample Size]
Occasion <- [Indicator Variable for the Different Measurement
Occasions]
initsALTRMRS, model.file="[Path To File]",
32 $\mathrm{T}<-$ [Number of Repeated Measures]
$\mathrm{N}<-$ [Total Sample Size]
Occasion <- [Indicator Variable for the Different Measurement
Occasions] initsALTRMRS <- function() $\{$
list(mean. $\operatorname{alpha}=$ rnorm(1, mean=1000, $s d=100)$,
mean.beta=rnorm(1,mean=1000, $s d=100), \quad A R=r u n i f(1,0,1))$ \} mean. beta=rnorm(1,mean=1000, $S d=100), \quad \operatorname{AR}=r u n i f(1,0,1))$ "AR")
DIC=T)
ALTFMRS.mcmc <- as.mcmc(ALTFMRS)
autocorr.plot(ALTFMRS.mcmc)
traceplot(ALTFMRS.mcmc)
Finally, the code for the ALT model with both a random intercept and a

[^10] as. mcmc(ALTFMRS)
n <- [Indicator Variable for the Different Measurement
parameters.to.save= c("mean.alpha", "var.y",
"mean.beta", "AR"), n.chains =2, n.iter = Itt, n.burnin=Bi, n.thin=1, DIC=T)
ALTRMRS <- autojags (ALTRMRS, n.iter = Itt, n.thin=1, n. update= 10,
ALTRMRS.mcmc <- as.mcmc(ALTRMRS)
autocorr.plot(ALTRMRS.mcmc)
traceplot(ALTRMRS.mcmc)
5 QGC Model with Group as Predictor for the Random Parameters
In our applied example the QGC model with a random intercept and slope had the best model fit. A logical next step therefore was adding predictors for the inter-individual differences in the intercept, the slope, or both. As a predictor we used group membership as indicated by the two dummy vari-
 the random intercept implies that we can write the intercept $\alpha_{i}$ as,
 where $\gamma_{00}$ is the intercept for the reference group, $\gamma_{10}$ is the regression coefficient for $D 1$ which quantifies the difference in intercept between the reference group and the group belonging to a score of 1 on $D 1$, and $\gamma_{20}$ is the regression coefficient for D2 which quantifies the difference in intercept between the reference group and the group belonging to a score of 1 on D2. The
 the three parameters $\gamma_{00}, \gamma_{10}$, and $\gamma_{20}$ we ask for these parameters in the


(1,

where $\gamma_{01}$ is the slope for the reference group, $\gamma_{11}$ is the regression coefient for D1 which quantifies the difference in slope between the reference group and the group belonging to a score of 1 on $D 1$, and $\gamma_{21}$ is the regression coefficient for $D 2$ which quantifies the difference in slope between the reference group and the group belonging to a score of 1 on $D 2$. The term $\varepsilon_{\beta i}$ is a

 argument instead of asking for $\beta$. This makes the code for the QGC model with Group as a predictor for the slope equal to,
initsQGCRMRSFSQPredS <- function() \{
list(gamma01=rnorm(1, mean=1000, sd=100), gam
 mean. $a \operatorname{lpha}=$ rnorm $(1$, mean $=1000, s d=100)$, eta=rnorm $(1$,
mean $=1000, s d=100))$
list(gamma01=rnorm(1, mean=1000, sd=100), gamma11=rnorm(1, mean $=1000$, $s d=100$ ), gamma21 $=$ rnorm ( 1, mean $=1000$, $s d=100$ ), mean.alpha=rnorm(1, mean=1000, sd=100), eta=rnorm(1,
mean $=1000$, $s d=100)$ )

mean.beta=rnorm $(1$, mean $=1000, s d=100)$, eta=rnorm( 1 , mean $=1000$,
$s d=100)$ )
mean.beta=rnorm (1, mean=1000, sd=100), eta=rnorm(1, mean=1000,
$s d=100)$ )
list (gamma00=rnorm(1, mean=1000, sd=100), gamma10=rnorm(1, mean $=1000, \operatorname{sd}=100)$, gamma20 $=$ rnorm ( 1, mean $=1000, \quad s d=100$ ),
mean. beta $=\operatorname{rnorm}(1$, mean $=1000, s d=100)$, eta $=\operatorname{rnorm}(1$, mean $=1000$, $\mathrm{sd}=100) \mathrm{L}$

(00))

$$
\begin{aligned}
& \text { DV <- [Columns of the Data Matrix That Contain the DV] } \\
& \text { T <- [Number of Repeated Measures] } \\
& \text { N <- [Total Sample Size] } \\
& \text { Occasion <- [Indicator Variable for the Different Meast } \\
& \text { Occasions] }
\end{aligned}
$$

QGCRMRSFSQPredM <- jags(data = list("DV", "T", "N", "Occasion",
"D1", "D2"), initsQGCRMRSFSQPredM,
model.file=" [Path To File]
parameters.to. save=c("gamma00", "gamma10",
"gamma20", "var.y", "Cov", "mean.beta",
"eta"), n.chains $=2$, n.iter = Itt,
n.burnin=Bi, n.thin=1, DIC=T)

QGCRMRSFSQPredM <- autojags(QGCRMRSFSQPredM, n.iter $=$ Itt, n.thin=1,
n. update $=10$, DIC= T )

QGCRMRSFSQPredM.mcmc <- as.mcmc (QGCRMRSFSQPredM) autocorr.plot (QGCRMRSFSQPredM.mcmc) traceplot(QGCRMRSFSQPredM.mcmc)

When we add Group as a predictor for the random slope, the parameter $\beta_{i}$ can be written as,

Adding second level predictors to the (random) parameters of models other than the QGC model can be done in a similar manner. One just has to rewrite the mean parameter value across all individuals as a linear relation of the predictor(s) that one wants to add, and subsequently include the regression coefficients for these second level predictors in the parameters.to.save argument. Further instructions on adding second level predictors are given in
 Finally, applied researchers might be interested in comparing different

 a set of variables to the JAGS model files that represent the sum scores of the $D V$ across the different assessments, for each individual group (see the
 for Intercept and Slope" in Appendix B). In the code above for example, we added 6 additional statements to the parameters.to.save argument; PredCon,

 on the $D V$ for the Con, $S T$, and $C C T$ group, at each of the assessments. The posterior distributions of these total scores for the different groups can now be used to draw conclusions about their relative performance.
 easier with the creation of (further) additional variables that directly represent the difference in total score between groups (e.g. incremental total net benefit). Note that for total NB we exclude the first (baseline) assessment
 Variables that represent the incremental total net benefit between two groups are easily created by subtracting the total NB of one group from that of another. The variables INBSTvsCon, INBSTvsCCT, INBCCTvsCon, INBConvsST, INBCCTvsST, and INBConvsCCT in section "QGC Random Intercept and Slope, Fixed Quadratic Term: Predictor for Intercept and Slope" of Appendix B for instance, are examples of such variables that can be used to directly evaluate the incremental total net benefit between groups.
 can then be estimated by making use of the step function in JAGS for the variables INBSTvsCon, INBSTvsCCT, INBCCTvsCon, INBConvsST, IN$B C C T v s S T$, and INBConvsCCT. This step function takes the value 1 for
each iteration where the value inside the parentheses is greater than zero. The variables CEACST, CEACCCT, and CEACCon in section "QGC Ran-
autocorr.plot (QGCRMRSFSQPredS.mcmc)
traceplot (QGCRMRSFSQPredS.mcmc)
Finally, the code for a QGC model in which Group is a predictor for both the intercept and the slope can be written as,
initsQGCRMRSFSQPredMS <- function() \{
list (gamma01=rnorm(1, mean=1000, sd=100), gamma11=rnorm(1, mean $=1000, \mathrm{sd}=100), \operatorname{gamma} 21=\mathrm{rnorm}(1, \operatorname{mean}=1000, \mathrm{sd}=100)$,
$\operatorname{gamma} 00=\operatorname{rnorm}(1, \operatorname{mean}=1000, \mathrm{sd}=100), \operatorname{gamma} 10=\operatorname{rnorm}(1$, mean $=1000, \mathrm{sd}=100)$, $\operatorname{gamma} 20=\operatorname{rnorm}(1$, mean=1000, $\mathrm{sd}=100)$ eta=rnorm (1, mean=1000, sd=100))
list (gamma01=rnorm(1, mean=1000, sd=100), gamma11=rnorm(1, mean=1000, $s d=100)$, gamma21=rnorm(1, mean=1000, $s d=100)$, $\operatorname{gamma} 00=\operatorname{rnorm}(1, \operatorname{mean}=1000, \mathrm{sd}=100)$, gamma10=rnorm(1, mean=1000, sd=100), gamma20=rnorm (1, mean=1000, sd=100),
eta=rnorm(1, mean=1000, $s d=100)$ )
QGCRMRSFSQPredMS <- jags(data = list("DV", "T", "N", "Occasion", "D1", "D2"), initsQGCRMRSFSQPredMS,
model.file="[Path To File]",
parameters.to.save=c ("gamma00", "gamma10", "var.y", "Cov", "eta", "PredCon", "PredST" PredCCT", "CEACST", "CEACCCT", "CEACCon")
n.chains $=2$, n.iter $=$ Itt, n. burnin=Bi,
n.thin=1, $D I C=T)$

QGCRMRSFSQPredMS <- autojags(QGCRMRSFSQPredMS, n.iter = Itt, n.thin=1, n. update= 10 , $\mathrm{DIC}=\mathrm{T}$ )

QGCRMRSFSQPredMS.mcmc <- as.mcmc(QGCRMRSFSQPredMS)
autocorr.plot(QGCRMRSFSQPredMS.mcmc) autocorr.plot (QGCRMRSFSQPredMS.mcmc traceplot(QGCRMRSFSQPredMS.mcmc)
dom Intercept and Slope, Fixed Quadratic Term: Predictor for Intercept and Slope" of Appendix B therefore represent the probability that the total net benefit of one treatment is greater than that of the other two, or, in other words, the probability of that treatment being the most cost-effective of the three.

## Analyzing Data with Three Levels

Since clinical trials will often take place in several mental health centres, and these centres can be seen as an additional level in our hierarchical data (i.e. observations are nested within individuals, and these individuals are nested in the different centres), we also provide code for the analysis of a QGC model with a random intercept and a random slope, that includes such a third (centre) level.

Centre <- [Column of the Data Matrix That Contains the Centre C <- [Number of Third Level Units]
initsQGCRMRSFSQL3 <- function() \{
list (mean.alpha=rnorm (C, mean=1000, sd=100), mean $\cdot$ beta=rnorm $(C$, mean $=1000$, $s d=100)$ eta $=\operatorname{rnorm}(1$, mean=1000, sd=100))
list(mean.alpha=rnorm(C, mean $=1000$, $s d=100$ ), mean.beta=rnorm $(C$, mean $=1000$, sd=100 $)$,
eta $=\operatorname{rnorm}(1$, mean $=1000, s d=100))$

QGCRMRSFSQL3 <- jags(data = list("DV", "T", "N", "Occasion", "Centre", "C"), initsQGCRMRSFSQL3, model.file="[Path To File]",
parameters.to.save= c("mean.alpha", "var.y", "Cov", "mean.beta", "eta", n.burnin=Bi, n.thin=500, DIC=T)

QGCRMRSFSQL3 <- autojags(QGCRMRSFSQL3, n.iter = Itt, n.thin=500, n. update $=10$, DIC=T)

QGCRMRSFSQL3.mcmc <- as.mcmc(QGCRMRSFSQL3) autocorr.plot (QGCRMRSFSQL3.mcmc) $\operatorname{par}($ mf row=c $(3,3)$ )

The only difference between the code for this three level QGC model and the two-level QGC model presented earlier is that we need to specify a variable that indicates to which third level unit an individual belongs Centre, and a variable that indicates the number of third level units $C$. In addition, the mean.alpha and mean.beta term in the parameters.to.save argument will now give a separate intercept and linear slope value for each of the third level units. To also get the overall mean and the variance of the intercept and (linear) slopes across the third level units, we now have to ask for MA, MB,
VarA, and VarB in parameters.to.save.
6.1 Three Level QGC Model With Group as Predictor for the Random Parameters

Like the two level QGC model, the three level QGC model can be extended to include predictors for the individual intercepts and slopes. As before, we use group membership (as indicated by the two dummy variables created when reading the data into R ) as a predictor for the inter-individual differences in the intercepts and slopes, with the difference that there now is an additional level above the individual level on which we are modeling these inter-individual differences. When we added Group as a predictor for the random intercept and slope in the two level QGC model we showed $\alpha_{i}$ and $\beta_{i}$ were then written as,
where $\gamma_{00}$ and $\gamma_{01}$ are the intercept and slope for the reference group, $\gamma_{10}$ and $\gamma_{11}$ are the regression coefficients for $D 1$ which respectively quantify 1) the difference in the intercepts, and 2) the difference in the slopes between the reference group and the group belonging to a score of 1 on D1. Finally, $\gamma_{20}$ and $\gamma_{21}$ are the regression coefficients for $D 2$ which respectively quantify 1 )
 the reference group and the group belonging to a score of 1 on D2. The terms $\varepsilon_{\alpha i}$ and $\varepsilon_{\beta i}$ are random error terms.

When we add a third level to the model the parameters $\gamma_{00}, \gamma_{10}, \gamma_{20}$,
$\gamma_{01}, \gamma_{11}$, and $\gamma_{21}$ can vary across the third level units, and we need to take this random variance on the third level into account. This is simply done by drawing a separate value for each of these six parameters, for each of the third level units, from a overarching distribution. Assuming normal distributions this implies,

| (01) |  |
| :---: | :---: |
| (6) |  |
| (8) |  |
| (L) |  |
| (9) |  |
| (G) | $\left({ }^{00 L} L^{\text {cool }}\right.$ ( $) \mathcal{N} \sim 00 /$ |

where $\gamma_{00}, \gamma_{10}, \gamma_{20}, \gamma_{01}, \gamma_{11}$, and $\gamma_{21}$ are vectors containing the separate parameter values for each higher level unit $c ; \mu_{\gamma_{00}}, \mu_{\gamma_{10}}, \mu_{\gamma_{20}}, \mu_{\gamma_{01}}, \mu_{\gamma_{11}}$, and $\mu_{\gamma_{21}}$ are the overall means of these parameters, and $\tau_{\gamma_{00}}^{2}, \tau_{\gamma_{10}}^{2}, \tau_{\gamma_{20}}, \tau_{\gamma_{01}}, \tau_{\gamma_{11}}^{2}$,
and $\tau_{\gamma_{21}}^{2}$ are the random variances in these parameters across the third level units. Subsequently, $\alpha_{i}$ and $\beta_{i}$ can be written as,

## (ZI) (LI) <br> $\alpha_{i}=\gamma_{00}[c]+\gamma_{10}[c] * D 1_{i}+\gamma_{20}[c] * D 2_{i}+\varepsilon_{\alpha i}, \quad$ and <br> $\beta_{i}=\gamma_{01}[c]+\gamma_{11}[c] * D 1_{i}+\gamma_{21}[c] * D 2_{i}+\varepsilon_{\beta i}$,

 where $c$ between square brackets implies that we are selecting that value from the parameter vector that belongs to the higher level unit $(c)$ to which an individual belongs.The code to run this three-level model is very similar to that of the twobe written as,

- 1 norm ( 1 , mean $=1000$,
Mugamma10 $=\operatorname{rnorm}(1$, mean $=1000, s d=100)$,
Mugamma20 $0=\operatorname{rnorm}(1$, mean $=1000, s d=100)$
Mugamma01=rnorm(1, mean=1000, sd=100),
( $00 I=$ Ps ' $000 \tau=$ ueәш ' $I$ ) wxou $x=\tau 乙$ еumesinW
eta $=\operatorname{rnorm}(1$, mean=1000, $s d=100)$ )
list (Mugamma00 $=$ rnorm $(1$, mean $=1000$, $s d=100)$, Mugamma10 $=\operatorname{rnorm}(1$, mean $=1000, \quad s d=100)$, Mugamma20 $=$ rnorm (1, mean $=1000, \mathrm{sd}=100$ ), Mugamma01=rnorm(1, mean=1000, $s d=100$ ) Mugamma21=rnorm(1, mean=1000, $s d=100)$ eta $a=\operatorname{rnorm}(1$, mean=1000, $s d=100))$
QGCRMRSFSQL3P <- jags(data = list("DV", "T", "N", "Occasion",
"D1", "D2", "Centre", "C"),
model.file="[Path To File]",
parameters.to.save=c("Mugamma00", "Mugamma10", "Mugamma20", "Mugamma01", "Mugamma11", "Mugamma21",
n.iter $=$ Itt, n.burnin=Bi, n.thin=500, DIC=T)
QGCRMRSFSQL3P <- autojags(QGCRMRSFSQL3P, n.iter = Itt, n.thin=500,
n. update $=10, \mathrm{DIC}=\mathrm{T}$ )


## QGCRMRSFSQL3P.mcmc <- as.mcmc (QGCRMRSFSQL3P)

autocorr.plot (QGCRMRSFSQL3P.mcmc)
$\operatorname{par}($ mfrow=c $(3,3))$

## traceplot(QGCRMRSFSQL3P.mcmc)

The only difference is that asking for $\gamma_{00}, \gamma_{10}, \gamma_{20}, \gamma_{01}, \gamma_{11}$, and $\gamma_{21}$ in the parameters.to.save argument will now give use separate values for each of the higher level units. To get the average values for these parameters across the higher level units we have to ask for $\mu_{\gamma_{00}}, \mu_{\gamma_{10}}, \mu_{\gamma_{20}}, \mu_{\gamma_{01}}, \mu_{\gamma_{11}}$, and $\mu_{\gamma_{21}}$ instead.

## 7 Analyzing Lognormal or Gamma distributed

## Data

The R-code presented above assumes that the NB data is normally distributed, but our code can also be applied to lognormal and gamma distributed data. In order to apply a QGC model to lognormal data, one uses the logarithm of the data as the dependent variable. Note that this implies that also starting values and prior distributions need to be adjusted to the $\log$ scale. The following code can be used to fit a QGC model with a random intercept, random slope and fixed quadratic term to lognormal NB data,

## DV <- ((-1*DV)+(lambda/6))

DV $<-$ DV + 5
DV $<-\log (D V)$

[^11]

[^12]interpretation of the results on the original scale. ${ }^{3}$ Like a lognormal distribution, a gamma distribution can only be fitted to data that does not contain values of 0 or lower. Therefore the first two lines
of code are again to remove all values smaller than or equal to 0 from $D V$. Models for gamma distributed data are usually estimated by making use of a so-called $\log$ link-function, which we also included in our example below. This again implies that the starting values (and prior distribution for the covariance matrix) need to be adjusted to the $\log$ scale and that exponentiation of the resulting estimates will be necessary to enable interpretation on the original scale. Also note that since we multiplied the DV by -1 , that also the calculation of the incremental total net benefit between treatments needs to be reversed (e.g. by calculating it the same way as before and then multiplying it by -1 ). The rest of the R -code used for gamma distributed data is the same as for normally distributed data, except that we now need to change the specified distribution of the data in the model file used by the JAGS program, such that,
$$
y_{i t} \sim \operatorname{Gamma}\left(\kappa, \nu_{i t}\right) \text { and, }
$$
$$
\nu_{i t}=\kappa /[\operatorname{Mean} \text { Trend of Model }] .
$$
where $\kappa$ and $\nu$ are the shape and rate parameters of the Gamma distribution,
and Equation 14 makes sure that the mean trend of the gamma distributed
data follows the mean trend of the fitted model (since the mean of a gamma
distribution is equal to $\frac{\mu_{\kappa}}{\nu_{\nu}}$. For a QGC model in which all three model
parameters are random Equation 14 is equal to,

## $\nu_{i t}=\kappa /\left(\delta_{i}+\gamma_{i}(t-1)+\theta_{i}(t-1)^{2}\right)$,

 fixed quadratic term to gamma distributed NB data is,
## DV <- $((-1 * D V)+(l a m b d a / 6))$ <br> DV <- DV + . 0000001

${ }^{3}$ Please note that an additional Smearing correction is required for the correct inter-
pretation of the results with lognormal data, see e.g. the model code in section 10.30 .
quadratic term is given. For the other models, the model files can be adapted for gamma distributed data by changing the specified distribution of $D V$, and setting the rate parameter $\nu_{i, t}$ equal to the shape parameter $\kappa$ divided by the appropriate mean trend. For an example of how models for gamma distributed data can be extended to accommodate hierarchical data with
additional levels, the interested reader is referred to (Thompson, Nixon, \& Grieve, 2006).

## 8 Output

The code for each model provides the researcher with estimates for all the parameters specified in the parameters.to.save argument of the call to the JAGS program (Spiegelhalter et al., 2002). As an example, the output for the LGC-model with a fixed intercept and slope is given in Figure 3 As this figure shows, the JAGS program will return 1) the mean value, 2) the standard deviation, 3) the 2.5th, 25th, 50th, 75 th, and 97.5 th percentiles, 4) the Gelman-Rubin statistic (Rhat) (Gelman et al., 2004, pg. 296-298) for each of the parameters specified, and 5) the effective number of independent draws (Gelman, Carlin, Stern, \& Rubin, 2004, pg. 298-299). Most of the with the Gelman-Rubin statistic. Figure 3: Example of Output from the JAGS Program.


This statistic is a measure of model convergence, where convergence has to do with the fact that Bayesian inference is based on the posterior distribution of model parameter. Specifically, a Gibbs-sampler tries to construct an approximation of the posterior distribution of a parameter by repeatedly drawing values from the posterior distribution of a parameter, conditional on the value of all the other parameters in the model. All inference is subsequently based on this approximate posterior distribution. The mean or median of the distribution is used as a point estimate for example, while the standard deviation can be used as an equivalent of the standard error. It is therefore important that the Gibbs-sampler is indeed sampling form the correct distribution. Whether this is the case is indicated by the convergence of the Gibbs-sampler. If the sampler is indeed sampling from the (conditional) posterior distribution of a parameter we say the Gibbs-sampler converged, if it is not sampling from the correct posterior, we say the sampler did not converge. Although convergence can never be absolutely proven, there are a few checks that researchers can do to make sure that convergence was (at least) likely reached.

The first of these checks involves the Gelman-Rubin statistic (Gelman et al., 2004, pg. 296-298). If the value of this statistic is smaller than sampler probably converged. If it is larger than 1.1 convergence has not been reached, and a researcher should first try letting the Gibbs-sampler run for some additional iterations. This can be done by using the lines of code starting with the autojags command, which will make the Gibbs-sampler run
 1.1. So for the $\operatorname{AR}(1)$ model with fixed mean, the following line of code
 can be run to ask for additional iterations. Most of the arguments of this call ment, which points to the variable in which a researcher stored his or her original MCMC-simulation. The autojags command tells JAGS to run niter new MCMC-simulations, starting with the parameter values of the last original simulation, and to check if all Gelman-Rubin statistics are smaller than 1.1 after they are completed. If so,
variable in the first argument of the autojags command. If the n.iter new MCMC-iterations did not result in Gelman-Rubin statistics smaller than 1.1, the autojags commands runs another set of n.iter new MCMC-simulations, starting with the parameter values calculated in the last simulation (i.e. the last simulation of the first set of additional simulations), and keeps doing so until n.update new sets of simulations have been run. This n.update argument is the second new argument in the autojags command.

Researchers should always check the Gelman-Rubin statistics for all estimated parameter to make sure that it is lower than 1.1, but as we already mentioned, this is only the first check of (probable) convergence. The second is plotting the repeated draws of the Gibbs-sampler using a so called traceplot. In a traceplot, the value that the Gibbs-sampler drew for a specific parameter is on the $y$-axis, while the iteration of the Gibbs-sampler is on the x -axis. If the Gibbs-sampler converged, then this traceplot should not show any trend, and the repeated draws of a parameter value should randomly fluctuate around a constant mean value. An example of a traceplot for a 2-chained converged Gibbs-sampler is given in Figure 4.
 of code that turn the variable containing the JAGS output into an MCMC object, and subsequently plot this object using the traceplot command. So to make these plots for the $\operatorname{AR}(1)$ model with fixed mean, we would run the lines,

FixedAR.mcmc <- as.mcmc(FixedAR) traceplot (FixedAR.mcmc)

Only when the Gelman-Rubin statistic for every estimated parameter is below 1.1 and the traceplots for these parameter show the random fluctuations illustrated in Figure 4 can we be fairly certain that convergence was reached. In cases where the Gibbs-sampler does not converge, indicated by either Gelman-Rubin statistics above 1.1, traceplots that show something other
than random fluctuations around a steady mean, or both, this could be due to very high correlation between successive draws from the Gibbs-sampler. To check if this is the case applied researchers can use the auto.corr command on the MCMC object created for the traceplots. For the fixed mean $\mathrm{AR}(1)$
model this would involve running the line,
Similar to other Information Criteria, like the AIC (Akaike, 1973) and BIC (Schwarz, 1978), the DIC (Spiegelhalter et al., 2002) is a measure of model (mis)fit based on a trade-off between model fit and model complexity. Here, model complexity is expressed as the number of effective model parameters by $p D$ (Gelman, Carlin, Stern, \& Rubin, 2004, pg. 182). Lower values on the DIC imply a 'better' model fit, and, as a rule of thumb, differences in DIC values larger than 5 are usually considered relevant.
Figure 5: Example of Autocorrelation plots for a Converged Model.

for (i in 1: (nrow(Yrepeated)/6)) \{
D2[i,] <- mean(Yrepeated [Yrepeated
D2[i,] <- mean(Yrepeated[Yrepeated[,1] $==$ ind $[i], 3]$ )
for (i in 1: (nrow(Yrepeated)/6)) \{
Yrec [i,] <- Yrepeated[Yrepeated $[, 1]==$ ind $[i], 5]$ \} Yrec[i,] <- Yrepeated[Yrepeated $[, 1]==$ ind $[1], 5]$

Yrepeated <- matrix(cbind(ind, D1,D2,YWidth, Yrec), nrow=

## 9 Appendix A: R-Code

The following R-code can be run in its entirety. However, given the importance of carefully monitoring convergence of the different models, I recommend running the code for one model at a time.
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# Reading in and preparing Data \#\#\#\#\#\#\#\#\#\#\#\#\# na.strings $=$ "999999.00")
\#\#\#\#\#\#\#\#\#\# Optional Code in Case Data is in Long format \#\#\#\#\#\# YWidth <- matrix(NA, nrow $=($ nrow (Yrepeated) $) / 6$, ncol $=6)$ D1 <- matrix $(N A$, nrow $=($ nrow (Yrepeated) $) / 6$, ncol $=1)$
D2 $<-\operatorname{matrix}(N A$, nrow $=($ nrow (Yrepeated) $) / 6$, ncol $=1)$ D2 <- matrix(NA, nrow $=($ nrow (Yrepeated) $) / 6$, ncol $=1)$
Yrec $<-\operatorname{matrix}(\mathrm{NA}, \mathrm{nrow}=(\mathrm{nrow}($ Yrepeated $)) / 6$, ncol $=6)$ Yrec <- matrix(NA, nrow $=($ nrow (Yrepeated) $) / 6$, ncol $=6)$
ind $<-\operatorname{unique(Yrepeated[,1])~}$
for (i in 1:(nrow(Yrepeated)/6)) \{
YWidth[i,] <- Yrepeated[Yrepeated [, 1] $==$ ind [i] , 4]
for (i in 1:(nrow(Yrepeated)/6)) \{
D1[i,] <- mean(Yrepeated[Yrepeated[,1]==ind[i],2]) -

路

initsRandomMuFixedAR, modAR,
model.file="[Path To File]",
model.file="[Path To File]",
parameters.to.save= c("mean.mu", "var. y", parameters.to.save= c("mean.mu","var. y ",
"AR"), n.chains $=2$, n.iter $=I t t$, "AR"), n.chains $=2$, n.iter $=$ Itt,
n. burnin=Bi, n.thin=1, $D I C=T)$

FixedMuRandomAR <- autojags(FixedMuRandomAR, n.iter = Itt, n.thin=1, n. update $=10, \mathrm{DIC}=\mathrm{T})$

FixedMuRandomAR.mcmc <- as.mcmc(FixedMuRandomAR)
traceplot(FixedMuRandomAR.mcmc)
autocorr.plot (FixedMuRandomAR.mcmc)
\#\#\#\#\#\#\#\#\#\#\#\#\# AR(1) Fixed Mean and Random AR \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
initsFixedMuRandomAR <- function()\{
list(alpha=rnorm(1), mean. $A R=r u n i f(1,0,1))$
list (alpha=rnorm(1), mean. $A R=\operatorname{runif}(1,0,1))$
DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures]
$\mathrm{N}<-$ [Total Sample Size]
FixedMuRandomAR <- jags(data = list("DV", "T", "N"),
model.file="[Path To File]",
parameters.to.save= c("mu", "var.y"
"AR"), n.chains $=2$, n.iter $=$ Itt,
n.burnin=Bi,n.thin=1, DIC=TRUE).
n.burnin=Bi,n.thin=1, DIC=TRUE)

FixedMuRandomAR <- autojags(FixedAR, n.iter = Itt, n.thin=1,
n. update= 10 , $D I C=T$ )

FixedMuRandomAR.mcmc <- as.mcmc(FixedMuRandomAR)
traceplot(FixedMuRandomAR.mcmc)
autocorr.plot(FixedMuRandomAR.mcmc)
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# AR(1)Fixed Mean and AR \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# initsFixedMuAR <- function() \{
list (alpha=rnorm(1), AR=runif $(1,0,1))$
list (alpha=rnorm(1), AR=runif $(1,0,1))$ initsFixedMuAR <- function() \{
list (alpha=rnorm(1), AR=runif $(1,0,1))$
list (alpha=rnorm(1), AR=runif $(1,0,1))$ initsFixedMuAR <- function() \{
list (alpha=rnorm(1), AR=runif $(1,0,1))$
list (alpha=rnorm(1), AR=runif $(1,0,1))$ DV <- [Columns of the Data Matrix That Contain the DV]
$\mathrm{T}<-$ [Number of Repeated Measures]
$\mathrm{N}<-$ [Total Sample Size] DV <- [Columns of the Data Matrix That Contain the DV]
$\mathrm{T}<-$ [Number of Repeated Measures]
$\mathrm{N}<-$ [Total Sample Size]

FixedMuAR <- jags (data = list("DV", "T","N"), initsFixedMuAR, model.file="[Path To File]", parameters.to.save= c("mu", "var.y", "AR"), n.chains =2, n.iter = Itt, n. burnin=Bi,n.thin=1, DIC=TRUE).

FixedMuAR <- autojags(FixedMuAR, n.iter = Itt, n.thin=1, n.update $=10$, DIC=T)

FixedMuAR.mcmc <- as.mcmc(FixedMuAR) traceplot(FixedMuAR.mcmc)
autocorr.plot (FixedMuAR.mcmc)
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# AR(1) Random Mean and Fixed AR \#\#\#\#\#\#\#\#\#\#\#\#\#\#
initsRandomMuFixedAR <- function() $\{$
list (mean.mu=rnorm(1), AR=runif $(1,0,1))$
list (mean.mu=rnorm(1), AR=runif $(1,0,1))$
$\}$
initsRandomMuFixedAR <- function() \{
list (mean.mu=rnorm(1), AR=runif $(1,0,1))$
list (mean.mu=rnorm(1), AR=runif $(1,0,1))$
$\}$
initsRandomMuFixedAR <- function() \{
list (mean.mu=rnorm(1), AR=runif $(1,0,1))$
list (mean.mu=rnorm(1), AR=runif $(1,0,1))$
$\}$
DV <- [Columns of the Data Matrix That Contain the DV]
$\mathrm{T}<-$ [Number of Repeated Measures]
$\mathrm{N}<-$ [Total Sample Size]
FixedMuRandomAR <- jags(data = list("DV", "T", "N"),

## library(R2jags)

 -\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# Random AR \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
initsRandomAR <- function() \{
DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures] T <- [Number of Repeated Measures]
$\begin{aligned} \text { RandomAR <- } & \text { jags }(\text { data }= \\ & \text { model.file }=\text { list("DV", "T", "N"), initsRandomAR To File }] ", ~ p a r a m e t e r s . t o . s a v e=~\end{aligned}$
RandomAR <- autojags(RandomAR, n.iter = Itt, n.thin=1, n. update $=10$, DIC $=T$ )

RandomAR.mcmc <- as.mcmc(RandomAR) traceplot(RandomAR.mcmc)
\#\#\#\#\#\#\#\#\#\#\#\#\#\# LGC Fixed Intercept and Slope \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# initsLGCFMS <- function() \{
list(alpha=rnorm(1, mean=1000, $s d=100)$, beta=rnorm(1, mean=


[^13]

LGCFMS <- jags(data = list("DV","T","N","Occasion"),
initsLGCFMS, model.file="[Path To File]",
parameters.to.save= c("alpha", "var. y", "b
parameters.to.save= c("alpha","var.y", "beta"),
n.chains $=2$, n.iter $=I t t, ~ n . b u r n i n=B i, ~ n . t h i n=1, ~$ DIC=T)

LGCFMS <- autojags(LGCFMS, n.iter $=$ Itt, n.thin=50, n. update $=10$, $\mathrm{DIC}=\mathrm{T}$ ) LGCFMS.mcmc <- as.mcmc (LGCFMS) traceplot(LGCFMS.mcmc)
autocorr.plot(LGCFMS.mcmc)
\#\#\#\#\#\#\#\#\#\# LGC Random Interc
initsLGCRMFS <- function() \{
list(mean.alpha=rnorm(1, mean=1000, sd=100), beta=rnorm(1, mean $=1000, \quad s d=100$ ))
list(mean.alpha=rnorm(1, mean=1000, sd=100), beta=rnorm(1, mean=1000, sd=100))

DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures] N <- [Total Sample Size]

Occasion <- [Indicator Variable for the Different Measurement
Occasions]
LGCRMFS <- jags(data = list("DV", "T", "N", "Occasion"),
parameters.to.save= c("mean.alpha","var.y", "beta"),
n.chains $=2$, n.iter $=$ Itt, n.burnin=Bi, n.thin=1,

DIC=T)
LGCRMFS <- autojags(LGCRMFS, n.iter $=$ Itt, n.thin=1,
in
list(mean.alpha $=$ rnorm(1, mean=1000, sd=100), mean.beta= $\operatorname{rnorm}(1$, mean=1000, $s d=100)$ )
list(mean.alpha=rnorm(1, mean=1000, $s d=100$ ), mean.beta= $\operatorname{rnorm}(1$, mean=1000,sd=100))

Occasion <- [Indicator Variable for the Different Measurement Occasions]

LGCRMRS <- jags(data = list("DV", "T", "N","Occasion"), initsLGCRMRS, model.file=" [Path To File]",
parameters.to.save=c("mean.alpha", "var.y
"mean. beta"), n.chains $=2$, n.iter $=$ Itt,
n. burnin=Bi, n.thin=1, DIC=T)
LGCRMRS <- autojags (LGCRMRS, n.iter = Itt, n.thin=1,
n. update $=10$, $D I C=T$ )

LGCRMRS.mcmc <- as.mcmc(LGCRMRS)
traceplot (LGCRMRS.mcmc)
autocorr.plot (LGCRMRS.mcmc)
\#\#\#\#\#\#\# QGC Fixed Intercept, Slope and Quadratic Term \#\#\#\#\#\#\#\#
initsQGCFMFSFSQ <- function() \{
$t($ alpha=rnorm $(1$, mean $=1000, s d=100)$, beta=rnorm $(1$,
mean=1000, $s d=100)$, eta=rnorm(1, mean=1000, $s d=100))$
$($ alpha $=\operatorname{rnorm}(1$, mean=1000, $s d=100)$, beta=rnorm $(1$,
mean $=1000, s d=100), ~ e t a=r n o r m(1, ~ m e a n=1000, s d=100))$
=100) )
\#\#\#\#\#\#\#\#\#\# LGC Fixed Interce
\#\#\#\#\#\#\#\#\#\# LGC Fixed Intercept, Random and Slope \#\#\#\#\#\#\#\#\#\#\#\#\#
initsLGCFMRS <- function() \{
list(alpha=rnorm(1, mean=1000, sd=100), mean.beta=rnorm(1,
list (alpha=rnorm(1, mean=1000, $s d=100)$, mean.beta=rnorm(1,
mean $=1000, \mathrm{sd}=100)$ )

## list (alpha=rnorm(1, mean=1000, sd=100), mean.beta=rnorm $(1$, mean $=1000, s d=100))$ <br> list (alpha=rnorm(1, mean=1000, sd=100), mean.beta=rnorm(1, mean=1000, $s d=100)$ )

\}
LGCFMRS <- autojags(LGCFMRS, n.iter = Itt, n.thin=1,
n.update $=10$, DIC=T)

LGCFMRS.mcmc <- as.mcmc(LGCFMRS)
traceplot (LGCFMRS.mcmc)
autocorr.plot (LGCFMRS.mcmc)
\#\#\#\#\#\#\#\#\#\#\#\#\#\# LGC Random Intercept and Slope \#\#\#\#\#\#\#\#\#\#\#\#\#\#\# initsLGCRMRS <- function()\{

## n. update $=10$, DIC=T) <br> LGCRMFS.mcmc <- as.mcmc (LGCRMFS) traceplot(LGCRMFS.mcmc) traceplot(LGCRMFS.mcmc) autocorr.plot(LGCRMFS.mcmc)

$$
\begin{aligned}
& \text { DV <- [Columns of the Data Matrix That Contain the DV] } \\
& \mathrm{T}<- \text { [Number of Repeated Measures] } \\
& \mathrm{N}<- \text { [Total Sample Size] } \\
& \text { Occasion <- [Indicator Variable for the Different Measurement } \\
& \text { Occasions] }
\end{aligned}
$$

Occasions]

$$
\begin{aligned}
& \text { LGCFMRS <- jags (data = list("DV", "T", "N", "Occasion"), } \\
& \text { initsLGCFMRS, model.file="[Path To File]", } \\
& \text { parameters.to.save= c("alpha", "var.y", "mean.beta"), } \\
& \text { n.chains =2, n.iter = Itt, n.burnin=Bi, n.thin=1, } \\
& \text { DIC=T) }
\end{aligned}
$$

> DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures]

> N <- [Total Sample Size]
Occasion <- [Indicator Va
> Occasion <- [Indicator Variable for the Different Measurement Occasions]

QGCFMFSFSQ <- jags(data = list("DV","T","N", "Occasion"),
initsQGCFMFSFSQ, model.file=" [Path To File]",
parameters.to.save= c("alpha", "var.y", be $n=B i$
n. thin $=1$, DIC=T)

QGCFMFSFSQ <- autojags(QGCFMFSFSQ, n.iter = Itt, n.thin=1,
n. update $=10, \mathrm{DIC}=\mathrm{T}$ )

QGCFMFSFSQ.mcmc <- as.mcmc (QGCFMFSFSQ) traceplot(QGCFMFSFSQ.mcmc)
autocorr.plot (QGCFMFSFSQ.mcmc)
\#\#\#\# QGC Random Intercept, Fixed Slope and Quadratic Term \#\#\#\# initsQGCRMFSFSQ <- function() \{
list(mean.alpha=rnorm(1, mean $=1000, \mathrm{sd}=100)$, beta=rnorm(1,
mean $=1000, s d=100)$, eta $=$ rnorm $(1$, mean $=1000$, $s d=100)$ )
list (mean.alpha=rnorm(1, mean $=1000$, $s d=100$ ), beta=rnorm(1, mean=1000, sd=100), eta=rnorm(1, mean=1000, sd=100))

DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures]
N <- [Total Sample Size]

Occasion <- [Indicator Variable for the Different Measurement
QGCRMFSFSQ <- jags(data = list("DV", "T", "N", "Occasion"),
initsQGCRMFSFSQ, model.file=" [Path To File]",
initsQGCRMFSFSQ, model.file="[Path To File]",
parameters.to.save= c("mean.alpha", "var.y",
"beta", "eta"), n.chains =2, n.iter = Itt,
n. burnin=Bi, n.thin=1, DIC=T)

QGCRMFSFSQ <- autojags(QGCRMFSFSQ, n.iter = Itt, n.thin=1, n. update $=10$, DIC=T)

QGCRMFSFSQ.mcmc <- as.mcmc (QGCRMFSFSQ) traceplot(QGCRMFSFSQ.mcmc)
autocorr.plot (QGCRMFSFSQ.mcmc)
\#\#\#\# QGC Random Slope, Fixed Intercept and Quadratic Term \#\#\#\# initsQGCFMRSFSQ <- function() \{
list(alpha=rnorm(1, mean=1000, sd=100), mean.beta=rnorm(1, mean $=1000$, $s d=100$ ), eta=rnorm(1, mean=1000, $s d=100)$ )
list(alpha=rnorm(1, mean=1000, sd=100), mean.beta=rnorm(1, mean=1000, sd=100), eta=rnorm(1, mean=1000, sd=100))

DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures]
N <- [Total Sample Size] Occasions]

QGCFMRSFSQ <- jags(data = list("DV","T","N","Occasion"), initsQGCFMRSFSQ, model.file=" [Path To File]",
parameters.to.save= c("alpha", "var. y ",
"mean. beta", "eta"), n.chains $=2$, n.iter $=$ Itt, n. burnin=Bi, n.thin=1, DIC=T)

QGCFMRSFSQ <- autojags (QGCFMRSFSQ, n.iter = Itt, n.thin=1, n. update $=10$, $\mathrm{DIC}=\mathrm{T}$ )

QGCFMRSFSQ.mcmc <- as.mcmc (QGCFMRSFSQ) traceplot(QGCFMRSFSQ.mcmc)
autocorr.plot(QGCFMRSFSQ.mcmc)
\#\#\#\# QGC Random Quadratic Term, Fixed Slope and Intercept \#\#\#\# initsQGCFMFSRSQ <- function() \{
list (alpha=rnorm(1, mean=1000, $s d=100)$, beta=rnorm $(1$,
mean=1000, $s d=100)$, mean.eta=rnorm(1, mean=1000, $s d=100)$ )
list (alpha=rnorm (1, mean=1000, $s d=100)$, beta=rnorm $(1$,
mean=1000, $s d=100)$, mean.eta=rnorm(1, mean=1000, $s d=100)$ )
DV <- [Columns of the Data Matrix That Contain the DV]
T <- [Number of Repeated Measures]
N <- [Total Sample Size]
Occasion <- [Indicator Variable for the Different Measurement
Occasions]
QGCFMFSRSQ <- jags(data = list("DV", "T", "N", "Occasion"),
initsQGCFMFSRSQ, model.file="[Path To File]",
parameters.to.save= c("alpha", "var.y", "beta"
"mean.eta"), n.chains $=2$, n.iter $=$ Itt,
QGCFMFSRSQ <- autojags(QGCFMFSRSQ, n.iter = Itt, n.thin=1,
n. update $=10$, $\mathrm{DIC}=\mathrm{T}$ )
QGCFMFSRSQ.mcmc <- as.mcmc (QGCFMFSRSQ)
traceplot(QGCFMFSRSQ.mcmc)
autocorr.plot (QGCFMFSRSQ.mcmc)
\#\#\#\# QGC Random Intercept and Slope, Fixed Quadratic Term \#\#\#\# initsQGCRMRSFSQ <- function()\{
mean.beta=rnorm (1, mean=1000, $s d=100)$, eta $=\operatorname{rnorm}(1$, mean=1000, $s d=100$ ))
list (mean.alpha=rnorm(1, mean=1000, sd=100),
mean $\operatorname{beta}=\operatorname{rnorm}(1$, mean=1000, $s d=100)$, eta=rnorm (1,
mean=1000, $s d=100$ ))
\#\#\#\# QGC Random Intercept and Quadratic Term, Fixed Slope \#\#\#\# initsQGCRMFSRSQ <- function()\{
list (mean.alpha=rnorm(1, mean $=1000$, $s d=100)$, beta=rnorm(1,
mean $=1000, s d=100)$, mean.eta $=r n o r m(1$, mean $=1000, s d=100))$
list(mean.alpha=rnorm(1, mean=1000, sd=100), beta=rnorm(1,
mean $=1000$, $s d=100$ ), mean.eta=rnorm(1, mean=1000, $s d=100)$ )

$T<-$ [Number of Repeated Measures]
$\mathrm{N}<-$ [Total Sample Size]
Occasion <- [Indicator Va
Occasion <- [Indicator Variable for the Different Measurement Occasions]

QGCRMFSRSQ <- jags(data = list("DV","T","N","Occasion"),
initsQGCRMFSRSQ, model.file=" [Path To File]", parameters.to.save= c("mean.a-pha", "var.y ' Itt n. burnin=Bi, n.thin $=1$, DIC=T)

QGCRMFSRSQ <- autojags (QGCRMFSRSQ, n.iter = Itt, n.thin=1, n. update $=10$, DIC=T)

QGCRMFSRSQ.mcmc <- as.mcmc(QGCRMFSRSQ) traceplot(QGCRMFSRSQ.mcmc)
autocorr.plot(QGCRMFSRSQ.mcmc)
\#\#\#\# QGC Random Slope and Quadratic Term, Fixed Intercept \#\#\#\#
initsQGCFMRSRSQ <- function()\{
list(alpha=rnorm(1, mean=1000, sd=100), mean.beta=rnorm(1,
mean=1000, sd=100), mean.eta=rnorm(1, mean=1000, sd=100))
list(alpha=rnorm(1, mean=1000, sd=100), mean.beta=rnorm(1,
mean $=1000$, $s d=100$ ), mean.eta $=\operatorname{rnorm}(1$, mean $=1000$, $s d=100)$ )
DV <- [Column of the Data Matrix That Contain the DV]
T <- [Number of Repeated Measures]
N <- [Total Sample Size]
Occasion <- [Indicator Variable for the Different Measurement
Occasions]
QGCFMRSRSQ <- jags(data = list("DV", "T", "N", "Occasion"),
initsQGCFMRSRSQ, model.file=" [Path To File]",
parameters.to.save= c("alpha", "var.y",
parameters.to.save= c("alpha","var.y",
"mean.beta", "mean.eta"), n.chains $=2$,
n. iter $=$ Itt, n.burnin=Bi, n.thin=1,

DIC=T)


DIC=T)
QGCFMRSRSQ <- autojags (QGCFMRSRSQ,
n. update $=10$, DIC=T)

QGCFMRSRSQ.mcmc <- as.mcmc (QGCFMRSRSQ) traceplot (QGCFMRSRSQ.mcmc)
autocorr.plot (QGCFMRSRSQ.mcmc)
\#\#\#\#\#\#\# QGC Random Intercept, Slope and Quadratic Term \#\#\#\#\#\#\# initsQGCRMRSRSQ <- function()\{
list(mean.alpha $=$ rnorm ( 1 , mean $=1000$, $s d=100$ ), mean. beta=rnorm(1, mean. beta=rnorm (1,
mean=1000, sd=100))

DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures] N <- [Total Sample Size] Occasions]

QGCRMRSRSQ <- jags(data = list("DV","T","N","Occasion"), initsQGCRMRSRSQ, model.file="[Path To File]", parameters.to.save= c("mean.alpha", "var.y", "mean.beta", "mean.eta"), n.chains $=2$,
n.iter $=$ Itt, n.burnin=Bi, n.thin=1,

QGCRMRSRSQ <- autojags (QGCRMRSRSQ, n.iter = Itt, n.thin=1, n. update $=10$, DIC=T)

QGCRMRSRSQ.mcmc <- as.mcmc (QGCRMRSRSQ) traceplot(QGCRMRSRSQ.mcmc)
autocorr.plot (QGCRMRSRSQ.mcmc)
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# ALT Fixed Alpha and Beta \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# initsALTFAFB <- function() \{
list (alpha $=$ rnorm $(1$, mean $=1000$, $s d=100)$, beta $=\operatorname{rnorm}(1$,
mean $=1000, \operatorname{sd}=100)$, $\operatorname{AR}=\operatorname{runif}(1,0,1))$
list (alpha=rnorm ( 1, mean $=1000$, $s d=100$ ), beta=rnorm ( 1 ,
mean $=1000$, $s d=100$ ), $\operatorname{AR}=r u n i f(1,0,1)$ ) \}
DV <- [Columns of the Data N <- [Total Sample Size]
Occasion <- [Indicator Variable for the Different Measurement Occasions]
ALTFAFB <- jags(data = list("DV","T", "N","Occasion"), initsALTFAFB, model.file="[Path To File]", parameters.to.save= c("intercept","var.y", "slope", "AR"), n.chains $=2$, n.iter $=$ Itt, n.burnin=Bi,
n.thin=1, DIC=T)
ALTFAFB <- autojags(ALTFAFB, n.iter = Itt, n.thin=1,
n. update= 10 , DIC=T)
ALTFAFB.mcmc <- as.mcmc(ALTFAFB) autocorr.plot (ALTFAFB.mcmc)
traceplot (ALTFAFB.mcmc)
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# ALT Fixed Alpha, Random Beta \#\#\#\#\#\#\#\#\#\#\#\#\#\# initsALTRAFB <- function() \{
list (mean.alpha $=r n o r m(1$, mean $=1000, s d=100)$, beta=rnorm(1,
mean $=1000, s d=100), A R=r u n i f(1,0,1))$
list(mean.alpha $=\operatorname{rnorm}(1$, mean $=1000$, sd $=100)$, beta $=\operatorname{rnorm}(1$,
mean $=1000$, $s d=100), \operatorname{AR}=$ runif $(1,0,1))$
"mean.slope","AR"),n.chains =2, n.iter = Itt,
n. burnin=Bi, n.thin=1, DIC=T)
ALTFARB <- autojags (ALTFARB, n.iter = Itt, n.thin=1,
n. update $=10$, DIC=T)
ALTFARB.mcmc <- as.mcmc(ALTFARB) autocorr.plot (ALTFARB.mcmc)
traceplot(ALTFARB.mcmc)
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# ALT Random Alpha and Beta \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
initsALTRARB <- function initsALTRARB <- function() \{
list (mean.alpha=rnorm (1, mean=1000, $s d=100)$, mean. beta=rnorm(1 , mean $=1000$, sd=100), AR=runif $(1,0,1))$
list (mean.alpha=rnorm ( 1 , mean=1000, $s d=100$ ), mean. beta=rnorm(1, mean $=1000$, $s d=100), \operatorname{AR}=\operatorname{runif}(1,0,1))$
DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures]
N <- [Total Sample Size]
Occasion <- [Indicator Variable for the Different Measurement
Occasions]
ALTRARB <- jags(data = list("DV", "T", "N", "Occasion"),
initsALTRARB, model.file=" [Path To File]",
parameters.to.save= c("mean.intercept", "var.y"
"mean.slope","AR"), n.chains $=2$, n.iter $=$ Itt,
n.burnin=Bi, n.thin=1, DIC=T)
ALTRARB <- autojags (ALTRARB, n.iter $=$ Itt, n.thin=1,
n. update $=10$, $D I C=T$ )
ALTRARB.mcmc <- as.mcmc(ALTRARB)
autocorr.plot(ALTRARB.mcmc)

## traceplot (ALTRARB.mcmc)

\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# ALT Fixed Intercept and Slope \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
initsALTFMFS <- function() \{
list (alpha=rnorm(1,mean=1000, sd=100), beta=rnorm(1,mean=
$1000, \mathrm{sd}=100)$, $\mathrm{AR}=\operatorname{runif}(1,0,1))$
list (alpha=rnorm $(1$, mean $=1000, \mathrm{sd}=100)$, beta= $\operatorname{rnorm}(1$, mean $=$
1000, $\operatorname{sd}=100$ ), $A R=\operatorname{runif}(1,0,1)$ )
DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures]

N <- [Total Sample Size]
Occasion <- [Indicator Variable for the Different Measurement
Occasions] ALTFMFS <-

ALTFMFS <- jags(data = list("DV", "T", "N","Occasion"),
initsALTFMFS, model.file="[Path To File]",
n.chains $=2$, n.iter $=$ Itt, n.burnin=Bi, n.thin=1, DIC=T)

ALTFMFS <- autojags(ALTFMFS, n.iter = Itt, n.thin=1,
n. update= 10 , DIC=T)

ALTFMFS.mcmc <- as.mcmc(ALTFMFS)
autocorr.plot(ALTFMFS.mcmc)
traceplot(ALTFMFS.mcmc)
\#\#\#\#\#\#\#\#\#\# ALT Random Intercept, Fixed and Slope \#\#\#\#\#\#\#\#\#\#\#\#\# initsALTRMFS <- function() \{
list (mean.alpha=rnorm $(1$, mean $=1000, s d=100)$, beta=rnorm $(1$,
mean $=1000, s d=100)$, $A R=r u n i f(1,0,1))$
list (mean.alpha=rnorm (1, mean=1000, sd=100), beta=rnorm(1,
mean $=1000$, $s d=100$ ), $A R=r u n i f(1,0,1)$ )

| \} |
| :---: |
| DV <- [Columns of the Data Matrix That Contain the DV] <br> T <- [Number of Repeated Measures] <br> N <- [Total Sample Size] |
| Occasion <- [Indicator Variable for the Different Measurement Occasions] |
| ```ALTRMFS <- jags(data = list("DV","T","N","Occasion"), initsALTRMFS, model.file="[Path To File]", parameters.to.save= c("mean.alpha","var.y", "beta", "AR"), n.chains =2, n.iter = Itt, n.burnin=Bi, n.thin=1, DIC=T)``` |
| ALTRMFS <- autojags(ALTRMFS, n.iter = Itt, n.thin=1, n. update $=10$, DIC=T) |
| ALTRMFS.mcmc <- as.mcmc(ALTRMFS) autocorr.plot (ALTRMFS.mcmc) traceplot(ALTRMFS.mcmc) |
| \#\#\#\#\#\#\#\#\#\# ALT Fixed Intercept, Random and Slope \#\#\#\#\#\#\#\#\#\#\#\#\# initsALTFMRS <- function() \{ |
| $\begin{aligned} & \text { list }(\text { alpha }=\text { rnorm }(1, \text { mean }=1000, \text { sd=100), mean. beta=rnorm(1, } \\ & \text { mean }=1000, \operatorname{sd}=100), \operatorname{AR}=\text { runif }(1,0,1)) \end{aligned}$ |
| list(alpha $=$ rnorm $(1$, mean $=1000$, $s d=100)$, mean. beta $=r n o r m(1$, mean $=1000$, $s d=100$ ), AR=runif $(1,0,1)$ ) |
| \} |
| ```DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures] N <- [Total Sample Size]``` |
| Occasion <- [Indicator Variable for the Different Measurement Occasions] |

ALTFMRS <- jags(data = list("DV","T", "N","Occasion"),
initsALTFMRS, model.file="[Path To File]", parameters.to.save= c("alpha","var.y", "mean.beta", "AR"), n.chains $=2$, n.iter $=$ Itt, n.burnin=Bi, n.thin=1, $D I C=T$ )

ALTFMRS <- autojags (ALTFMRS, n.iter = Itt, n.thin=1,
n. update= 10 , DIC=T)

ALTFMRS.mcmc <- as.mcmc (ALTFMRS)
autocorr.plot (ALTFMRS.mcmc)
traceplot(ALTFMRS.mcmc)
\#\#\#\#\#\#\#\#\#\#\#\#\#\# ALT Random Intercept and Slope \#\#\#\#\#\#\#\#\#\#\#\#\#\#
initsALTRMRS <- function() \{
list (mean. alpha=rnorm ( 1 , mean $=1000$, $s d=100$ ), mean. beta=rnorm ( 1 ,
mean=1000, $s d=100)$, AR=runif $(1,0,1)$ )
list(mean.alpha=rnorm(1, mean $=1000, \mathrm{sd}=100)$, mean. beta=rnorm(1,
mean $=1000, \mathrm{sd}=100)$, $\mathrm{AR}=$ runif $(1,0,1))$
mean $=1000, \quad s d=100), A R=r u n i f(1,0,1))$
DV <- [Columns of the Data Matrix That Contain the DV] $\mathrm{T}<-$ [Number of Repeated Measures]
$\mathrm{N}<-$ [Total Sample Size]

Occasion <- [Indicator Variable for the Different Measurement
ALTRMRS <- jags (data = list("DV", "T", "N", "Occasion"), initsALTRMRS, model.file="[Path To File]", parameters.to.save= c("mean.alpha","var.y", n.burnin=Bi, n.thin=1, DIC=T)

ALTRMRS <- autojags (ALTRMRS, n.iter = Itt, n.thin=1, n.update $=10, \mathrm{DIC}=\mathrm{T})$

ALTRMRS.mcmc <- as.mcmc(ALTRMRS) autocorr. plot (ALTRMRS.mcmc)
traceplot (ALTRMRS.mcmc)
\#\#\#\# QGC Random Intercept and Slope, Fixed Quadratic Term \#\#\#\# \#\#\#\#\#\#\#\#\#\#\#\#\#\#\# Group as Predictor for Intercept \#\#\#\#\#\#\#\#\#\#\#\# initsQGCRMRSFSQPredM <- function() \{
list (gamma00 $=\operatorname{rnorm}(1, \operatorname{mean}=1000, \operatorname{sd}=100)$, gamma10=rnorm $(1$, mean $=1000$, $s d=100$ ), gamma20=rnorm (1, mean=1000, $s d=100$ ), mean. beta=rnorm(1, mean=1000, $s d=100)$, eta=rnorm(1, mean= 1000, sd=100))
list (gamma00=rnorm(1, mean=1000, $s d=100)$, gamma10=rnorm(1, mean $=1000$, $s d=100$ ), gamma20=rnorm (1, mean=1000, $s d=100$ ), mean $\cdot \operatorname{beta}=\operatorname{rnorm}(1$, mean $=1000, s d=100)$, eta=rnorm (1, mean=
$1000, s d=100))$ $\qquad$ DV <- [Columns of the Data Matrix That Contain the DV] T <- [Number of Repeated Measures] N <- [Total Sample Size]

Occasion <- [Indicator Variable for the Different Measurement Occasions]

QGCRMRSFSQPredM <- jags(data = list("DV", "T", "N", "Occasion",
"D1", "D2"), initsQGCRMRSFSQPredM,
parameters.to.save=c ("gamma00", "gamma10",
"gamma20", "var.y", "Cov", "mean.beta",
"eta"), n.chains =2, n.iter = Itt,
n.burnin=Bi, n.thin=1, DIC=T)

QGCRMRSFSQPredM <- autojags(QGCRMRSFSQPredM, n.iter = Itt,
n.thin=1, n.update $=10$, DIC=T)
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autocorr.plot(QGCRMRSFSQPredS.m
traceplot(QGCRMRSFSQPredS.mcmc) autocorr.plot(QGCRMRSFSQPredS.mcmc)

QGCRMRSFSQPredS.mcmc <- as.mcmc(QGCRMRSFSQPredS)
GCRMRSFSQPredS <- jags(data = list("DV", "T", "N", "Occasion",
"D1", "D2"), initsQGCRMRSFSQPredS,
model.file=" [Path To File]",
parameters.to.save=c("gamma01", "gamma11",
"gamma21", "var. y", "Cov", "mean.alpha", "gamma21", "var. y", "Cov", "mean.alpha",
"eta"), n.chains $=2$, n. iter $=$ Itt, n.burnin=Bi, n.thin=1, DIC=T)

QGCRMRSFSQPredS <- autojags(QGCRMRSFSQPredS, n.i
n.thin=1, n.update $=10$, DIC=T)


\#\#\#\# QGC Random Intercept and Slope, Fixed Quadratic Term \#\#\#\# \#\#\#\#\#\#\#\#\# Group as Predictor for Intercept and Slope \#\#\#\#\#\#\#\#\# initsQGCRMRSFSQPredMS <- function() \{
list (gamma01=rnorm(1, mean=1000, sd=100), gamma11=rnorm(1, mean $=1000$, $s d=100$ ), gamma21=rnorm ( 1, mean $=1000$, sd=100), 1000, sd=100), gamma20=rnorm(1, mean=1000, sd=100), eta $=\operatorname{rnorm}(1$, mean $=1000, s d=100)$ )
list(gamma01=rnorm(1, mean=1000, sd=100), gamma11=rnorm(1, $\operatorname{gamma} 00=\operatorname{rnorm}(1$, mean $=1000$, sd=100), gamma10= $\operatorname{rnorm}(1$, mean $=$ 1000, sd=100), gamma20=rnorm(1, mean $=1000$, $s d=100$ ), eta $=\operatorname{rnorm}(1$, mean $=1000, \mathrm{sd}=100)$ )

QGCRMRSFSQPredMS <- jags (data = list("DV", "T", "N", "Occasion", "D1", "D2"), initsQGCRMRSFSQPredMS,
parameters.to.save=c("gamma00", "gamma10", "gamma20", "gamma01","gamma11", "gamma21",

"CEACCon"), n.chains
n. burnin $=$ Bi, n. n.thin $=1, ~ D I C=T) ~$
n.thin=1, n.update $=10$, DIC=T)

QGCRMRSFSQPredMS.mcmc <- as.mcmc(QGCRMRSFSQPredMS) autocorr. plot (QGCRMRSFSQPredMS.mcmc)
\#\#\#\# QGC Random Intercept and Slope, Fixed Quadratic Term \#\#\#\# \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# Lognormal Data \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# DV <- (( $-1 *$ DV) $)+($ lambda/6 $))$

10 Appendix B: JAGS Models

## AR(1) Fixed Mean and AR

model\{
for (i in 1:N) \{
DV[i,1] ~dnorm(mu, tau1)
for $(t \operatorname{in~2:T)\{ }$
DV $[i, t] \sim \operatorname{dnorm}($ Mean $[i, t], t a u 2)$
Mean $[\mathrm{i}, \mathrm{t}]<-\mathrm{cnst}+\mathrm{AR} * \mathrm{DV}[\mathrm{i}, \mathrm{t}-1]$
\}
AR ~ $\sim \operatorname{dnorm}(0, .000000000001)$ $\mathrm{mu} \sim \operatorname{dnorm}(0, .000000000001)$
cnst <- mu*(1-AR)
tau2 ~ dgamma ( $0.000001,0.000001$ )
tau1 <- (1-(pow(AR, 2)))*tau2
var. $\mathrm{y}<-1 /$ tau2
10.2 AR(1) Random Mean and Fixed AR
model\{
for (i in $1: N$ ) \{
mu[i] ~ dnorm(mean.mu, tau.mu)
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for $(t$ in $2: T)\{$
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# Gamma Distributed Data \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
DV <- $((-1 * \mathrm{DV})+(\mathrm{l}$ ambda/6))
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# Gamma Distributed Data \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
DV $<-((-1 * \mathrm{DV})+(\mathrm{l}$ ambda/6))
DV <- DV + . 0000001

## initsQGCRMRSFSQPredMSgamma <- function() \{

list (gamma01=rnorm(1, 6.91, 4.61), gamma11=rnorm(1, 6.91, 4.61), gamma21 $=\operatorname{rnorm}(1,6.91,4.61), \operatorname{gamma} 00=\operatorname{rnorm}(1,6.91,4.61)$,
gamma10 $=\operatorname{rnorm}(1,6.91,4.61), \operatorname{gamma} 20=\operatorname{rnorm}(1,6.91,4.61)$,
eta $=\operatorname{rnorm}(1,6.91,4.61), \operatorname{shape}=r u n i f(1,0,20))$ gamma21 $=\operatorname{rnorm}(1,6.91,4.61), \operatorname{gamma} 00=\operatorname{rnorm}(1,6.91,4.61)$,
gamma10 $=\operatorname{rnorm}(1,6.91,4.61), \operatorname{gamma} 20=\operatorname{rnorm}(1,6.91,4.61)$,
eta $=\operatorname{rnorm}(1,6.91,4.61), \operatorname{shape}=r u n i f(1,0,20))$
list (gamma01=rnorm(1, 6.91, 4.61), gamma11=rnorm(1, 6.91, 4.61), gamma21=rnorm $(1,6.91,4.61), \operatorname{gamma} 00=\operatorname{rnorm}(1,6.91,4.61)$,
$\operatorname{gamma10} 0=\operatorname{rnorm}(1,6.91,4.61), \operatorname{gamma} 20=\operatorname{rnorm}(1,6.91,4.61)$,
eta $=\operatorname{rnorm}(1,6.91,4.61), \operatorname{shape}=\operatorname{runif}(1,0,20))$
$\}$ gamma21=rnorm $(1,6.91,4.61), \operatorname{gamma0} 0=\operatorname{rnorm}(1,6.91,4.61)$,
gamma10 $=\operatorname{rnorm}(1,6.91,4.61), \operatorname{gamma20}=\operatorname{rnorm}(1,6.91,4.61)$,
eta $=\operatorname{rnorm}(1,6.91,4.61)$, shape $=r u n i f(1,0,20))$
\} $\begin{array}{ll} & \text { "D1", "D2"), } \\ & \text { initsQGCRMRSFSQPredMSgamma, } \\ & \text { model.file="[Path To File]", } \\ & \text { parameters.to.save=c("gamma00", "gamma10", } \\ & \text { "gamma20", "gamma01", "gamma11", "gamma21", } \\ & \text { "Cov", "eta", "shape", "PredCon", "PredST", }\end{array}$ $\begin{array}{ll} & \text { "D1", "D2"), } \\ & \text { initsQGCRMRSFSQPredMSgamma, } \\ & \text { model.file="[Path To File]", } \\ & \text { parameters.to.save=c("gamma00", "gamma10", } \\ & \text { "gamma20", "gamma01", "gamma11", "gamma21", } \\ & \text { "Cov", "eta", "shape", "PredCon", "PredST", }\end{array}$ $\begin{array}{ll} & \text { "D1", "D2"), } \\ & \text { initsQGCRMRSFSQPredMSgamma, } \\ & \text { model.file="[Path To File]", } \\ & \text { parameters.to.save=c("gamma00", "gamma10", } \\ & \text { "gamma20", "gamma01", "gamma11", "gamma21", } \\ & \text { "Cov", "eta", "shape", "PredCon", "PredST", }\end{array}$ $\begin{array}{ll} & \text { "D1", "D2"), } \\ & \text { initsQGCRMRSFSQPredMSgamma, } \\ & \text { model.file="[Path To File]", } \\ & \text { parameters.to.save=c("gamma00", "gamma10", } \\ & \text { "gamma20", "gamma01", "gamma11", "gamma21", } \\ & \text { "Cov", "eta", "shape", "PredCon", "PredST", }\end{array}$ $\begin{array}{ll} & \text { "D1", "D2"), } \\ & \text { initsQGCRMRSFSQPredMSgamma, } \\ & \text { model.file="[Path To File]", } \\ & \text { parameters.to.save=c("gamma00", "gamma10", } \\ & \text { "gamma20", "gamma01", "gamma11", "gamma21", } \\ & \text { "Cov", "eta", "shape", "PredCon", "PredST", }\end{array}$ $\begin{array}{ll} & \text { "D1", "D2"), } \\ & \text { initsQGCRMRSFSQPredMSgamma, } \\ & \text { model.file="[Path To File]", } \\ & \text { parameters.to.save=c("gamma00", "gamma10", } \\ & \text { "gamma20", "gamma01", "gamma11", "gamma21", } \\ & \text { "Cov", "eta", "shape", "PredCon", "PredST", }\end{array}$ $\begin{array}{ll} & \text { "D1", "D2"), } \\ & \text { initsQGCRMRSFSQPredMSgamma, } \\ & \text { model.file="[Path To File]", } \\ & \text { parameters.to.save=c("gamma00", "gamma10", } \\ & \text { "gamma20", "gamma01", "gamma11", "gamma21", } \\ & \text { "Cov", "eta", "shape", "PredCon", "PredST", }\end{array}$

QGCRMRSFSQPredMSgamma.mcmc <- as.mcmc (QGCRMRSFSQPredMSgamma)
autocorr.plot (QGCRMRSFSQPredMSgamma.mcmc)
traceplot(QGCRMRSFSQPredMSgamma.mcmc)
DV +.000000
DV <- DV

list (
QGCRMRSFSQPredMSgamma <- jags(data = list("DV", "T", "N", "Occasion",

[^14]"PredCCT",
mean.AR $\sim \operatorname{dnorm}(0, .000000000001)$
tau. AR $\sim$ dgamma $(0.000001,0.000001)$
var. $\mathrm{y}<-1 /$ tau2
$\}$
$\mathbf{1 0 . 4}$ AR(1) Random Mean and Random $A$
mean.AR $\sim \operatorname{dnorm}(0, .000000000001)$
tau.AR $\sim \operatorname{dgamma}(0.000001,0.000001)$
var. $\mathrm{y}<-1 /$ tau2
$\}$
mean.AR $\sim \operatorname{dnorm}(0, .000000000001)$
tau.AR $\sim \operatorname{dgamma}(0.000001,0.000001)$
var. $\mathrm{y}<-1 /$ tau2
$\}$
mean.AR $\sim \operatorname{dnorm}(0, .000000000001)$
tau.AR $\sim \operatorname{dgamma}(0.000001,0.000001)$
var. y <- 1/tau2
$\}$
$\mathbf{1 0 . 4}$ AR(1) Random Mean and Random AR
model\{
for (i in $1: N)\{$
$\operatorname{LS}[i, 1: 2] \sim \operatorname{dmnorm}(\mathrm{MU}[1: 2], \operatorname{covmat}[1: 2,1: 2])$
$\operatorname{mu[i]}<-\mathrm{LS}[i, 1]$
$\operatorname{AR}[i]<-\operatorname{LS}[i, 2]$
model\{
for (i in $1: N)\{$
$\operatorname{LS}[i, 1: 2] \sim \operatorname{dmnorm}(\mathrm{MU}[1: 2], \operatorname{covmat}[1: 2,1: 2])$
$\operatorname{mu[i]}<-\mathrm{LS}[i, 1]$
$\operatorname{AR}[i]<-\operatorname{LS}[i, 2]$
model\{
for (i in $1: N$ ) \{
$\operatorname{LS[i,1:2]\sim \operatorname {dmnorm}(MU[1:2],~covmat[1:2,1:2])~}$
$\operatorname{mu}[i]<-L S[i, 1]$
$\operatorname{AR}[i]<-L S[i, 2]$
model
for (i in $1: N$ ) \{
$\operatorname{LS[i,1:2]\sim dmnorm(MU[1:2],~covmat[1:2,1:2])~}$
$\operatorname{mu[i]}<-\operatorname{LS}[i, 1]$
$\operatorname{AR[i]}<-\operatorname{LS}[i, 2]$
cnst [i] <- mu[i]*(1-AR[i])
tau1[i] <- (1-(pow(AR[i],2)))*tau2
DV[i,1] ~ dnorm(mu[i], tau1[i])
cnst [i] <- mu[i]*(1-AR[i])
tau1[i] <- (1-(pow(AR[i],2)) )*tau2
$\operatorname{DV}[i, 1] \sim \operatorname{dnorm}(m u[i], \operatorname{tau}[i])$
for $(t \operatorname{in} 2: T)\{$
$\quad \operatorname{DV}[i, t] \sim \operatorname{dnorm}($ Mean $[i, t], \tan 2)$
Mean $[i, t]<-$ cnst [i] + AR[i] *DV [i,t-1]
$\}$
$\}$
mean.mu $\sim \operatorname{dnorm}(0, .0000000001)$
mean.AR $\sim \operatorname{dnorm}(0, .0000000001)$
MU[1]<- mean.mu
MU $[2]$ <- mean.AR
mean.mu $\sim \operatorname{dnorm}(0, .0000000001)$
mean.AR $\sim \operatorname{dnorm}(0, .0000000001)$
MU[1]<- mean.mu
MU $[2]$ <- mean.AR
mean.mu $\sim \operatorname{dnorm}(0, .0000000001)$
mean.AR $\sim \operatorname{dnorm}(0, .0000000001)$
MU[1]<- mean.mu
MU $[2]$ <- mean.AR
( 100000 © ' 100000 © 0) eumesp ~ Zne7
covmat $[1: 2,1: 2] \sim \operatorname{dwish}(R[], 2$,
$R[1,1]<-1000$
N
$R[1,1]<-1000$

$\operatorname{DV}[i, t] \sim \operatorname{dnorm}($ Mean $[i, t], \operatorname{tau2})$
Mean[i,t] <- cnst[i] + AR*DV[i,t-1]
$\}$
$\}$
AR ~ dnorm (0, . 000000000001 )
mean.mu ~ dnorm(0, . 000000000001 )
tau2 ~ dgamma (0.000001, 0.000001)
tau1 <- (1-(pow $(A R, 2))) *$ tau2
tau.mu ~ dgamma (0.000001, 0.000001 )
var. $\mathrm{y}<-1 /$ tau2
$\}$
10.3 AR(1) Fixed Mean and Random AR model\{

DV[i,1] ~dnorm(mu, tau1[i])
for $(t$ in $2: T)\{$
DV[i,t] ~dnorm(Mean[i,t] , tau2)
Mean [i,t] <- cnst[i] + AR[i]*DV[i,t-1]
\}
\}
mu $\sim$ dnorm $(0, .000000000001)$
tau2 $\sim \operatorname{dgamma}(0.000001,0.000001)$

[^15]for $(t$ in $1: T)\{$
$\operatorname{DV}[i, t] \sim \operatorname{dnorm}(m u[i, t], \operatorname{tau} 2)$
$\operatorname{mu}[i, t]$ <- alpha[i] + beta*(Occasion[t]-1) \}

## beta ~ dnorm(0, .0000000001)

beta $\sim \operatorname{dnorm}(0, .0000000001)$
mean.alpha $\sim \operatorname{dnorm}(0, .0000000001)$
tau2 ~ dgamma ( $0.000001,0.000001$ )
tau2 ~ dgamma (0.000001, 0.000001)
tau.alpha~ dgamma (0.000001, 0.000001)
var. $\mathrm{y}<-1 /$ tau2
10.7 LGC Fixed Intercept, Random Slope model\{
for (i in $1: N$ ) \{

for $(t$ in $1: T)\{$
$\operatorname{DV}[i, t] \sim \operatorname{dnorm}(m u[i, t]$, tau2)
mu[i,t] <- alpha + beta[i]*(Occas
$m u[i, t]$ <- alpha + beta[i]*(Occasion[t]-1)
$\}$
$\}$
alpha ~ dnorm(0, .0000000001)
mean.beta ~ dnorm(0, .0000000001)
tau2 ~ dgamma (0.000001, 0.000001)
tau.beta ~ dgamma (0.000001, 0.000001)
10.6 LGC Random Intercept, Fixed Slope
alpha[i] ~ dnorm(mean.alpha, tau.alpha)
var. $\mathrm{y}<-1 /$ tau2
10.8 LGC Random Intercept and Slope

DV[i,t] ~ dnorm(mu[i,t] , tau2)
mu[i,t] <- alpha[i] + beta[i]*(Occasion[t]-1)

[^16] \}
mean.alpha $\sim \operatorname{dnorm}(0, .0000000001)$
mean.beta $\sim$ dnorm ( $0, .0000000001$ )
$M U[1]<-$ mean.alpha
$M U[2]$ <- mean.beta
tau2 ~ dgamma (0.000001, 0.000001)
covmat $[1: 2,1: 2] \sim \underset{\text { dwish }}{ }(\mathrm{R}[], 2$,
covmat $[1: 2,1: 2]$ ~ dwish(R[,] ,2)
$\mathrm{R}[1,1]<-1000$
$\mathrm{R}[2,2]<-500$
$R[2,1]<-R[1,2]$
rho1 <- $\operatorname{Cov}[1,2] / \operatorname{sqrt}(\operatorname{Cov}[1,1] * \operatorname{Cov}[2,2])$
var. y <- 1/tau2
tau2~ dgamma (0.000001, 0.000001)
tau.beta~ dgamma (0.000001, 0.000001)
var.y <- 1/tau2
$\}$

[^17]tau2~ dgamma (0.000001, 0.000001)
tau.alpha~dgamma $(0.000001,0.000001)$
var.y <-1/tau2
$\}$
$\mathbf{1 0 . 1 1}$ QGC Random Slope, Fixed Intercept and Quadratic Term
model\{
for (i in $1: N$ ) \{
for (i in $1: N$ ) \{ beta[i] ~ dnorm(mean.beta, tau.beta) for $(t \operatorname{in~} 1: T)\{$
DV $[i, t] \sim \operatorname{dnorm}(\operatorname{mu}[i, t]$, tau2 $)$
mu $[i, t]<-\operatorname{alpha}+$ beta[i]*(Occasion $[t]-1)+$
$\quad$ eta*pow $(($ Occasion $[t]-1), 2)$ for $(t \operatorname{in~} 1: T)\{$
$\operatorname{DV}[i, t] \sim \operatorname{dnorm}(\operatorname{mu}[i, t]$, tau2 $)$
$\operatorname{mu}[i, t]<-$ alpha $+\operatorname{beta}[i] *(0 c c a s i o n[t]-1)+$
$\quad$ eta*pow $(($ Occasion $[t]-1), 2)$ for $(t \operatorname{in~} 1: T)\{$
$\operatorname{DV}[i, t] \sim \operatorname{dnorm}(\operatorname{mu}[i, t]$, tau2 $)$
$\operatorname{mu}[i, t]<-$ alpha $+\operatorname{beta}[i] *(0 c c a s i o n[t]-1)+$
$\quad$ eta*pow $(($ Occasion $[t]-1), 2)$
alpha~ dnorm(0, .0000000001)

mu[i,t] <- alpha[i] + beta*(Occasion[t]-1) +
eta*pow ((Occasion[t]-1), 2$)$
\}
mean.alpha ~ $\operatorname{dnorm}(0, .0000000001)$ beta~ $\sim \operatorname{dnorm}(0, .0000000001)$
eta $\sim \operatorname{dnorm}(0, .0000000001)$
tau2 ~ dgama ( $0.000001,0.000001$ ) tau2~ dgamma (0.000001, 0.000001)
tau.alpha~dgamma $(0.000001,0.000001)$
var.y <-1/tau2
$\}$
$\mathbf{1 0 . 1 1}$ QGC Random Slope, Fixed Intercept and Quadratic tau2~ dgamma (0.000001, 0.000001)
tau.alpha~dgamma $(0.000001,0.000001)$
var.y <-1/tau2
$\}$
$\mathbf{1 0 . 1 1}$ QGC Random Slope, Fixed Intercept and Quadratic tau2~ dgamma (0.000001, 0.000001)
tau.alpha~dgamma $(0.000001,0.000001)$
var.y <-1/tau2
$\}$
$\mathbf{1 0 . 1 1}$ QGC Random Slope, Fixed Intercept and Quadratic
eta $\operatorname{dnorm(0,.0000000001)}$
\}

[^18]10.14 QGC Random Intercept and Quadratic Term, Fixed Slope
$\operatorname{LS}[i, 1: 2]^{\sim}$ dmnorm(MU [1:2], covmat [1:2,1:2])
alpha[i] <-LS[i,1]
eta[i] <-LS[i,2]
for $(t$ in $1: T)$ \{
DV[i,t] ~dnorm(mu[i,t] , tau2)
mu[i,t] <- alpha[i] + beta*(Occasion[t]-1) +
$\quad$ eta[i]*pow((Occasion[t]-1), 2$)$
mean.alpha ~ dnorm(0, .0000000001) mean.eta $\sim \operatorname{dnorm}(0, .0000000001)$
MU[1]<- mean.alpha
MU[2] <- mean.eta
beta ~ dnorm(0,.0000000001)
$\operatorname{Cov}[1: 2,1: 2]<-$ inverse (covmat[,]) rho1 <- $\operatorname{Cov}[1,2] / \operatorname{sqrt}(\operatorname{Cov}[1,1] * \operatorname{Cov}[2,2])$
var. y <- 1/tau2
10.15 QGC Random Slope and Quadratic Term, Fixed
10.16 QGC Random Intercept, Slope, and Quadratic Term
for (i in $1: N$ ) \{
$\operatorname{LS}[1,1: 3] \sim \operatorname{dmnorm}(M U[1: 3], \operatorname{covmat}[1: 3,1: 3])$
alpha[i] <-LS[i,1]
beta[i] <- LS [i,2]
eta[i] <- LS[i,3]
for $(t$ in $1: T)$ \{
$\mathrm{DV}[\mathrm{i}, \mathrm{t}]$ ~ dnorm(mu[i,t], tau2)
$\operatorname{mu}[\mathrm{i}, \mathrm{t}]<-$ alpha[i] + beta[i]*(0
mu[i,t] <- alpha[i] + beta[i]*(Occasion[t]-1) +
eta[i] $* \operatorname{pow}((0 c c a s i o n[t]-1), 2)$
mean.alpha~ dnorm(0, . 0000000001 ) mean.beta ~ dnorm (0, .0000000001) mean.eta ~ dnorm(0, .0000000001)
MU[2] <- mean.beta
MU[3] <- mean.eta
tau2 ~ dgamma (0.000001, 0.000001) covmat $[1: 3,1: 3]$ ~ dwish(R[,],3)
$\mathrm{R}[1,1]<-1000$
$\mathrm{R}[2,2]<-500$
$\mathrm{R}[3,3]<-100$ \#500
$\mathrm{R}[1,2]<-0$
$\mathrm{R}[1,3]<-0$
$R[2,3]<-0$
$R[3,1]<-R[1,3]$
$R[3,2]<-R[2,3]$
$\stackrel{\wedge}{\infty}$ Intercept
model\{
for (i in $1: N$ ) \{
LS [i, 1:2]~dmnorm(MU [1:2], covmat[1:2,1:2])
beta[i] <-LS[i,1]
eta[i] <- LS[i,2]
for ( $t$ in $1: T)$ \{ $\quad$ tau2)
mu[i,t] ~dnorm(muli,t], $<-$ alpha + beta[i]*(Oc
mu[i,t] <- alpha + beta[i]*(Occasion[t]-1) +
\}
mean.beta~~dnorm(0, . 0000000001 )
mean.eta ~ dnorm(0, .0000000001)
$M U[1]<-$ mean.beta
$M U[2]<-$ mean.eta
alpha ~ dnorm(0, .0000000001)
tau2 ~ dgamma ( $0.000001,0.000001$ )
covmat $[1: 2,1: 2] \sim \operatorname{dwish}(R[], 2$,
$R[1,1]<-500$
$\mathrm{R}[1,2]<-$
$\mathrm{R}[2,1]<-\mathrm{R}[1,2]$ inverse(covmat[,])
rho1 <- $\operatorname{Cov}[1,2] / \operatorname{sqrt}(\operatorname{Cov}[1,1] * \operatorname{Cov}[2,2])$
var. y <- 1/tau2
10.18 ALT Random Alpha, Fixed Beta model\{
for (i in 1:N) \{
alpha[i] ~ dnorm(mean.alpha, tau.alpha)
intercept [i] <- $((a l p h a[i]) /(1-A R))-((b e t a * A R) / \operatorname{pow}((1-A R), 2))$ $\operatorname{DV}[\mathrm{i}, 1] \quad \sim \operatorname{dnorm}(m u[i, 1]$, tau1)
$\operatorname{mu}[\mathrm{i}, 1]<-(1 /(1-\mathrm{AR})) * a \operatorname{lol}$ pha[i] $-(\mathrm{AR} / \operatorname{pow}((1-\mathrm{AR}), 2)) *$ beta
for ( $t$ in $2: T$ ) \{
$\operatorname{DV}[\mathrm{i}, \mathrm{t}] \sim \operatorname{dnorm}(\mathrm{mu}[\mathrm{i}, \mathrm{t}]$, $\operatorname{tau} 2)$
$\operatorname{mu}[\mathrm{i}, \mathrm{t}]<-\mathrm{alpha}[\mathrm{i}]+$ beta*Occasion $[\mathrm{t}-1]+\mathrm{AR} * \mathrm{DV}[\mathrm{i}, \mathrm{t}-1]$ AR $\sim \operatorname{dnorm}(0, .0000000001)$
mean.alpha $\sim \operatorname{dnorm}(0, .000000000001)$ mean.alpha $\sim \operatorname{dnorm}(0, .000000000001)$
beta $\sim \operatorname{dnorm}(0, .000000000001)$
tau1 <-(1-pow(AR, 2))*tau2
tau2 ~ dgamma (0.000001, 0.000001) tau.alpha ~ dgamma (0.000001, 0.000001)
var. $\mathrm{y}<-1 /$ tau2
var. $\mathrm{y} 1<-1 /$ tau1
mean.intercept <- mean(intercept [])
slope <- beta/(1-AR)

[^19]
10.17 ALT Fixed Alpha and Beta model\{

## for (i in $1: N$ ) \{

DV[i,1] $\sim \operatorname{dnorm}(m u[i, 1], \operatorname{tau} 1)$ mu $[i, 1]<-(1 /(1-A R)) * a l$ pha - (AR/pow ((1-AR) , 2) ) *beta for ( $t$ in 2:T) \{

DV[i,t] $\sim \operatorname{dnorm}(m u[i, t]$, tau2 $)$
$m u[i, t]<-$ alpha + beta*Occasion
$\mathrm{mu}[\mathrm{i}, \mathrm{t}]$ <- alpha + beta*Occasion[t-1] + AR*DV[i,t-1]
$\}$
$\}$
AR $\sim \operatorname{dnorm}(0, .0000000001)$ alpha $\sim \operatorname{dnorm}(0, .000000000001)$
beta $\sim \operatorname{dnorm}(0, .000000000001)$
tau2 ~ dgamma ( $0.000001,0.000001$ )
var. $\mathrm{y}<-1 /$ tau2 var. y 1 <- $1 /$ tau1



10.20 ALT Random Alpha and Beta
model\{

## for (i in 1:N) \{

LS[i,1:2]~dmnorm(MU[1:2], covmat[1:2,1:2])
alpha[i] <-LS[i,1]
intercept[i] <- ((alpha[i])/(1-AR)) - ((beta[i]*AR)/pow((1-AR),2)) slope[i] <- beta[i]/(1-AR)
$\operatorname{DV}[i, 1] \sim \operatorname{dnorm}(m u[i, 1]$, tau1)
mu[i,1] <- (1/(1-AR))*alpha[i] - (AR/pow((1-AR),2))*beta[i]
for $(t$ in $2: T)$ \{
DV $[i, t] ~ \sim \operatorname{dnorm}(m u[i, t], ~ t a u 2)$
$m u[i, t]<-~ a l p h a[i] ~+~ b e t a[i] * ~$
mu[i,t] <- alpha[i] + beta[i]*Occasion[t-1] + AR*DV[i,t-1]
$\}$
$\}$
AR $\sim \operatorname{dnorm}(0, .0000000001)$
mean.alpha $\sim \operatorname{dnorm}(0, .0000000001)$
mean.beta $\sim \operatorname{dnorm}(0, .0000000001)$
MU[1]<- mean.alpha
MU[2] <- mean.beta

tau1 <-(1-pow(AR, 2) )*tau2
tau2 $\sim \operatorname{dgamma}(0.000001,0.000001)$
covmat $[1: 2,1: 2] \sim \operatorname{dwish}(R[], 2$,
$R[1,1]<-1000$
$R[2,2]<-500$
$R[1,2]<-0$
$R[2,1]<-R[1,2]$
91
for ( t in 2:T)
DV[i,t] ~dnorm(mu $[i, t], \operatorname{tau} 2)$

[^20] \}

## AR ~ dnorm(0, . 0000000001)

alpha~ $\operatorname{dnorm}(0, .000000000001)$
mean.beta ~ $\operatorname{dnorm}(0, .000000000001)$
tau1 <-(1-pow (AR, 2))*tau2
tau2 dgamma $(0.000001,0.000001)$
tau.beta $\sim$ dgamma $(0.000001,0.000001)$
var. y <- 1/tau2
mean.intercept <- mean(intercept [])
mean.slope <- mean(slope[])
10.22 ALT Random Intercept, Fixed Slope model\{
for (i in 1:N) \{ alpha[i] ~ dnorm(mean.alpha, tau.alpha)
DV[i,1] ~ dnorm(trend [i, 1] , tau1) DV[i,1] ~ dnorm(trend[i,1] , tau1)
trend[i,1] <- alpha[i] trend[i,t] <- alpha[i] + beta*Occasion[t-1] mu[i,t] <- trend[i, t] + AR*(DV[i,t-1] - trend[i,t-1]
\}
AR ~ $\operatorname{dnorm}(0, .0000000001)$ mean.alpha $\sim$ dnorm ( $0, .000000000001$ ) beta ~ $\operatorname{dnorm}(0, .000000000001)$
tau1 <-(1-pow(AR, 2))*tau2
tau2 ~ dgamma (0.000001, 0.000001)
tau. alpha~ dgamma (0.000001, 0.000001)
var. y <- 1/tau2
var. y1 <- 1/tau1
10.23 ALT Fixed Intercept, Random Slope model\{
for (i in $1: N$ ) \{
beta[i] ~ $\quad$ dnorm(mean.beta, tau.beta)
DV[i,1] $\sim$ dnorm(trend $[i, 1]$, tau1)
$\operatorname{Cov}[1: 2,1: 2]$ <- inverse(covmat[,]) rho1 <- $\operatorname{Cov}[1,2] /$ sqrt $(\operatorname{Cov}[1,1] * \operatorname{Cov}[2,2])$

## var. $\mathrm{y}<-1 /$ tau2 <br> var. $\mathrm{y} 1<-1 /$ tau 1

mean.intercept <- mean(intercept [])
mean.slope <- mean(slope[])
10.21 ALT Fixed Intercept and Slope model\{
for (i in $1: N$ ) \{
DV[i,1] ~ dnorm(trend [i, 1] , tau1)
trend[i,1] <- alpha
for $(t$ in $2: T)$ \{
trend [i, t ] <- alpha + beta*Occasion[ $\mathrm{t}-1$ 1]
$m u[i, t]<-\operatorname{trend}[i, t]+\operatorname{AR} *(D V[i, t-1]-\operatorname{trend}[i, t-1])$

AR ~ dnorm (0, . 0000000001 )
beta ~ dnorm(0, .000000000001)
tau1 <-(1-pow(AR, 2))*tau2
tau2 $\sim \operatorname{dgamma}(0.000001,0.000001)$
var. $\mathrm{y}<-1 /$ tau2
var. y1 <- 1/tau1
$m u[i, t]$ <- trend[i,t] $+\operatorname{AR*}(D V[i, t-1]$ - trend[i,t-1]) $m u[i, t]<-\operatorname{trend}[i, t]+A R *(D V[i, t-1]$
$\}$
$\}$

AR $\sim \operatorname{dnorm}(0, .0000000001)$
AR $\sim \operatorname{dnorm}(0, .0000000001)$
mean.alpha $\sim \operatorname{dnorm}(0, .0000000001)$ mean.beta $\sim \operatorname{dnorm}(0, .0000000001)$
mean.beta dnorm(0,
MU[1]<- mean.alpha
tau1 <-(1-pow (AR, 2))*tau2
tau2 ~ dgamma (0.000001, 0.000001)
covmat $[1: 2,1: 2] \quad$ dwish(R[, ],2)
$\mathrm{R}[1,1]<-1000$
$\mathrm{R}[2,2]<-500$
$R[1,2]<-0$
$R[2,1]<-R[1,2]$
$\operatorname{Cov}[1: 2,1: 2]$ <- inverse(covmat[,])
rho1 <- $\operatorname{Cov}[1,2] / \operatorname{sqrt}(\operatorname{Cov}[1,1] * \operatorname{Cov}[2,2])$
var. y <- 1/tau2
var. y1 <- $1 /$ tau1
,
v
10.25 QGC Random Intercept and Slope, Fixed Quadratic Term: Predictor for Intercept
model\{
for (i in $1: N$ ) \{
LS[i,1:2]~dmnorm(MU[i,1:2], covmat[1:2,1:2]) MU[i,1]<- gamma00 + gamma10*D1[i] + gamma20*D2[i] $\operatorname{MU}[i, 2]$ <- mean.beta
alpha[i] <-LS[i,1]
beta[i] <- LS[i,2]
trend[i,1] <- alpha
for (t in $2: T)\{$
DV[i,t] ~dnorm(mu[i,t] , tau2)
trend[i,t] <- alpha + beta[i]*Occasion[t-1]
trend[i,t] <- alpha + beta[i]*Occasion[t-1]
mu[i,t] <- trend[i,t] + AR*(DV[i,t-1] - tre
$\operatorname{mu}[i, t]<-\operatorname{trend}[i, t]+\operatorname{AR} *(D V[i, t-1]-\operatorname{trend}[i, t-1])$
$\}$
AR ~ dnorm (0, . 0000000001)
AR $\sim \operatorname{dnorm}(0, .0000000001)$
alpha $\sim \operatorname{dnorm}(0, .000000000001)$ mean.beta $\sim$ dnorm(0, .000000000001)
tau1 <-(1-pow (AR, 2))*tau2
tau2 ~ dgamma ( $0.000001,0.000001$ )
tau.beta $\sim$ dgamma ( $0.000001,0.000001$ )
var. $\mathrm{y}<-1 /$ tau2
var. $\mathrm{y} 1<-1 /$ tau1
10.24 ALT Random Intercept and Slope model\{
for (i in $1: N$ ) \{
$\operatorname{LS}[i, 1: 2]^{\sim}$ dmnorm(MU [1:2], covmat[1:2,1:2]) alpha[i] <-LS[i,1]
beta[i] <- LS[i,2]

DV[i,1] ~ dnorm(trend[i,1] , tau1)
DV[i,t] $\left.{ }^{\text {dnorm (mu }} \mathrm{i}, \mathrm{t}\right]$, tau2)
trend[i,t] <- alpha[i] + beta[i]*Occasion[t-1]

LS[i,1:2]~dmnorm(MU[i,1:2], covmat[1:2,1:2]) MU[i,1] <- mean.alpha MU[i,2] <- gamma01 + gamma11*D1[i] + gamma21*D2[i] alpha[i] <-LS[i,1]
alpha[i] <-LS[1,1]
for ( $t$ in $1: T$ ) \{
DV[i,t] $\sim \operatorname{dnorm}(m u[i, t]$, tau2)
$\operatorname{DV}[i, t]$ ~dnorm(mu[i,t] , tau2)
mu[i,t] <- alpha[i] + beta[i]*(Occasion $[t]-1)+$
$\quad$ eta*pow ((Occasion[t]-1),2) mu $[1, \mathrm{t}]<-$ alpha[1] + beta $[1] *($ Occasion $[t]-1)$
eta*pow (Occasion[t]-1),2)
$\}$
$\}$
mean.alpha $\sim \operatorname{dnorm}(0, .000000001)$
gamma011 $\sim \operatorname{dnorm}(0, .0000000001)$ gamma11 ~ dnorm (0, . 0000000001 )
gamma21 ~ dnorm (0, . 0000000001 )
eta ~ dnorm(0, .0000000001)
tau2 ~ dgamma (0.000001, 0.000001 )
covmat $[1: 2,1: 2]$ ~ dwish(R[,],2)
$\mathrm{R}[1,1]<-1000$
$\mathrm{R}[2,2]<-500$
$R[2,1]<-R[1,2]$
$\operatorname{Cov}[1: 2,1: 2]<-$ inverse $(\operatorname{covmat}[]$,
$\mathrm{rho1}<-\operatorname{Cov}[1,2] / \operatorname{sqrt}(\operatorname{Cov}[1,1] * \operatorname{Cov}[2,2])$
var. y <- 1/tau2
10.27 QGC Random Intercept and Slope, Fixed Quadratic Term: Predictor for Intercept and Slope
10.26 QGC Random Intercept and Slope, Fixed Quadratic Term: Predictor for Slope
for (i in $1: N$ ) \{
for (i in $1: N$ ) \{
LS $[i, 1: 2] \sim$ dmnorm(MU[i,1:2], covmat[1:2,1:2])
MU $[i, 1]<-\operatorname{gamma00}+$ gamma10*D1[i] + gamma20*D2[i] MU $[\mathrm{i}, 2]$ <- gamma01 + gamma11*D1[i] + gamma21*D2[i] alpha[i] <-LS[i,1]

[^21] gamma00 ~ dnorm (0, . 0000000001 ) gamma10 ~ dnorm(0, .0000000001) gamma20 ~ dnorm (0, .0000000001) gamma01 ~ dnorm (0, .0000000001) gamma21 ~ dnorm(0, .0000000001) eta $\sim \operatorname{dnorm}(0, .0000000001)$
tau2 ~ dgamma (0.000001, 0.000001) covmat $[1: 2,1: 2] \sim \operatorname{dwish}(R[], 2$, $\mathrm{R}[1,1]<-1000$
$\mathrm{R}[2,2]<-500$
$\mathrm{R}[1,2]<-\mathrm{R}[1,2]$
$\operatorname{Cov}[1: 2,1: 2]$ <- inverse(covmat[,]) rho1 <- $\operatorname{Cov}[1,2] /$ sqrt $(\operatorname{Cov}[1,1] * \operatorname{Cov}[2,2])$
PredCon[1] <- gamma00 + (gamma01*(0)) + (eta*(0)) PredCon[3] <- gamma00 + (gamma01*(2)) + (eta*(4))
PredCon[4] <- gamma00 + (gamma01*(3)) + (eta*(9)) PredCon[5] <- gamma00 + (gamma01*(4)) + (eta*(16)) PredCon[6] <- gamma00 + (gamma01*(5)) + (eta*(25))
PredCon[7] <- gamma00 + (gamma01*(6)) + (eta*(36))
PredST[1] <- (gamma00+gamma10) + ((gamma01+gamma11)*(0)) + (eta*(0))
PredST [2] (eta*(1)) PredST [3] PredST[4] <(eta*(9))岂
 (eta*(25)) (eta*(36))

## PredCCT[1]

 $\xrightarrow{\text { PredCct }}$ (2] $<$ (eta*(1)) PredCCT$($ gamma00+gamma20 $)+(($ gamma01 + gamma21 $) *(2))+$ *(4))
PredCCT[4]
$($ eta*(9) $)$ (gamma00+gamma20) $+(($ gamma01+gamma21)*(3)) + $($ eta* (9))
PredCCT [5] $($ eta*(16))
PredCCT[6] <(eta*(25))
PredCCT[7] <(eta*(36))

[^22]10.28 Three-level QGC Model with Random Intercept and Slope, Fixed Quadratic Term

## for ( j in 1:C) \{

mean.alpha[j] $\sim \operatorname{dnorm}($ MA, TauA $)$
mean.beta[j] $\sim \operatorname{dnorm}(M B$, TauB) model\{












INBSTvsCCT <- (PredST[2] + PredST[3] + PredST[4] + PredST[5] +




## CEACST <- step(INMBSTvsCon)*step(INMBSTvsCCT) <br> CEACST <- step(INMBSTvsCon) $*$ step(INMBSTvsCCT) CEACCCT <- step(INMBCCTvsST) $*$ step(INMBCCTvsCon) CEACCon <- step(INMBConvSST) $*$ step (INMBConvsCCT)

for (i in $1: N$ ) \{

$\}$
$\}$
MA $\sim \operatorname{dnorm}(0, .0000000001)$
MB $\sim \operatorname{dnorm}(0, .000000001)$
eta ~ $\sim$ dnorm( $0, .0000000001$ )
tau2 ~ dgamma ( $0.000001,0.000001$ ) (100000.0 'to0000'0) euruesp $\sim$ ~ Vne $I$ TauB ~ dgamma (0.000001, 0.000001)

## VarA $<-1 /$ TauA VarB $<-1 /$ TauB

covmat [1:2,1:2]
$\mathrm{R}[1,1]<-1000$
$\mathrm{R}[1,2]<-0$
$\operatorname{Cov}[1: 2,1: 2]<-$ inverse (covmat [,])
rho1 <- $\operatorname{Cov}[1,2] / \operatorname{sqrt}(\operatorname{Cov}[1,1] * \operatorname{Cov}[2,2])$
var. $y<-1 /$ tau2
var. $\mathrm{y}<-1 /$ tau 2
$\}$
10.29 Three-level QGC Model with Random Intercept and Slope, Fixed Quadratic Term: Predictor for Intercept and Slope
LS[i,1:2]~ dmnorm(MU[i,1:2], covmat[1:2,1:2])
MU[i,1] <- gamma00[Centre[i]] + gamma10[Centre[i]]*D1[i] + gamma20[Centre[i]]*D2[i]

MU[i,2] <- gamma01[Centre[i]] + gamma11[Centre[i]]*D1[i] + gamma21[Centre[i]]*D2[i]
alpha[i] <-LS $[i, 1]$
for (t in 1:T) \{
DV[i,t] ~ dnorm(mu[i,t] , tau2) eta*pow ((Occasion[t]-1),2) Mugamma00 ~ $\operatorname{dnorm}(0, .0000000001)$ Mugamma10 ~ $\operatorname{dnorm}(0, .0000000001)$ (1000000000' '0) mxoup ~ 0

Mugamma01~dnorm (0, . 0000000001 ) Mugamma11~ dnorm ( $0, .0000000001$ ) Mugamma21 ~ dnorm(0, . 0000000001 )
eta $\sim \operatorname{dnorm}(0, .0000000001)$
tau2 ~ dgamma (0.000001, 0.000001)
Taugamma00 ~ dgamma ( $0.000001,0.000001$ ) Taugamma10 ~ dgamma ( $0.000001,0.000001$ ) Taugamma20 ~ dgamma ( $0.000001,0.000001$ )

Taugamma01 ~ dgamma (0.000001, 0.000001)
for ( $j$ in 1:C) \{
\# These lines draw separate intercepts and regression
\# coefficients for each centre in the study. Thus they \# allow for different treatment means in each centre.
\# If one want the initial mean NB of the treatments to be \# the same across centres, the following three lines should \# be removed, and each individual should get a common gamma00, \# gamma10, and gamma20
gamma00[j] ~ dnorm(Mugamma00, Taugamma00) gamma20[j] ~ dnorm(Mugamma20, Taugamma20)
\# If one want the change in NB of the treatments to be the \# same across centres, the following three lines should be \# removed, and each individual should get a common gamma10, \# gamma11, and gamma21
gamma01[j] ~ dnorm(Mugamma01, Taugamma01) gamma11[j] ~ gamma21[j] ~ dnorm(Mugamma21, Taugamma21)
for (i in $1: N$ ) \{
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LS[i,1:2]~dmnorm(MU[i,1:2], covmat[1:2,1:2])


MU[i,2] <- gamma01 + gamma11*D1[i] + gamma21*D2[i] alpha[i] <-LS $[\mathrm{i}, 1]$

## for $(t \operatorname{in~} 1: T)\{\quad[i, t], \operatorname{tau} 2)$

$\operatorname{DV}[\mathrm{i}, \mathrm{t}]$ ~dnorm(muli,t] , mu[1,t]*- alpha[1]
eta*pow $($ (Occasion[t]-1), 2$)$
ccasion[t]-1) +
$\}$
$\}$

## gamma00 ~ dnorm (0, .0000000001)

 gamma10 ~ dnorm (0, . 0000000001 ) gamma01~ dnorm (0, .0000000001) gamma11 ~ dnorm (0, .0000000001) gamma21~ dnorm ( $0, .0000000001$ ) eta $\sim \operatorname{dnorm}(0, .0000000001)$

tau2 ~ dgamma ( $0.000001,0.000001$ ) covmat $[1: 2,1: 2] \sim \operatorname{dwish}(R[], 2$, $\mathrm{R}[1,1]<-3$ | ~ |
| :---: |
| $\vdots$ |
| $\vdots$ |
| $\sim$ |
| $\underset{\sim}{\sim}$ |
|  |

$\mathrm{R}[1,2]<-\mathrm{R}[1,2]$
$\operatorname{Cov}[1: 2,1: 2]<-$ inverse(covmat [,])
rho1 <- $\operatorname{Cov}[1,2] /$ sqrt $(\operatorname{Cov}[1,1] * \operatorname{Cov}[2,2])$
var. $y<-1 /$ tau2 PredCon[1] $<-\exp ($ gamma00 $+($ gamma01*(0) $)+($ eta*(0) $)+1 /(\operatorname{tau} 2 * 2))$ PredCon[2] <- exp(gamma00 + (gamma01*(1)) + (eta*(1)) + 1/(tau2*2)) PredCon[3] <- exp(gamma00 + (gamma01*(2)) $+($ eta*(4)) $+1 /($ tau2*2) $)$ PredCon[4] <- exp (gamma00 + (gamma01*(3)) + (eta*(9)) + 1/(tau2*2)) PredCon[5] <- exp(gamma00 + (gamma01*(4)) + (eta*(16))) + 1/(tau2*2))

Taugamma11 ~ dgamma (0.000001, 0.000001)

## Taugamma21

dgamma (0.000001, 0.000001) Taugamma21 dgamma (0.000001

## Vargamma00 <- 1/Taugamma00 Vargamma10 <- 1/Taugamma10 Vargamma20 <- 1/Taugamma20

Vargamma01 <- 1/Taugamma01 Vargamma11 <- 1/Taugamma11 Vargamma21 <- 1/Taugamma21
10.30 QGC Random Intercept and Slope, Fixed Quadratic Term: Predictor for Intercept and Slope, Log-
$R[2,1]<-R[1,2]$
$\mathrm{R}[2,2]<-500$
$\mathrm{R}[1,2]<-0$ \# Note that we are using the same covariance matrix for \# people form each centre in the study. If differences in \# separate R matri \# above.
covmat[1:2,1:2] ~ dwish(R[,],2)
covmat $[1: 2,1: 2]$
$\mathrm{R}[1,1]<-1000$
$\operatorname{Cov}[1: 2,1: 2]$ <- inverse(covmat [,])
rho1 <- $\operatorname{Cov}[1,2] /$ sqrt $\operatorname{Cov}[1,1] * \operatorname{Cov}[2,2$ rho1 <- $\operatorname{Cov}[1,2] / \operatorname{sqrt}(\operatorname{Cov}[1,1] * \operatorname{Cov}[2,2])$
var. $\mathrm{y}<-1 /$ tau2
$\}$
model\{
for (i in $1: N$ ) \{

PredCon[6] <- exp (gamma00 + (gamma01*(5)) + (eta*(25)) + 1/(tau2*2))
PredCon[7] <- exp(gamma00 + (gamma01*(6)) $+($ eta*(36))) $+1 /($ tau2*2 $))$
 PredCCT[1] <- exp((gamma00+gamma20) + ((gamma01+gamma21)*(0)) + (eta*(0)) $+1 /($ tau2*2) ) PredCCT[2] <- exp((gamma00 (eta*(1)) + 1/(tau2*2)) PredCcT[3] $-\exp ((\operatorname{gam} 2))$ PredCCT[4] <- exp((gamma00 (eta*(9)) + 1/(tau2*2)) PredCCT[5] <- $\exp (($ gamma00 PredCCT[6] <- exp((gamma00+ (eta*(25)) $+1 /(\operatorname{tau} 2 * 2))$ PredCCT [7] <- exp $(($ gamma00 + gamma20 $)+(($ gamma01+gamma21 $) *(6))+$
$\quad($ eta* $(36))+1 /($ tau2*2 $))$

INBSTvSCon <- (PredST[2] + PredST[3] + PredST[4] + PredST[5] + PredSt [6] + PredSt [7]) - (PredCon [2] + PredCon [3] PredCon[4] + PredCon[5] + PredCon[6] + PredCon[7]) PredST [6] + PredST[7]) - (PredCCT[2] + PredCCT [3] +
10.31 QGC Random Intercept and Slope, Fixed Quadratic Term: Predictor for Intercept and Slope, Gamma Distributed Data
LS[i,1:2]~dmnorm(MU[i,1:2], covmat[1:2,1:2]) MU[i,1] <- gamma00 + gamma10*D1[i] + gamma20*D2[i] MU[i,2] <- gamma01 + gamma11*D1[i] + gamma21*D2[i] alpha[i] <-LS[i,1]
beta[i] <- LS [i,2]
for $(t$ in $1: T)\{$


$$
\begin{aligned}
& \exp ((\text { gamma00+gamma10 })+((\text { gamma01+gamma11 }) *(2))+ \\
& \exp ((\text { gamma00+gamma10 })+((\text { gamma01+gamma11 }) *(3))+ \\
& \exp ((\text { gamma00+gamma10 })+((\text { gamma01+gamma11 }) *(4))+ \\
& \exp ((\text { gamma00+gamma10 })+((\text { gamma01+gamma11 }) *(5))+ \\
& \exp ((\text { gamma00+gamma10 })+((\text { gamma01+gamma11 }) *(6))+
\end{aligned}
$$

$$
\exp ((\text { gamma00+gamma20 })+((\text { gamma01+gamma21 }) *(0))+
$$

$$
\exp ((\text { gamma00 } \text { gamma20 })+((\text { gamma01+gamma21 }) *(1))+
$$

$$
\begin{aligned}
& -\exp ((\text { gamma00+gamma20 })+((\text { gamma01+gamma21 }) *(2))+ \\
& -\exp ((\text { gamma00+gamma20 })+((\text { gamma01+gamma21 }) *(3))+
\end{aligned}
$$

$$
\begin{aligned}
& \text { PredCCT[4] <- exp }((\text { gamma00+gamma20 })+((\text { gamma01+gamma21 }) *(3))+ \\
& \quad(\text { eta*(9))) }
\end{aligned}
$$

$\exp (($ gamma00+gamma20 $)+(($ gamma01+gamma21 $) *(4))+$
PredCCT[6] <- exp((gamma00+gamma20) + ((gamma01+gamma21)*(5)) +
PredCCT[7] <- exp $(($ gamma00+gamma20 $)+(($ gamma01+gamma21) $) *(6))+$
(eta*(36)))
INBSTvsCon <- (PredST[2] + PredST[3] + PredST[4] + PredST[5] +
PredST[6] + PredST[7]) - (PredCon[2] + PredCon[3] + PredST[6] + PredST[7]) - (PredCon[2] + PredCon[3]
PredCon[4] + PredCon[5] + PredCon[6] + PredCon[7])

PredCCT[4] + PredCCT[5] + PredCCT[6] + PredCCT[7])
INBCCTvsCon <- (PredCCT[2] + PredCCT[3] + PredCCT[4] + PredCCT [5] + PredCCT[6] + PredCCT[7]) - (PredCon [2] + PredCon [3]
INMBConvsST <- (PredCon[2] + PredCon[3] + PredCon[4] + PredCon[5] +

PredCon[6] + PredCon[7]) - (PredST[2] + PredST[3] +
PredST[4] + PredST[5] + PredST[6] + PredST[7]) INMBCCTvsST <- (PredCCT[2] + PredCCT[3] + PredCCT[4] + PredCCT [5] + PredCCT[6] + PredCCT[7]) - (PredST[2] + PredST[3] + PredST[4] + PredST[5] + PredST[6] + PredST[7])
INMBConvsCCT <- (PredCon[2] + PredCon[3] + PredCon[4] + PredCon[5] +
PredCon[6] + PredCon[7]) - (PredCCT [2] + PredCCT[3] +
PredCCT[4] + PredCCT[5] + PredCCT[6] + PredCCT[7])
INMBConvsCCT <- (PredCon[2] + PredCon[3] + PredCon[4] + PredCon[5] +
PredCon[6] + PredCon[7]) - (PredCCT [2] + PredCCT[3] +
PredCCT[4] + PredCCT[5] + PredCCT[6] + PredCCT[7])
CEACST <- step( $-1 *$ INMBSTvsTAU)*step ( $-1 *$ INMBSTvsCCT) CEACCCT <- step ( $-1 *$ INMBCCTvsST) $)$ step ( $-1 *$ INMBCCTvsTAU $)$ CEACCon <- step ( $-1 *$ INMBTAUvsST) $*$ step ( $-1 *$ INMBTAUvsCCT)
CEACST - step ( $-1 *$ INMBSTvsTAU)*step ( $-1 *$ NMBSTvsCCT)

[^23] R Core ream. (2014). R. A language and environment puting [Computer software manual]. Vienna, Austria. The Annals of Statistics, 6, 461-464.
Spiegelhalter, D., Best, N., Carlin, B., \& Linde, A. v. d. (2002). Bayesian measures of model complexity and fit. Journal of the Royal Statistical Society. Series B (Statistical Methodology), 64(4), 583-639.
Thompson, S., Nixon, R., \& Grieve, R. (2006). Addressing the issues that arise in analysing multicentre cost data, with application to a multinational study. Journal of Health Economics, 25, 1015-1028.
Wetzelaer, P., Jongerling, J., Arntz, A., \& Evers, S. (2017). Bayesian multilevel net benefit regression for longitudinal cost-effectiveness data. (submitted)
Yu-Sung, S., \&
ung, S., \& Masanao, Y. (2014). R2jags: A package for run-
ning jags from r [Computer software manual]. Retrieved from http://CRAN.R-project.org/package=R2jags (R package version 0.04-01)
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[^1]:    Abbreviations: $\mathrm{PD}=$ personality disorder, $\mathrm{PPD}=$ Paranoid $\mathrm{PD}, \mathrm{SPD}=$ schizoid PF, $\mathrm{STPD}=$ schizotypical $\mathrm{PD}, \mathrm{ASPD}=$ antisocial $\mathrm{PD}, \mathrm{BPD}=$ borderline personality disorder, $\mathrm{HPD}=\mathrm{Histrionic} \mathrm{PD}, \mathrm{NPD}=$ narcissistic $\mathrm{PD}, \mathrm{DPD}=$ dependent $\mathrm{PD}, \mathrm{APD}=$ avoidant $\mathrm{PD}, \mathrm{OPD}=$ obsessive-compulsive $\mathrm{PD}, \mathrm{PD}-\mathrm{NOS}=\mathrm{PD}$ not otherwise specified

    Abbreviations.
    Whed for the economic evaluation
    When no synthesis was performed, only the primary outcome measures are listed, and QALY if applicable. Abbreviations: BSI = Brief Symptom Inventory, IIP = Inventory of Interpersonal Problems, BPDSI $=$ Borderline Checklist-90-R, TBR = Target Behavior Rating, BDI = Beck Depression Inventory, SSHI = Suicide and Self-Harm Inventory, PHI = Parasuicide History Interview, ADSHI = Acts of Deliberate Self-Harm Inventory, GAF $=$ Global Assessment of Functioning, BPRS $=$ Brief Psychiatric Rating Scale, SFQ $=$ Social Functioning Questionnaire
    TAU $=$ treatment as usual
    $\begin{array}{ll}5 & \text { TAU = treatment as usual } \\ 6 & \text { Two or more specialist treatments were compared in this study, thus the treatment listed in this column is in fact not a control condition } \\ 7 & \text { Information reported in clinical article (Bamelis et al., 2014) } \\ 8 & \text { EMDR = eye movement desensitization and reprocessing } \\ 9 & \text { Subsample of patients with complete data } \\ 10 & \text { Diagnosis not retrievable (personal communication, J. Beecham) }\end{array}$
    $\begin{array}{ll} & \text { TAU }=\text { treatment as usual } \\ 7 & \text { Two or more specialist treatments were compared in this study, thus the treatment listed in this column is in fact not a control condition } \\ 7 & \text { Information reported in clinical article (Bamelis et al., 2014) } \\ 8 \text { EMDR = eye movement desensitization and reprocessing } \\ 9 & \text { Subsample of patients with complete data } \\ 10 & \text { Diagnosis not retrievable (personal communication, J. Beecham) }\end{array}$
    $\begin{array}{ll} & \text { TAU }=\text { treatment as usual } \\ 7 & \text { Two or more specialist treatments were compared in this study, thus the treatment listed in this column is in fact not a control condition } \\ 7 & \text { Information reported in clinical article (Bamelis et al., 2014) } \\ 8 \text { EMDR = eye movement desensitization and reprocessing } \\ 9 & \text { Subsample of patients with complete data } \\ 10 & \text { Diagnosis not retrievable (personal communication, J. Beecham) }\end{array}$
    $\begin{array}{ll} & \text { TAU }=\text { treatment as usual } \\ 7 & \text { Two or more specialist treatments were compared in this study, thus the treatment listed in this column is in fact not a control condition } \\ 7 & \text { Information reported in clinical article (Bamelis et al., 2014) } \\ 8 \text { EMDR = eye movement desensitization and reprocessing } \\ 9 & \text { Subsample of patients with complete data } \\ 10 & \text { Diagnosis not retrievable (personal communication, J. Beecham) }\end{array}$
    10
    ${ }^{11}$ Diagnosis not retrievable (personal communication, J. Beecham)
    ${ }^{12}$ These economic evaluations were performed by / reported in ( Bra
    12 MBT = mentalization-based therapy
    12 MBT = mentalization-based therapy
    ${ }^{13}$ Costs were estimated using a regression model based on data from other studies
    ${ }^{14} 5$ year follow-up only, the economic evaluation of the time period during which tre
    ${ }^{15}$ Naturalistic study with a correction using propensity scores
    6 Nidotherapy aims to change a patient's personal environment instead of their symptoms or behaviour (see (Tyrer, 2002)
    7 Non-RCT in combintaion with a Markov model (naturalistic study with a correction using propensity scores)

[^2]:    Continued on next page

[^3]:    ${ }^{1}$ ITT $=$ Intention-to-treat; only scored as 'Yes' when all randomized participants were analyzed
    ${ }^{2}$ Not applicable to studies of 1 year or shorter, these were scored as 1 (same as 'Yes')
    3 Only scored as 'Yes' when the results were reported numerically
    4 Perspective as stated, in case of multiple perspectives the widest is listed
    $51=$ mental health care costs, $2=$ costs for other medical care, $3=$ patien
    $1=$ mental health care costs, $2=$ costs for other medical care, $3=$ patient out-of-pocket costs, $4=$ loss of daily activities, $5=$ informal care, $6=$ acccomodation costs, $7=$ productivity losses, $8=$ judicial costs, $9=$ costs of social services
    Comparisons between two experimental treatments (without TAU) only show which treatment is the most cost-effective, comparisons with TAU show the
    absolute cost-effectiveness
    Costs reported in Bateman \& Fonagy, 2003, for estimates of supervision costs additional data from other sources were used
    Costs reported in Heard, 2000, for estimates of supervision costs additional data from other sources were used
    Abbreviations: ISTDP $=$ intensive short-term dynamic psychotherapy, $\mathrm{ST}=$ outpatient schema therapy, $\mathrm{DBT}=$ outpatient dialectical behaviour therapy, (ST) $\mathrm{PT}=($ short-term $)$ psychotherapy, $\mathrm{TA}=$ transactional analysis.

[^4]:    ${ }^{1}$ Department of Clinical Psychological Science, Faculty of Psychology and Neuroscience, Maastricht University, Maastricht, The Netherlands
    ${ }^{2}$ Department of Psychology, Indiana University-Purdue University Indianapolis, Indianapolis, USA
    ${ }^{3}$ Center for Borderline Personality Disorder Treatment \& Research, Indianapolis, USA
    ${ }^{4}$ Department of Health Services Research, CAPHRI School of Public Health and Primary Care, Faculty of Health Medicine and Life Sciences, Maastricht University, Maastricht, The Netherlands
    ${ }^{5}$ Centre of Economic Evaluation, Trimbos Institute (Netherlands Institute of Mental Health and Addiction), Utrecht, The Netherlands
    ${ }^{6}$ Department of Clinical Psychology and Psychotherapy, Institute for Psychology, University of Freiburg, Freiburg, Germany
    ${ }^{7}$ Department of Psychology and Exercise Science, Murdoch University, Murdoch, Australia
    ${ }^{8}$ De Viersprong, The Netherlands Institute for Personality Disorders, Halsteren, The Netherlands
    ${ }^{9}$ Department of Methodology and Statistics, Faculty of Health Medicine and Life Sciences, Maastricht University, Maastricht, The Netherlands
    ${ }^{10}$ Faculty of Psychology and Neuroscience, Maastricht University, Maastricht, The Netherlands.
    ${ }^{11}$ Department of Psychiatry and Psychotherapy, University of LÃijbeck, LÃijibeck, Germany.
    ${ }^{12}$ Midtown Mental Health/ Eskenazi Health, Indianapolis, USA
    ${ }^{13}$ Department of Psychiatry, Indiana University School of Medicine, Indianapolis, USA
    ${ }^{14}$ Bradford District Care Trust, Bradford, UK
    ${ }^{15}$ South London and Maudsley NHS Foundation Trust, London, UK
    ${ }^{16}$ Schema Therapy Institute Midwest, Kalamazoo, USA.
    ${ }^{17}$ 1st Department of Psychiatry, Eginition Hospital, Medical School, Athens University, Athens, Greece
    ${ }^{18}$ Greek Society of Schema Therapy, Athens, Greece
    ${ }^{19}$ Klinik für Psychiatrie und Psychotherapie, University of Lübeck, Lübeck, Germany
    ${ }^{20}$ Peel and Rockingham Kwinana Mental Health Service, Rockingham, Australia
    ${ }^{21}$ IVAH GmbH (Institute for Training in CBT), Hamburg, Germany
    ${ }^{22}$ Department of Clinical Psychology, University of Amsterdam, Amsterdam, The Netherlands

[^5]:    Abbreviations: SCID I = Structured Clinical Interview for DSM-IV Axis-I Disorders, SCID-II = Structured Clinical Interview for DSM-IV Axis-II Dis-

[^6]:    ${ }^{1}$ Department of Clinical Psychological Science, Faculty of Psychology and Neuroscience, Maastricht University, Maastricht, The Netherlands
    ${ }^{2}$ Department of Clinical Psychology, University of Amsterdam, Amsterdam, The Netherlands
    ${ }^{3}$ Department of Health Services Research, CAPHRI Care and Public Health Research Institute, Faculty of Health Medicine and Life Sciences, Maastricht University, Maastricht, The Netherlands
    ${ }^{4}$ Centre of Economic Evaluation, Trimbos Institute (Netherlands Institute of Mental Health and Addiction), Utrecht, The Netherlands

[^7]:    Notes: Results of the simulation procedure regarding the incremental costs, incremental effects, and incremental cost-effectiveness

[^8]:    Bayesian Multilevel Net Benefit

[^9]:    ${ }^{-3}$ The use of gamma distributions for the prior distributions of hierarchical precision
    parameters is contentious (Gelman, 2006). Therefore, additional analyses to investigate
    are advised sensitivity to prior distributions are advised.

[^10]:[^11]:    initsQ(gamma01=rnorm(1, mean=6.91, $s d=4.61)$, gamma11=rnorm(1 mean $=6.91, \quad s d=4.61)$, gamma21 $=$ rnorm $(1$, mean $=6.91, \quad s d=4.61)$ $\operatorname{gamma} 00=\operatorname{rnorm}(1$, mean=6.91, sd=4.61), gamma10=rnorm(1, mean=6.91, sd=4.61), gamma20=rnorm(1, mean=6.91, sd=4.61), eta $=$ rnorm(1, mean=6.91, sd=4.61))
    list(gamma01=rnorm(1, mean=6.91, sd=4.61), gamma11=rnorm(1, mean=6.91, sd=4.61), gamma21=rnorm(1, mean=6.91, sd=4.61),
     mean $=6.91$, $\operatorname{sd}=4.61$ ), gamma20 $=$ rnorm ( 1 , mean $=6.91$, $\operatorname{sd}=4.61$ ), eta $=\operatorname{rnorm}(1$, mean $=6.91, \quad \mathrm{sd}=4.61)$ )

[^12]:    QGCRMRSFSQPredMSgamma <- jags(data = list("DV", "T", "N", "Occasion",
    
    n.chains =2, n.iter $=I t t$, n.burnin=Bi, n.thin=1, DIC=T)

    QGCRMRSFSQPredMSgamma <- autojags (QGCRMRSFSQPredMSgamma,
    n.iter $=$ Itt, n.thin=1, n.update $=10$,
    DIC=T)

    QGCRMRSFSQPredMSgamma.mcmc <- as.mcmc (QGCRMRSFSQPredMSgamma) autocorr.plot (QGCRMRSFSQPredMSgamma.mcmc)

    In Appendix B, a JAGS model file for the analysis of gamma distributed

[^13]:    autocorr.plot(RandomAR.mcmc)

[^14]:    QGCRMRSFSQPredMSgamma <- autojags (QGCRMRSFSQPredMSgamma,
    n.iter = Itt, n.thin=1, n.update $=10$,
    n.iter $=$ Itt, n.thin=1, n.update $=10$,

    DIC=T)

[^15]:    for (i in $1: N$ ) \{
    AR[i] ~ dnorm(mean.AR, tau.AR)
    cnst [i] <- mu*(1-AR[i])
    cnst[i] <- mu*(1-AR[i])
    tau1[i] <- (1-(pow (AR[i],2)))*tau2

[^16]:    

[^17]:    10.13 QGC Random Intercept and Slope, Fixed Quadratic

[^18]:    
    mean.beta $\sim \operatorname{dnorm}(0, .0000000001)$
    eta $\sim \operatorname{dnorm}(0, .0000000001)$

[^19]:    intercept <- $(($ alpha $) /(1-\mathrm{AR}))-(($ beta*AR $) / \operatorname{pow}((1-\mathrm{AR}), 2))$
    slope <- beta/(1-AR) ${ }^{\text {slop }}$

[^20]:    mili,t] <- alpha + beta[i]*Occasion[t-1] + AR*DV[i,t-1]

[^21]:    for (t in 1:T) \{ DV $[\mathrm{i}, \mathrm{t}]$ ~dnorm(mu[i,t], tau2) $\mathrm{mu}[\mathrm{i}, \mathrm{t}]$ <- alpha[i] + beta[i]*(Occasion[t]-1) eta*pow((Occasion[t]-1),2)

[^22]:    INBSTvsCon $<-$ (PredST [2] + PredST [3] + PredST [4] + PredST [5]
    PredST [6] + PredST[7]) $-($ PredCon [2] + PredCon [3] + PredST [6] + PredST[7]) - (PredCon[2] + PredCon [3]

[^23]:    Akaike, H. (1973). Information theory and an extension of the maximum likelihood principle. In B. Petrov \& F. Caski (Eds.), Proceedings of the second international symposium on information theory.
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