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CHAPTER ONE 

General introduction 



THE PSYCHOSIS CONTINUUM 

Psychosis is a mental state characterized by a distorted contact with reality. Individuals with 

psychosis often have hallucinatory experiences or delusions – so called positive symptoms. 

For instance, someone may be convinced that he is being stalked or followed by the police 

and everything that happens or occurs may be interpreted with this idea in mind. On the other 

hand, individuals may suffer from negative symptoms, such as flat affect, poverty of speech, or 

avolition. Furthermore, they may experience symptoms of thought disorder, as evidenced by 

disorganized speech, and may exhibit alterations in social functioning. 

The psychosis phenotype has long been thought of as a dichotomous entity where 

individuals are either psychotic or not. Although breaking it down into two categories seems 

attractive in theory, this notion does not match the true nature of psychotic experiences and 

what has been observed in practice. Not everyone who suffers from psychotic experiences 

fulfills criteria of a mental disorder according to the ICD (International Classification of 

Diseases) or the DSM (Diagnostic and Statistical Manual of Mental Disorders). Psychotic 

experiences are prevalent in the general population [1]. Over the last two decades, the 

psychosis phenotype has therefore been characterized as a continuum of severity and 

persistence of psychotic experiences [1,2]. Although in most cases, subclinical psychotic 

symptoms are transient in nature, in some individuals psychotic experiences may be predictive 

of the development of a psychotic disorder [3]. In these individuals, experiences persist and 

get more severe, and the probability of developing clinically significant psychotic symptoms or 

a psychotic disorder increases. To identify this risk for developing clinically significant 

symptoms, the ‘at-risk mental state’ (ARMS) criteria have been introduced around the end of 

the 1990s [4]. Individuals that score positive on these criteria have a chance between 10 and 

40% of making a transition to psychosis [5-7]. Beyond the threshold of clinically significant 

symptoms, at the severe end of the psychosis continuum, individuals fulfill criteria for a 

psychotic disorder. Although the lifetime prevalence of developing a full-blown psychotic 

disorder is relatively low with a mere 3-4% [8], it is often described as one of the most disabling 

mental conditions and associated with substantial economic and societal burden [9]. Recently, 

findings in favor of the continuum notion of psychosis are accumulating. However, the 

mechanisms and psychological processes involved in the complex etiology of symptoms and 

transitions along this continuum need to be elucidated further.

|     Chapter 1
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STRESS-REACTIVITY 

Stress is inevitable and a constant companion in life.  For several decades, stress has been 

suggested to be an important factor in the etiology of psychotic experiences, and studies have 

reported findings supporting this notion [10]. Victimization and childhood trauma [11-16], 

stressful life events [17-19] and daily hassles [20-23] have repeatedly been associated with the 

development of psychotic experiences (Figure 1). In particular, these studies agree on one fact 

– environmental stress is an important risk factor for psychosis. But how does environmental

stress eventually lead to the formation of psychotic experiences, and what are processes and 

mechanisms involved? One putative psychological mechanism through which these knots may 

tie together, may be reactivity to daily stress, characterized by intense emotional reactions to 

small daily, stressful events [24,25] (Figure 1d). These events, also often called daily hassles, 

could take many shapes and forms, such as getting stuck in traffic, missing the bus, walking 

through the rain without an umbrella, or having an unpleasant social interaction with someone 

– the list is endless. To date, stress-reactivity is probably one of the most widely studied

mechanisms in daily life. 

Reactivity to stress has been studied in the realm of daily life, using ecological 

momentary assessment strategies, such as the Experience Sampling Method (ESM) [26]. The 

ESM is a structured diary method, where individuals are asked to rate their experiences (e.g., 

mood and symptoms) as well as the context they are in throughout their daily life (e.g., activity 

they are doing, company they are in, and their location). Usually, this is done up to 10 times a 

day on several consecutive days. This sampling strategy is especially designed to capture 

momentary ratings of experiences throughout the day. Therefore, it is perfectly suited to study 

concepts that are subject to change due to time, interpersonal and environmental influences 

– as is the case with reactivity to daily stress. This assessment strategy may, furthermore,

provide insights into the dynamic associations of affect and psychotic symptoms and examine 

differences in populations with varying levels of vulnerability. 

Several studies with samples at different levels of familial vulnerability to psychosis have 

looked into their differential response to stress in daily life. These studies have shown that 

patients with a psychotic disorder and unaffected first-degree relatives, react with increased 

levels of psychotic experiences and negative affect to daily life stress [23,27,28]. Another study 

showed significant associations between reactivity to stress in one twin and presence of 

subclinical or residual psychotic symptoms in the other twin [29]. Taken together, these 

General introduction     |
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findings point towards a familial association between the psychosis phenotype and increased 

reactivity to daily stress, thereby adding evidence for stress reactivity as a mechanism 

underlying psychosis. 

Meanwhile, several studies have investigated how stress reactivity may be influenced 

by risk factors that have been suggested by epidemiological findings. These studies have shown 

that increased emotional and psychotic reactivity to daily life stress, is linked to environmental 

adversity and events such as life events [30] and childhood trauma [31-33]. In line with the 

continuum idea of psychosis, studies have suggested similar patterns in general population 

samples [34,35], experiences of childhood trauma were associated with an increased reactivity 

to daily life stress. Previous research has proposed that behavioral sensitization may be 

underlying the link between environmental adversity and stress-reactivity [36,37]. Behavioral 

sensitization refers to a process in which (repeated) exposure to environmental risk factors 

results in increased behavioral responses to daily life stress later in life. Exposure to adverse 

experiences early in life may therefore shape later patterns of emotional reactivity, which, in 

turn have been linked to psychotic experiences [30]. 

Besides ecological assessment strategies, experimental approaches to study stress may 

be valuable, to obtain a better insight into the determinants of stress reactivity and to elucidate 

the link between environmental adversities and stress-reactivity. One example is the recently 

developed digi-SPEE [38], a novel task where participants are exposed to peer evaluation, one 

form of social stress. Combined with a twin design, it can then be studied to what extent 

reactivity to social stress is influenced by (interacting) environmental and genetic factors. 

|     Chapter 1
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Figure 1. Schematic display of etiology of psychotic symptoms. Genetic (a) and 
environmental factors (e.g., childhood trauma, prenatal stress) (b) as well as gene × 
environment interactions (c) contributing to a vulnerability of developing psychotic symptoms. 
Stress reactivity (d) as an expression of premorbid vulnerability, one possible underlying 
mechanism linking genetic factors and environmental factors to psychotic symptoms.  

NAVIGATING THROUGH COMPLEXITY: NEED FOR NOVEL METHODS 

AND INTERVENTIONS 

Methods 

So far, the ESM has proven particularly valuable for studying subtle fluctuations of symptoms 

as a function of changing experiences and context in the realm of daily life, and thereby helped 

gaining more insight into putative mechanisms underlying the development of psychosis. 

However, the interplay between daily stress, affect, and psychotic experiences or symptoms 

may be extremely complex and dynamic and therefore require analytic strategies that move 

beyond a classic predictor-response approach.  

Recently, a network approach to psychopathology has been proposed to assess the 

complex associations between multitudes of aspects [39]. This approach posits that mental 

disorders may be best understood as dynamic networks of smaller entities (e.g., symptoms or 

affective states are displayed as nodes) that cluster together and interact with each other over 

time. This is in line with the well-observed fact that specific symptoms often co-occur and are 

highly inter-correlated. Applying the network approach to longitudinal data from ESM studies 

may provide insights into the dynamic interrelations between momentary affective states (e.g., 

feeling anxious or relaxed). Different recent studies have visualized the dynamic associations 

between momentary affective states, suggesting that the activation of one affective state 

simultaneously activates other affective states [40-42]. It has also been hypothesized that when 

Genetic factors Environmental 
factors

Premorbid
vulnerability

Psychotic
symptoms

a b
c

d

 

Stress
reactivity
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affective states repeatedly reinforce each other over time, vicious cycles may ensue from which 

it gets increasingly difficult to escape [42,43]. Experiences of daily stress are hypothesized to 

put those cycles in motion. From a network point of view, a small stressor may trigger a whole 

cascade of experiences or behavioral changes relevant to the eventual development of 

psychotic experiences. 

Furthermore, recent advances in mediation analyses have opened up new possibilities 

to tackle complex research questions in daily life [44,45]. Multilevel moderated mediation 

models can be applied to ESM data to systematically test how different aspect in daily life 

combine to increase psychotic experiences. With this approach, in addition to direct effects 

of, for instance, minor daily stress on psychotic experiences, indirect effects of other aspects, 

such as, negative affect can be tested. As mentioned above, ESM studies provide extensive data 

from different moments throughout the day and week. Recently proposed adaptations of 

cross-lagged panel models to intensive longitudinal data, as from ESM studies, may give a better 

insight into the complex interplay of aspects over time [44] . 

Interventions 

Eventually, gaining insights into associations of momentary stress, psychological processes, and 

psychotic experiences in daily life may be very valuable for the development of prevention, 

treatment and rehabilitation strategies patients can benefit from. This knowledge is especially 

relevant for interventions provided in daily life of patients – Ecological Momentary 

Interventions (EMI) [46,47]. These real-world and real-life interventions, leveraged by mobile 

devices such as smartphones, enable the delivery of treatment at any time, and in almost any 

location – there where complaints occur. 

AIMS AND OUTLINE OF THE THESIS 

The overall aim of the work in this thesis was to investigate potential psychological mechanisms 

and processes underlying the development of psychosis. In particular, the studies presented in 

this thesis aimed at: 

I) Elucidating the link between genetic and (adverse) environmental factors with

increased stress-reactivity. In chapter two, we studied the determinants of differential 

reactivity to stress, whether these are genetic or environmental factors or a combination of 
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both. In this particular case, we focused on the reactivity to peer evaluation, which can be 

seen as one possible social stressor. Using a novel task, we exposed adolescent and young 

adult twins to peer evaluation comparable to what they may experience daily in online social 

interactions (Figure 2a). We then estimated the proportion of the variance in reactivity to 

peer evaluation due to genetic and environmental factors, as well as the association with 

specific a priori environmental risk factors (e.g., childhood trauma, bullying experiences). 

II) Examining reactivity to daily stress in the context of complex micro-level 

dynamics. In chapter three, we examined reactivity to stressful experiences further, 

studying it this time by zooming in on micro-level dynamics. We studied reactivity to minor 

daily stress in daily life in three different samples varying on the continuum of psychosis; healthy 

controls, relatives of individuals with a psychotic disorder with a certain genetic liability for 

developing the disorder as well, and patients with a psychotic disorder. We analyzed the 

experience sampling data with the network approach to psychopathology to get a better 

insight into the mechanisms at the level of micro-dynamic moment-to-moment effects 

between stress, other daily experiences and symptomatology (Figure 2b).  

In recent years, several integrated models of psychosis have suggested that experiences 

of stress contribute to the development of psychotic experiences via pathways through 

negative affect, cognitive biases, and anomalous experiences. In chapter four, we 

systematically tested comprehensive models of these pathways in individuals with a first-

episode psychosis, individuals with an at-risk mental state for psychosis, and healthy control 

subjects. We fitted multilevel moderated mediation models to the experiences sampling data 

to investigate how stress, enhanced threat anticipation, and experiences of aberrant salience 

combine to increase psychotic experiences in daily life (Figure 2c).  In chapter five, we 

investigated whether findings of chapter four replicate in another sample; a sample of 

individuals with a psychotic disorder, relatives of individuals with a psychotic disorder, and 

healthy control subjects. In a second step, we investigated how minor daily stress combines 

with negative affect to increase psychotic experiences longitudinally from one moment to the 

next. 

III) Investigating real-life delivered treatment options for psychosis. As evidence on 

the micro-level dynamics of momentary experiences, affect and symptomatology is 

accumulating, real-world delivery of treatment seems to be a promising prospect for patients 

and individuals with an increased risk for developing a disorder. Chapter six of this thesis 
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provides a concise review on the feasibility, content and efficacy of currently available 

ecological momentary interventions in psychiatry.  

Chapter seven contains a general discussion on processes and mechanisms in the 

development of psychosis. Here, we elaborate on a variety of topics covered in this thesis, 

and furthermore discuss the development of novel methods for research and treatment of 

psychotic disorders as envisioned in future directions for psychosis research.  

Figure 2. Schematic display of methods employed in this thesis. 

Combination of twin design with novel task (a); application of network approach to ESM data 
(b); and application of multilevel mediation models to ESM data (c). 

Twin design Peer evaluation
task

Environmental
factors

Network modelExperience sampling method

Multilevel mediation models

Genes

a

b

c

Experience sampling method
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ABSTRACT 

Background. Adolescents and young adults are highly focused on peer evaluation, but little is 

known about sources of their differential sensitivity. We examined to what extent sensitivity 

to peer evaluation is influenced by interacting environmental and genetic factors. 

Methods. A sample of 354 healthy adolescent twin pairs (n=708) took part in a structured, 

laboratory task in which they were exposed to peer evaluation. The proportion of the variance 

in sensitivity to peer evaluation due to genetic and environmental factors was estimated, as 

was the association with specific a priori environmental risk factors. 

Results. Differences in sensitivity to peer evaluation between adolescents were explained 

mainly by non-shared environmental influences. The results on shared environmental influences 

were not conclusive. No impact of latent genetic factors or gene-environment interactions was 

found. Adolescents with lower self-rated positions on the social ladder or who reported to 

have been bullied more severely showed significantly stronger responses to peer evaluation.

Conclusions. Not genes, but subjective social status and past experience of being bullied 

seem to impact sensitivity to peer evaluation. This suggests that altered response to peer 

evaluation is the outcome of cumulative sensitization to social interactions. 
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INTRODUCTION

Humans have an inherent desire to belong to a group and to be accepted by their peers [1]. 

Feeling rejected by peers may induce significant stress and may negatively impact psychological, 

physical, and interpersonal well-being [2-7]. Negative social interactions with peers may 

threaten the social self in a subtle way, particularly in adolescents and young adults. When 

compared with children, adolescents show heightened levels of sensitivity and emotional 

responsiveness to peer evaluation [8]. Elevated sensitivity to peer evaluation during 

adolescence can in general be considered adaptive, as peer interactions become increasingly 

salient, and complex social cognitive skills and underlying neural correlates develop [8-12]. 

However, mental disorders often have their onset during adolescence and early adulthood [13], 

suggesting that increased sensitivity and reactivity to social interactions may contribute to 

dysregulation of stress responses and later psychopathology [8,14,15]. 

A considerable amount of peer interactions takes place on the internet, with individuals 

aged 18-25 being the most active group to use social media. Especially adolescents and young 

adults use social media extensively for their social interactions [16-18]. This may have many 

advantages, such as being able to connect with people from all over the world and staying in 

touch with friends on the go [17,18]. However, it may just as well be harmful for this young age 

group, since it is rather common to be evaluated and criticized based on an online personal 

profile. Receiving online evaluations by peers is prevalent among high school and college 

students and has been found to be at the least as impactful as the real life equivalent [19-21]. 

Given their frequent exposure to online peer evaluation and its potential detrimental effects 

on mental health, it is important to study the determinants of sensitivity to peer evaluation in 

adolescents. 

Findings from previous research suggest that exposure to prenatal stress, childhood 

trauma, and bullying are specific risk factors that may sensitize the individual, contributing to 

enhanced reactivity to socially stressful events later in life [22-25]. In a study of young adult 

males, prenatal stress was associated with an altered cortisol response to social-evaluative 

stress [22]. Experiences of childhood trauma and childhood emotional maltreatment in 

particular were associated with an increase in sensitivity to social exclusion in a sample of 

young adults [25]. Also, experiences of bullying have been linked to an altered stress response 

to social-evaluative stress in adolescents [26] and young adult males [27]. Another a priori risk 

factor for sensitivity to peer evaluation may be a perceived lower social standing within one’s 

|     Chapter 2

|     24



peer group, or ‘subjective social status’. Subjective social status has repeatedly been associated 

with general and mental health outcomes [28,29] as well as greater reactivity to social 

evaluation [30]. This subjective measure of social status captures a broad range of different 

aspects and weighs income, education, and occupation in proportion to how important the 

individual finds each aspect in his/her own social context. From an evolutionary perspective, it 

is plausible that subjective social status may have an impact on sensitivity to evaluation by 

others. For example, an individual lower in hierarchy may be particularly aware of evaluation 

by others in order to reduce the risk of exclusion by his/her social group [31]. 

Previous studies have shown that early environmental exposures may result in 

‘behavioral sensitization’, thus contributing to inter-individual differences in sensitivity to social 

stress, such as peer evaluation [14,32-34]. Behavioral sensitization refers to a process in which 

(repeated) exposure to environmental risk factors results in increased biological and behavioral 

responses to minor stress later in life. Exposure to a range of social adverse experiences early 

in life may shape later patterns of emotional reactivity, including reactivity to social stressors, 

such as evaluation by peers. Emotional reactivity to stress has been linked to the development 

of psychopathology [32,35,36]. Individual differences in emotional reactivity to peer evaluation 

may therefore represent an intermediary phenotype of later psychological symptoms, including 

psychotic and depressive symptoms [14,15,37,38].  

In addition to environmental factors, there is some evidence that an individual’s 

response to psychosocial stress may be influenced by genetic factors. In particular, there are 

findings from twin and candidate gene studies that genetic factors may play a role in differences 

in Hypothalamic-pituitary-adrenal axis (HPA) reactivity to social stressors [39-42]. To date, 

little attention has been paid to the role of genetic factors on behavioral outcome measures 

regarding social evaluative stress. Also, environmental and other contextual factors may 

increase risk in individuals with a susceptible genotype [14,43-48]. Individuals with a certain 

genotype may be more susceptible to the effects of, for instance childhood trauma, may 

respond with dysregulations in HPA axis activity and, in turn, show altered stress reactivity 

later in life [49]. In other words, it is important not only to examine environmental, contextual 

and genetic factors in isolation, but also their potential interactions. 

The main purpose of this study was to examine the extent to which environmental and 

genetic factors predict sensitivity to peer evaluation. Using data from a large adolescent and 

young adult twin study, recruited from a population-based twin register in East-Flanders, 
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Belgium, we aimed to investigate the extent to which environmental and genetic factors, or 

their interaction, influence sensitivity to evaluation by peers, operationalized as change in 

negative and positive affect and implicit self-esteem following a structured exposure to online 

peer evaluation. In this study, we examined the influence of environment as a whole, but also 

specific environmental risk factors hypothesized to impact stress-sensitization or stress 

response. These include prenatal stress, childhood trauma, experiences of bullying, and the 

individual’s subjective position on the social ladder. We tested the following hypotheses: An 

increase in sensitivity to peer evaluation is associated with (i) environmental risk factors; (ii) 

genetic factors; (iii) an interaction of genetic and environmental factors. 

METHODS 

Sample

The study sample consisted of adolescent and young adult twins that were recruited from the 

East Flanders Prospective Twin Survey (EFPTS). This population-based twin register has 

prospectively recorded multiple births in the province of East Flanders from 1964 onwards 

[50]. Zygosity was determined by sequential analysis based on sex, chorion type, umbilical cord 

blood groups, and in some cases DNA fingerprints. Starting in 2010, individuals of this register 

between the age of 15 and 34 were invited via a newsletter to take part in a longitudinal study 

to investigate the role of gene-environment interactions for vulnerability to mental disorders. 

In order to oversample twins between 15 and 18 years, additional invitational letters were sent 

to individuals meeting this age criterion. To date, 808 individuals were included in the study. 

Forty of the individuals were non-twin siblings and 18 were part of a triplet. These individuals 

were excluded from the current analyses. Of the resulting sample of 750 individuals, 708 took 

part in the structured peer evaluation task. The project was approved by the local ethics 

committee and all participants provided written informed consent before study inclusion. For 

participants under the age of 18 years additional informed consent was obtained from their 

parents. 

The digital social peer evaluation experiment (digi-SPEE)

At its core, communicating online with peers and receiving negative evaluations by peers may 

be different than receiving it face-to-face [19,51]. Digi-SPEE is a validated task developed to 

assess the effects of structured exposure to online peer evaluation similar to what adolescents 
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experience in their daily life (see Fig. 1) [52]. This task was designed to mimic online social 

network interactions as adolescents and young adults may experience on a regular basis. Peer 

evaluations as experienced in online social interactions are characterized by a greater level of 

psychological distance than real-life social encounters, are mostly based on personal traits 

visible in the individual’s social media profile, and include feedback by their peers. The task was 

designed to expose participants to subtle negative evaluation of some fundamental personal 

characteristics (intelligence, stance in life, and appearance). 

Participants were told that the general aim of the task was to examine reasons why 

people like or dislike each other based on online information regarding personal characteristics. 

During the first session, participants were asked to generate a written profile and short video 

introducing themselves and to rate five profiles and videos regarding appearance, intelligence, 

and congeniality using a 7-point scale (higher scores more positive). Participants were led to 

believe that they rated videos of other participants, when in reality they were presented with 

videos from five volunteers, which were matched according to age (±1 year) and gender (three 

of the same and two of the opposite gender). Participants were then told that peers would 

evaluate their own profile and video. 

The second session took place several days later (mean=15.5 days; SD=7.7). Before 

receiving the evaluation, participants were asked to rate two more profiles, watch their own 

video and read their own written profile. The evaluation consisted of two filled vertical bars, 

with one bar stating ‘your evaluation’ and the other ‘average evaluation for all individuals within 

the study’ (higher fills more positive). For each of the three rated characteristics (intelligence, 

appearance, and congeniality), the participant's bar was filled up to approximately halfway, 

whereas the average bar filled up to approximately 80%. Alongside this general feedback, 

participants received evaluations (on the three rated characteristics) by five sham participants, 

of which seven were neutral or positive (e.g., 'seems friendly') and eight were mildly negative 

(e.g., 'strange nose'). 

This structured task consisted of two sessions which were both held in the participants’ 

homes and were conducted by the same researcher. At the end of the second session, 

participants were debriefed about the true nature of the task. Menne-Lothmann and colleagues 

reported in their recently published paper that the majority of participants believed that they 

were in fact being evaluated by peers [52].  
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Design 

In order to assess the effects of the Digi-SPEE, a within-subject (pre-post stressor) design was 

used (see Fig. 1). Implicit self-esteem, positive and negative affect were measured both before 

and right after the peer evaluation task during the second session [53]. Questionnaires on 

specific environmental factors were administered at baseline. 

Figure 1. Display of experimental design. The experiment comprised two sessions. During the 
first session, participants were asked to create a personal profile and rate the profiles of 5 
other individuals. A few days later, during the second session, participants had to rate two more 
profiles, review their own profile, and subsequently received evaluations of five sham 
participants on their personal profile. Lastly, participants were debriefed about the true nature 
of the experiment. 

Outcome measures 

Stress sensitivity was operationalized as change in positive and negative affect as well as change 

in implicit self-esteem from before to after the peer evaluation task. 

Implicit self-esteem. Implicit self-esteem was measured using the Single Category Implicit 

Association Task (SC-IAT) [54,55]. Participants were asked to categorize personalized self-

words (e.g., their first name) with either positive or negative words. The task comprised two 

blocks. In the first, self-words have to be sorted in the same category as positive. In the second, 

self-words have to be sorted into the same category as negative words. The data of this task 

were prepared in accordance with analysis recommendations from previously published 

literature on this task [52,56]. The faster people categorize self-words with positive words 

relatively to negative words, the higher their implicit self-esteem is (i.e., RT_self +neg. words – RT_self

+ pos. words in ms). Change scores from before to after the Digi-SPEE were computed (change in 

implicit self-esteem = implicit self-esteemafter – implicit self-esteembefore), so that negative values 

Learn that own profile is 
evaluated until next session

Evaluate profiles and videos 
of five sham peers

Personal introduction:
Webcam video (≤ 1 min)
Written profile

DebriefingReceive evaluation by five
sham peers

Watch own introductory
video and read own written 
profile

Evaluate profiles and videos 
of two sham peers

Assessment of implicit self-esteem and affect

Session 1

Session 2
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correspond to a decrease in implicit self-esteem. The psychometric properties of the SC-IAT 

have been reported by Greenwald and colleagues [54]. 

 

Positive and negative affect. Current positive and negative affect before and after the evaluation 

were measured using the Positive and Negative Affect Scales (PANAS) [57]. This self-report 

inventory consists of a positive and a negative affect subscale, each comprising 10 items. For 

each affect characteristic (e.g., distressed, content, irritated), participants were asked to indicate 

on a visual analogue scale (VAS) of 105 mm length (with the outer ends labelled 'not' and 'very 

much') to what extent they were experiencing this affective state at the moment. Raw ratings 

(in mm) for positive and negative affect were averaged per person and per assessment. Change 

scores from before to after the digi-SPEE were computed (change in negative affect = negative 

affectafter – negative affectbefore; change in positive affect = positive affectafter – positive affectbefore), 

so that negative values correspond to a decrease in positive affect/negative affect. VAS-type 

instruments have been used widely to assess mood [58-60]. Using a VAS version of the PANAS 

enabled us to detect small changes from before to after the peer evaluation task. Besides 

showing higher levels of resolution and thereby providing sensitivity to detect subtle changes, 

visual analogue scales to assess mood have been shown to be valid and reliable [61]. The 

internal consistency of positive and negative affect before the peer evaluation task was 

alpha=0.79 and alpha=0.82, respectively. After the peer evaluation task, the internal consistency 

of positive and negative affect was alpha=0.87 and alpha=0.91, respectively. 

 

Predictor measures 

Prenatal stress. Birth weight (in gram) was used to estimate prenatal stress [62], with lower 

birth weight indicating more prenatal stress. Analyses using this estimation for prenatal stress 

were controlled for gestational age by including gestational age as a predictor to the models 

[63]. Perinatal data were registered prospectively at birth [64,65]. Gestational age (number of 

completed weeks of pregnancy) was based on routine gestational dating, combining last 

menstrual period and real time ultrasonography in early pregnancy. 

 

Childhood trauma. Childhood trauma was measured using the Dutch shortened version of the 

Childhood Trauma Questionnaire [66]. This self-report inventory consists of 28 items and 

covers the following early experiences: emotional, physical, and sexual abuse, as well as 

Sensitivity to peer evaluation     |

29     |



emotional and physical neglect. Participants were asked to rate statements such as 'There was 

not enough food' and 'I was abused' on a scale ranging from 1 (‘never true’) to 5 (‘very often’). 

For the analyses a sum score of all subscales was used. The internal consistency of this scale 

was alpha=0.89. 

Experiences of bullying. An amended questionnaire version of the Retrospective Bullying 

Interview [48] was used to measure experiences of bullying. This inventory consists of 84 items 

covering physical, verbal, and indirect forms of bullying during primary school and high school. 

Furthermore, it contains items measuring the frequency and subjective severity of bullying as 

well as individual coping strategies. In this study, only the subscales measuring the frequency 

and subjective severity of bullying were included. The latter subscale consisted of six items 

measuring the subjective severity of bullying during different life stages on scales ranging from 

1 (‘not bullied’) to 5 (‘extremely severe’), giving a maximal score of 30. The Frequency subscale 

comprised seven items measuring the frequency of bullying during different life stages using 

scales from 1 (‘not bullied’) to 4 (‘frequently’), giving a maximal score of 28. The internal 

consistency of the severity and frequency subscales were alpha=0.80 and alpha=0.75, 

respectively. 

Subjective social status. Subjective social status was measured with an amended version of the 

MacArthur Scale of Subjective Social Status [28]. Participants were presented with an image of 

a 10-rung ladder with the following description: “See this ladder as a representation of people’s 

positions in their communities. This may be different for everyone. Choose the community that 

is of greatest importance to you. At the top of the ladder are the people with the highest 

position in this community, at the bottom those with the lowest.” Participants were then asked 

to mark the position on the ladder which best described where they felt they stood relative 

to other people in their community. This scale has previously been validated in both 

adolescents [67] and adults [68].We used a visual analogue scale for this measure, since its 

degree of resolution offers options of very fine nuance in judgement. Scores could range 

between 0 and 100 mm. Raw score were used in the current study, with higher scores on this 

measure indicating higher subjective social status. 
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Analyses 

First, we estimated the within-twin-pair similarity of change in implicit self-esteem and affect. 

Second, the main effects of the specific environmental risk factors on the change scores were 

examined. Third, we estimated the proportion of variance in implicit self-esteem and affect 

change scores that was attributable to genetic factors, latent shared environmental factors, and 

non-shared environmental factors. Last, we investigated whether the impact of adverse 

environmental factors on sensitivity to peer evaluation is modified by genetic factors. All 

analyses were carried out using Stata 13.1 (Stata Corporation, College Station, TX, USA) and 

were controlled for age and gender. 

Part 1: Within-twin-pair similarity of change in implicit self-esteem and affect. Within-twin-pair 

similarity in the outcomes was assessed by estimating intraclass correlation coefficients (ICC) 

for twin pairs. For each outcome measure, an overall ICC for MZ and DZ twin pairs combined 

was computed. These ICCs were estimated (based on the ratio of the intercept variance to 

the sum of the intercept and error variances) using linear mixed-effects models with random 

intercepts for twin pairs [67].

Part 2: Main effects of environmental factors on change in implicit self-esteem and affect. The main 

effects of the specific risk factors on the outcome measures were assessed by adding the 

specific environmental risk factors as predictors to the aforementioned models. Again, random 

intercepts for twin pairs were included in these models. 

Part 3: Latent genetic and environmental influences. First, a specific ICC for MZ pairs and a specific 

ICC for DZ pairs were computed for each outcome measure. This was done analogous to 

analyses performed in part 2 using linear mixed-effects models with random intercepts for 

twin pairs.  

Second, using Falconer’s formula [68], the proportion of variance in change in implicit self-

esteem, positive affect, and negative affect in response to peer evaluation that is due to genetic 

factors was estimated. This proportion was defined in terms of heritability h2, where h2 = 2(rMZ− 

rDZ), and rMZ and rDZ are the ICCs of a particular outcome for monozygotic (MZ) and dizygotic 

(DZ) twin pairs, respectively. In addition, the contribution of a shared environment (c2) was 

estimated by deducting the heritability value from the ICC of MZ twin pairs: c2 = (rMZ−h2). 
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Finally, non-shared environment (e2) is a reflection of the degree to which identical twins raised 

together are dissimilar and was calculated as follows: e2 = (1−rMZ) [69]. 

To estimate the ICCs, linear mixed-effects models with random intercepts for twin 

pairs were used once again. Now, the intercept and error variances were allowed to differ for 

MZ and DZ pairs, so that the ICCs could be computed per zygosity. Models were fitted for 

each outcome variable (change in implicit self-esteem, positive affect, and negative affect) 

separately. Wald-type tests were used to examine whether the ICC of DZ pairs differed 

significantly from the ICC of MZ pairs (in case ICCs do not differ significantly, then this would 

imply the absence of evidence for a genetic component). 

Part 4: Associations of genetic and specific risk factors with change in implicit self-esteem and affect. 

To test the effect of specific environmental risk factors and the latent genetic risk on change 

in implicit self-esteem and affect, the following four groups were created for each specific risk 

factor (prenatal stress, childhood trauma, frequency and severity of bullying, and subjective 

social status): (1) DZ high-score individuals, (2) DZ low-score individuals, (3) MZ high-score 

individuals, and (4) MZ low-score individuals. The division into high- and low-score groups was 

done using a median split procedure. Next, we fitted mixed-effects models with random 

intercepts for twin pairs, but now allowing intercept and error variances to differ for the four 

different groups mentioned above. Based on these analyses, an ICC for each group was 

computed. Using these ICCs, h2 was calculated separately for high- and low-scoring individuals. 

To examine whether the specific environmental risk factors interact with (latent) genetic risk, 

we tested if h2 of high-scoring individuals differed significantly from h2 of low scoring individuals 

using Wald-type tests. This was done for each specific environmental risk factor separately. 

RESULTS 

Basic sample characteristics. Demographic information for the sample is presented in Table 1. 

The sample consisted of 708 subjects of whom 256 were MZ and 426 were DZ. The zygosity 

of 13 twin pairs could not be determined; these pairs were excluded from the genetic analyses 

(Part 1 and Part 3). The mean age of the participants was 17.8 years (SD=3.4, range 15-34). 
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Table 1. Characteristics of study population (N=708)   

Age (years), mean (SD, range) 17.8 (3.4,15-34) 
Gender, n (%)  
 Men 294 (41.5) 
 Women 414 (58.5) 
Gender combination of twin pairs, n (%)  
 Same sex female DZ 134 (18.9) 
 Same sex female MZ 158 (22.3) 
 Same sex female missing zygosity 14  (2.0) 
 Same sex male DZ 76  (10.7) 
 Same sex male MZ 98 (13.8) 
 Same sex male missing zygosity 12 (1.7) 
 Opposite-sex 216 (30.5) 
Level of education, n (%)  
 Elementary school 1 (0.1) 
 Intermediary vocational education 88 (12.4) 
 High school 379 (53.5) 
 Bachelor’s degree 99 (14.0) 
 Master’s degree 81 (11.4) 
 Missing 60 (8.5) 
Employment status, n (%)  
 Homemaker 2 (0.3) 
 Student 603 (85.2) 
 Employed 56 (7.9) 
 Missing 48 (6.8) 
Zygosity, n (%)  
 MZ 256 (36.2) 
 DZ 426 (60.2) 
 Missing 26 (3.7) 
Outcome measures, Mean (SD)  
 Change in implicit self-esteem -.145 (.451) 
 Change in positive affect -17.9 (40.0) 
 Change in negative affect 22.0 (48.0) 
Predictor measures, Mean (SD)  
 Birth weight in g 2498 (501.8) 
 Gestational age in weeks 36.4 (2.0) 
 Childhood trauma 34.3 (9.0) 
 Severity of bullying 9.9 (4.4) 
 Frequency of bullying 10.7 (3.5) 
  Subjective social status 38.3 (27.9) 
Note: n Indicates the number of individual twins. MZ = monozygotic, DZ = dizygotic 
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Part 1: Within-twin-pair similarity of change in implicit self-esteem and affect. Table 2 shows the 

within twin pair ICCs for all three outcome measures. The correlations suggested that change 

in implicit self-esteem (ICC=.126; p=.025) as well as change in positive affect (ICC=.111; 

p=.046) were significantly associated between co-twins.  

Table 2. Within twin pair intra-class correlation coefficients of outcome measures
Monozygotic 

n = 256 
Dizygotic 
n = 426 

all 
n = 682 

ICC p ICC p ICC p 
Change in implicit self-
esteem1 

.138 .133 .118 .095 .126 .025 

Change in positive affect2 .094 .296 .126 .077 .111 .046 
Change in negative affect2 .113 .222 .026 .714 .058 .306 
Note. n Indicates the number of individual twins. Missing values on change scores 1 n=63; 2 n=52; ICCs of 
monozygotic and dizygotic twins did not differ significantly from each other

Part 2: Main effects of environmental factors on change in implicit self-esteem and affect. Table 3 

shows findings on the main effects of the specific environmental risk factors on sensitivity to 

peer evaluation. Severity of bullying was significantly associated with change in negative affect 

(b=.787, p=.033): The higher the level of subjective severity of bullying, the larger the increase 

in negative affect after the task. Individuals with a lower subjective social status showed a 

stronger decrease in implicit self-esteem (b=.002, p=.022) and in positive affect at trend level 

(b=.108, p=.066). None of the other risk factors were significantly associated with sensitivity 

to peer evaluation. 

Table 3. Analysis of main effects of specific environmental factors on outcome variables (n=708) 
Change in implicit self-

esteem1
Change in positive affect2 Change in negative affect2 

b p 95% C.I. b p 95% C.I. b p 95% C.I. 
Birth weight .000 .995 -.000 - .000 -.002 .581 -.010 - .006  .007 .156 -.004 - .016 
Childhood trauma .002 .440 -.002 - .006  .132 .498 -.249 - .513 -.080 .727 -.526 - .366 
Bullying severity .001 .845 -.007 - .009 -.026 .944 -.736 - .685  .836 .050 -.001 - 1.67 

Bullying frequency .007 .201 -.004 - .017  .210 .657 -.715 - 1.13  .847 .127 -.242 - 1.94 
Subjective social status .002 .016  .000 - .003  .114 .046 -.002 - .227 -.004 .648 -.136 - .128 
Note. n Indicates the number of individual twins. Missing values on change scores 1 n=63; 2 n=52 

Part 3: Latent genetic and environmental influences. Table 2 presents specific ICCs for MZ and 

specific ICCs DZ twin pairs for each outcome measure. Twin pair correlations appeared similar 

between MZ (change in implicit self-esteem and positive affect: ICC=.138, p=.133 and 

ICC=.094, p=.296, respectively) and DZ pairs (change in implicit self-esteem and positive affect: 
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ICC=.118, p=.095 and ICC=.126, p=.077, respectively), suggesting that the observed twin-pair 

correlations are driven by shared environmental factors rather than genetic influences. 

The proportion of variance explained by additive genetic latent factors was not 

significant for all three outcome measures (respectively; implicit self-esteem, positive affect, and 

negative affect: 4.0%, p=.863; 0%; p=.789; 17.3%; p=.458). Shared environment explained 9.8% 

(p=.560) of the variance in change in implicit self-esteem, 15.7% (p=.353) of the variance in 

change in positive affect, and 0% (p=.723) of the variance in change in negative affect. For all 

three outcome measures, the largest proportion of variance was accounted for by the non-

shared environment component. 

All analyses were performed including different as well as same sex DZ twin pairs. 

However, a sensitivity analysis including only same-sex twins led to the same conclusions. 

 

Table 4. Gene-environment interactions and their association with change in implicit self-esteem, positive affect and 
negative affect (n=682) 

 Change in implicit self-
esteem1  Change in positive affect2  Change in negative affect2 

 ICC h2 pa pb  ICC h2 pa pb  ICC h2 pa pb 

Birth weight 
High MZ 
DZ 
Low MZ 
DZ 

.000 

.154 

.270 

.068 

-.309 
 
.403 

n.e. 
 
.266 

n.e.  

.268 

.289 

.097 

.010 

-.043 
 
.173 

.912 
 
.688 

.709  

.151 

.191 

.171 

.000 

-.079 
 
.343 

.875 
 
n.e. 

n.e. 

Childhood trauma 
High MZ 
DZ 
Low MZ 
DZ 

.070 

.191 

.258 

.041 

-.241 
 
.435 

.596 
 
.285 

.269  

.318 

.015 

.077 

.106 

.605 
 
-.057 

.109 
 
.893 

.241  

.184 

.032 

.251 

.000 

.303 
 
.502 

.468 
 
n.e. 

n.e. 

Bullying severity 
High MZ 
DZ 
Low MZ 
DZ 

.161 

.147 

.216 

.126 

.029 
 
.180 

.951 
 
.634 

.803  

.183 

.067 

.013 

.017 

.234 
 
-.009 

.570 
 
.982 

.676  

.025 

.067 

.354 

.000 

-.084 
 
.708 

.848 
 
n.e. 

n.e. 

Bullying frequency 

High MZ 
DZ 
Low MZ 
DZ 

n.e. 

.119 

.195 

.182 

n.e. 

 
.023 

n.e. 

 
.951 

n.e.  

.077 

.048 

.000 

.213 

.057 
 
-.426 

.909 
 
n.e. 

n.e.  

.000 

.163 

.359 

.000 

-.325 
 
.718 

n.e. 

 
n.e. 

n.e. 

Subjective social status 
High MZ 
DZ 
Low MZ 
DZ 

.339 

.243 

.000 

.000 

.191 
 
.000 

.657 
 
n.e. 

n.e.  

n.e. 
n.e. 

n.e. 

n.e. 

n.e. 

 

n.e. 

n.e. 

 

n.e. 

n.e.  

.000 

.000 

.069 

.186 

.000 
 
-.233 

n.e. 

 
n.e. 

n.e. 

Note. n Indicates the number of individual twins. High = high scores on specific environmental factor. Low = low 
scores on specific environmental factor. MZ = monozygotic, DZ = dizygotic, n.e. = could not be estimated due to 
model conversion problems. a Significance of heritability (h2). b Significance of differences in h2 of two different groups 
(high, low). Missing values on change scores 1 n=63; 2 n=52. 
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Part 4: Associations of genetic and specific risk factors with change in implicit self-esteem and affect. 

Table 4 summarizes the results of the analyses examining whether the variation in sensitivity 

is attributable to the interaction between genetic and specific risk factors. There was no 

significant association of genetic and specific risk factors with sensitivity to peer evaluation. 

DISCUSSION 

To our knowledge, this study is the first to examine the determinants of sensitivity to peer 

evaluation in a young general population sample combining a twin design with a novel 

structured task. We found evidence that people reporting to be more severely bullied in the 

past are more sensitive to peer evaluation as indicated by a stronger increase in negative affect 

response following exposure. Furthermore, people who rated themselves lower on the social 

ladder showed a stronger decrease in positive affect and implicit self-esteem in reaction to the 

task. The impact of shared environmental factors remained inconclusive as intraclass 

correlations suggested an effect but the estimation of variance components did not. We did 

not find evidence that genetic factors explained a significant proportion of variance in 

sensitivity to peer evaluation nor that the impact of latent environmental and specific risk 

factors on sensitivity was modified by genetic factors. 

Our findings are in line with earlier work in healthy participants suggesting that bullying 

[27] and subjective social status [30] impact on sensitivity to evaluative stress as measured 

with the Trier Social Stress Test (TSST; [53]). However, studies using the TSST also found 

prenatal stress [22] and childhood trauma [70,71] to be associated with sensitivity to evaluative 

stress. This may be due to the nature of the task. In the TSST, people are led to believe that 

they will be evaluated based on their performance in front of a professional panel, rather than 

on their personal characteristics by peers as is the case in the digi-SPEE. Based on the current 

results, we can hypothesize that there may be a certain degree of specificity of the link between 

quality of prior environmental exposures (i.e., bullying, subjective social status) and the quality 

of current stressors in the task. Only those specific environmental factors that involved an 

element of evaluation by peers were associated with an affective response following the digi-

SPEE exposure. 

There is an extensive body of work on determinants of endocrine and sympathetic 

responses to experimentally induced evaluative stress. Although the current study focused 

primarily on affective outcome measures, our findings complement those by Hamilton and 
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colleagues [27] who reported altered sympathetic responses to evaluative stress in men 

exposed to bullying. In line with recently published work by Chen and colleagues [72], we 

measured severity and frequency of bullying in order to capture different perspectives of these 

bullying experiences. While we did find an association between severity of bullying and sensitivity 

to peer evaluation, frequency was unrelated to the response to the digi-SPEE. This may be due 

to the fact that frequency of bullying likely also reflects bullying situations that were not serious 

enough to exert its detrimental effects on individuals. Severity, in contrast, reflects a subjective 

evaluative component and may provide insight into the psychological impact of bullying 

incidents.  

Our findings concerning the association between subjective social status and sensitivity 

to peer evaluation are in agreement with a recent study conducted by Derry and colleagues 

[30]. They found that individuals who see themselves lower on the social ladder show a greater 

reactivity to brief social-evaluative stress as induced with the TSST. Particularly, the social 

evaluative component of a stressor may be a crucial aspect in explaining the differences in 

stress response by individuals with high and low subjective social status [73]. According to 

earlier work, subjective social status is closely associated with levels of optimism, perceived 

control, as well as sense of belonging and acceptance [29,74]. All these aspects may be related 

to how an individual perceives, and behaves in social interactions with peers. In particular, it 

may be plausible that through a sense of belonging and acceptance higher subjective social 

status may create a buffer against social stressors [75]. 

 

The findings in the light of sensitization to social stress 

The findings of the current study are in line with the hypothesis that social stress sensitivity 

may be the result of sensitization processes initiated by specific environmental exposures. 

According to the theory of sensitization, stressors of similar magnitude result in progressively 

stronger stress responses over time [14,32,76]. These processes may finally result in 

heightened sensitivity to the exposure of social stressors in adulthood, such as negative 

evaluation by others. It is striking that, in the current study, the two risk factors that are 

explicitly peer-related in nature (bullying and subjective social status) are the ones that were 

associated with sensitivity to peer evaluation. With this in mind, we may speculate that the 

sensitization processes responsible for this effect are specific rather than global in nature. Only 

previous exposures to social (peer) evaluative stressors may have the potential to sensitize 
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people to novel and subtle social (peer) evaluation stress encounters, such as those that subjects 

were exposed to in this structured task. This may also explain why we did not find any 

associations between other frequently reported environmental stressors, like low birth weight 

or childhood trauma. However, in the current study, sensitivity to peer evaluation was 

operationalized in terms of a response in affect and implicit self-esteem. It could very well be 

that other mechanisms need to be considered in the context of sensitivity to peer evaluation, 

like threat anticipation, for instance. Further work is needed to provide additional evidence of 

this specificity for other mechanisms. 

Methodological considerations 

The findings of the current study must be viewed in the light of some methodological 

considerations. First, the sample of the current study is with a mean age of 17.8 rather young. 

The findings of our analyses thus cannot be generalized to other age groups. However, as stated 

above, understanding sources of differences in sensitivity to peer evaluation in this particular 

group is essential. Individuals of this age show a peak in number of social interactions, as well 

as elevated levels of sensitivity and emotional responsiveness to these interactions [17,11,16].  

Second, based on our findings we cannot exclude the possibility that shared 

environmental factors were associated with the response to peer evaluation. The findings from 

the ICC analysis provide crude support that there is a certain similarity within twin pairs that 

cannot be explained by genetic factors and therefore may be related to socio-environmental 

factors that were shared within pairs which would be in support of a purely socio-

environmental pathway to psychopathology [77,78]. However, this is at variance with 

contemporary work that suggests several pathways (e.g., environmental and genetic) combine 

and interact with each other in the development of complaints [79,80].  

We cannot exclude the possibility that unmeasured confounders account for some of 

the retrospective appraisal, or even bias recall of bullying events and potentially explain some 

of the variance in the stress response to peer evaluation. Furthermore, it is possible that 

personality characteristics or other unmeasured factors had an influence on sensitivity to peer 

evaluation. The role of personality characteristics should be investigated in future research. 

The variance components analyses did not suggest any effect of gene-environment 

interactions on sensitivity to peer evaluation. However, we cannot exclude the possibility that 

gene-environmental interactions do play an important role. As unaccounted gene-environment 

|     Chapter 2

|     38



interactions may be summarized in the non-shared environment component [81], and the 

biggest proportion of variance in sensitivity to peer evaluation was explained by this 

component, it may be that gene-environment interactions or epigenetic processes [82] are 

involved in the development of sensitivity to peer evaluation. Nonetheless, our analyses on 

specific risk factors did not show evidence for gene-environment interactions. This may be due 

to the complexity of the models employed as well as the use of binary risk factors, which may 

imply a reduction in power (however, in the context of the models we fitted, there is no straight 

forward method of letting h2 be a function of a continuous covariate).  

The current study did not investigate timing effects of bullying, as to what extent 

experiences during primary school are differently associated with sensitivity to peer evaluation 

than more recent events during secondary school. It has been suggested by recent studies that 

bullying experiences during both primary and secondary school are associated with alterations 

in health and mental health [83-85]. However, the phases of primary and secondary school may 

each be marked by different critical developmental processes [86,87], and therefore 

experiences of bullying may have different consequences for the personal development. Future 

studies should therefore investigate further, whether experiences of bullying during these 

distinct developmental stages have a differential impact on sensitivity to peer evaluation. 

Finally, our bullying measure focused on aspects of ‘traditional’ bullying rather than 

‘cyberbullying’. Although similar in various ways, recent findings suggest that these two forms 

of bullying are two distinct concepts [88,89]. In this era of increased social media use and 

internet communication — especially among adolescents and young adults [16-18] — it would 

therefore be worthwhile to study the differential effects of (early) cyberbullying experiences 

on online peer evaluation in future research. 

 

CONCLUSION 

In conclusion, we found support for the hypothesis that sensitivity to peer evaluation may be 

the result of specific sensitization processes initiated by adverse experiences. The findings of 

the current study provide first evidence that subjective social status as well as bullying are 

among potential risks associated with sensitivity to peer evaluation. Evidence on the 

determinants of differential sensitivity to peer evaluation in such a young sample of adolescents 

and young adults is vital for gaining a better understanding of when and how to intervene best. 

Assessment and monitoring of subjective social status provides useful information on future 
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health risk [90]. Interventions targeting feelings of social belonging may decrease this risk, as 

individuals that feel confident in their belonging may experience the social world in a way that 

it may be self-reinforcing. As a consequence, they may initiate more relationships and obtain 

opportunities for growth and belonging, which in turn promote well-being [91].  
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ABSTRACT 

Stress plays a central role in the development and persistence of psychosis. Network analysis 

may help to reveal mechanisms at the level of the micro-dynamic effects between stress, other 

daily experiences and symptomatology. This is the first study to examine time-lagged networks 

of the relations between minor daily stress, momentary affect/thoughts, psychotic experiences, 

and other potentially relevant daily life contexts in individuals varying in risk for psychosis. 

Intensive longitudinal data were obtained through 6 studies. The combined sample consisted 

of 654 individuals varying in risk for psychosis: healthy control subjects (n = 244), first-degree 

relatives of psychotic patients (n = 165), and psychotic patients (n = 245). Using multilevel 

models combined with permutation testing, group-specific time-lagged network connections 

between daily experiences were compared between groups. Specifically, the role of stress was 

examined. Risk for psychosis was related to a higher number of significant network 

connections. In all populations, stress had a central position in the network and showed direct 

and significant connections with subsequent psychotic experiences. Furthermore, the higher 

the risk for psychosis, the more variables “loss of control” and “suspicious” were susceptible 

to influences by other network nodes. These findings support the idea that minor daily stress 

may play an important role in inducing a cascade of effects that may lead to psychotic 

experiences. 
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INTRODUCTION 

Minor daily stress and psychosis 

Stress plays a central role in the development and persistence of psychosis [1-5]. Recently, 

studies have focused on minor stressors in the realm of daily life and their dynamic associations 

with affect and psychotic experiences [6], using ecological assessment strategies such as the 

Experience Sampling Method (ESM) [7]. These ESM studies found minor daily stress to be 

associated with an increase in both negative affect and momentary psychotic experiences in 

patients with psychosis, and in individuals with a familial or psychometric risk for developing a 

psychosis [8-10]. Increased sensitivity to minor daily stress has been proposed to be a 

vulnerability marker for the development of psychotic symptoms [11]. To date, it has remained 

relatively unclear, if stress acts directly upon experiences or if the association relies on more 

complex dynamics. According to the “affective pathway” theory, minor daily stress possibly 

impacts on psychosis through altered affective responses [11]. Indeed, increases in anxiety have 

been found to precede the increase of paranoia [12], and such dynamic interplay of momentary 

affect and paranoia was also found to be associated with the development and course of 

psychotic experiences [13]. Furthermore, Reininghaus and colleagues found elevated emotional 

reactivity to minor stress to be associated with more intense psychotic experiences in daily 

life [14]. Overall, it is apparent that the interplay between minor daily stress, affect, and 

psychosis is complex and dynamic and requires analytic strategies that move beyond a classic 

predictor-response approach. 

The network approach 

Recently, a network approach to psychopathology has been proposed as a valuable alternative 

to the more traditional latent construct perspective [15-18]. It posits that mental disorders 

are best understood as dynamic networks of smaller entities (e.g., symptoms or affective states 

displayed as nodes) that cluster together and interact with each other over time [19,20]. 

Applying the network approach to fine-grained ESM data may provide a better 

understanding of dynamic interrelations between momentary affective states (e.g., feeling 

anxious or cheerful). A number of recent studies have visualized the dynamic associations 

between momentary affective states [20-22] suggesting that the activation of one affective state 

can simultaneously activate other affective states. Furthermore, individuals with a mental 

disorder showed more direct connections between momentary affective states compared to 
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healthy controls [22,23]. It can be speculated that when affective states repeatedly reinforce 

each other over time, vicious cycles may ensue, from which it gets increasingly difficult to 

escape [23,24]. Experiences of minor daily stress are hypothesized to put in motion or maintain 

such vicious cycles. From a network point of view, a stressor may be able to trigger a whole 

cascade of other experiences or behavioral changes [15,24] relevant to the eventual 

development of psychotic experiences by activating one of the strongly connected nodes in 

the network. 

In order to examine these relationships, we first require temporal data to estimate 

networks in which we can visualize which experiences precede other experiences over time. 

ESM data are very suitable for this purpose. Second, to examine whether the proposed micro-

level dynamics play a role in psychosis, comparisons need to be made between groups with 

different levels of risk for psychosis. Third, as stress and other relevant contextual factors may 

play an important role in these dynamics, we need to create networks incorporating not only 

affective and psychotic experiences, but also incorporate measurements representing stress, 

current thoughts, as well as various situational characteristics. 

In the current study, we aim to examine the dynamic interplay between minor daily 

stress, momentary affect/thoughts, psychotic experiences, and other potentially relevant daily 

life contexts. For this purpose, we created dynamic networks using combined data from 6 ESM 

studies in controls, first-degree relatives of patients with psychotic disorder, and patients with 

psychotic disorder. Permutation testing procedures (comparable to the Network Comparison 

Test [25] were then used to test for differences in the network connections between these 3 

groups. 

 

METHODS 

Samples 

We used data from 6 different studies [10,26-29] (see supplementary Table S1 for inclusion 

and exclusion criteria of these studies) that used a similar ESM protocol. Participants were 

classified either as (1) “healthy” control individuals (i.e., neither a personal diagnosis nor a 

family history of psychotic disorder/symptoms), (2) first-degree relatives of individuals with a 

psychotic disorder, or (3) individuals with a psychotic disorder. 
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All studies included in this paper were approved by the local medical ethics committee. All 

further procedures and analyses were performed according to the ethical standards formulated 

by this committee. 

Experience sampling method 

In all studies, ESM (a structured diary technique) was used to study minor stress in everyday 

life (Table 1). Individuals received a diary and a wristwatch which was programmed to beep 10 

times a day (between 7:30 AM and 10:30 PM) for 5 (Aripiprazol study [27]) or 6 days (remaining 

studies) at semi-random intervals (random within 90-min time frames). Thus, the time lag 

between the measurements was, on average, approximately 90 minutes. Information on the 

ESM can be found elsewhere [30,31]. 

ESM measures 

We selected 13 ESM items for our analyses based on the following criteria: (1) all variables had 

to be assessed in all 6 ESM studies, (2) the selected variables needed to capture different 

aspects relevant to psychosis, and (3) the variables had to have a considerable within-person 

variability over measuring points. This resulted in the following variables: “minor daily stress” 

(hereafter called “stress”), “cheerful,” “relaxed,” “insecure,” “anxious,” “irritated,” “down,” 

“suspicious,” “loss of control,” “pleasant thoughts,” “tired,” “active,” and “alone”. “Stress” was 

assessed with the item “Think about the most important event since the last beep. This event 

was…” This item was rated on a 7-point bipolar scale (−3 “very unpleasant,” 0 “neutral,” 3 

“very pleasant”). Positive scores (0, 1, 2 and 3) were coded as 0 “neutral” and all negative scores 

were recoded (−3 = 3, −2 = 2, −1 = 1) so that high scores reflect stress. This item has been 

used widely to assess minor daily stress [8,9,32] and its convergent validity [32] as well as its 

association with physiological stress response has been reported previously [33]. More 

information on the included variables is presented in Table 1. 
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Table 1.  ESM procedurea and measuresb of stress, affect, psychotic experiences, and context 

 Variable name ESM measuresb Rating 

Minor daily 

stress 
Stress 

‘Think about the most 
important event since 
the last beep. This event 
was…’ 

Rated on a 7-point bipolar scale (-3 ‘very 
unpleasant’, 0 ‘neutral’, 3 ‘very pleasant’). Positive 
scores indicated the absence of an unpleasant 
event since the last beep, which means that there 
was no stressor present. Therefore these scores 
(0, 1, 2 and 3) were coded as 0 `neutral´. Negative 
scores implicated the presence of an unpleasant 
event, which means that there was a stressor 
present. To let high scores reflect more stress, 
these negative scores were recoded (-3=3, -2=2, -
1=1).  

Affect 

 
Cheerful 

 
‘I am cheerful’ 

Rated on a 7-point Likert scale ranging from 1 
(‘not at all’) to 7 (‘very’). 

Relaxed ‘I feel relaxed’ 

Insecure ‘I feel insecure’ 

Anxious ‘I feel anxious’ 
Irritated ‘I feel irritated’ 
Down 
 

‘I feel down’ 
 

Psychotic 

experiences 

 
Suspicious 

 
‘I feel suspicious’ Rated on a 7-point Likert scale ranging from 1 

(‘not at all’) to 7 (‘very’). Loss of 
control 
 

‘I am afraid to lose 
control’ 
 

Cognitive, 

physical, and 

contextual 

aspects 

 
Pleasant 
thoughts 

 
‘I have pleasant thoughts’ Rated on a 7-point Likert scale ranging from 1 

(‘not at all’) to 7 (‘very’). 
Tired ‘I am tired’ 

Active 

‘I am currently doing 
[…]. I am actively 
engaged in this activity’ 

Choice of different of activities that is followed 
by a question on how actively engaged the 
individual is in this particular activity. This item is 
rated on a 7-point Likert scale ranging from 1 
(‘not at all’) to 7 (‘very’). Only the rating of 
engagement was included in the current analyses. 
 

Alone Alone ‘Who am I with’ 

Choice of different categories for social company 
(e.g. with partner, with friend, etc.). Based on 
answer, dichotomous variable ‘alone’ was 
generated with 0 ‘not alone’ and 1 ‘alone’. 

aESM procedure: Individuals received a diary and a wristwatch which was programmed to beep 10 times (from 
7:30 AM to 10:30 PM) a day for five (Aripiprazol study [27]) or six days (remaining studies) at semi-random 
intervals (random within 90-minute time blocks). At each prompt, participants were asked to stop their activity 
and to fill in a short questionnaire including the above items. Prior to the assessment period, participants were 
provided with detailed instructions during a short training session. The ESM assessment period started on any day 
of the week, usually one day after the training session. Participants were at least contacted once during the 
assessment period, to assess instruction adherence, identify concerns or problems with the method and in order 
to maximize the number of observations. Participants had to provide valid responses to at least one-third of the 
beep signals to be included in the analyses of the current study. 
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Range of variables 

To make model coefficients more directly comparable, all variables (with the exception of 

“alone”) were transformed to range between 0 and 1 before the analyses (with 𝑧𝑖𝑗 =

𝑥𝑖𝑗 −min(𝑥)

max(𝑥)−min(𝑥)
 , where  𝑥𝑖𝑗 is the jth observation of the ith individual and min (𝑥) and max(𝑥) 

are the theoretically lowest and highest possible scores on the variable, so that 0 corresponding 

to the lowest possible score on the variable and 1 corresponding to the highest possible score). 

Since “alone” was assessed on a dichotomous scale, a transformation of this variable was not 

necessary. 

Analyses 

Given the hierarchical structure of ESM data (with multiple observations nested within 

individuals), multi-level (mixed-effects) regression models were used. In line with previous work, 

we used VAR-specified multilevel models to obtain regression coefficients that would serve as 

estimates for network connection strengths between nodes (e.g., momentary experiences) 

[21]. This means that for each group of participants, 13 models were fitted, where each variable 

once served as the dependent variable in turn. The time-lagged values of all 13 variables (e.g., 

lag one, at one beep earlier) served as covariates/predictors in the model, so that each variable 

at time t was predicted by all 13 variables at t−1 simultaneously [21]. The lags in the current 

study had an average distance of 90 minutes. The predictor variables were person-mean 

centered prior to the analyses. Since we were interested in the temporal relationships of the 

variables within a day, the first beep on each day was excluded from the analyses. To account 

for any time trends in the outcome variables, time was included as a covariate. All analyses 

were controlled for age and gender. 

To allow observations from the same individual to be correlated, random intercepts at 

the individual level were included. Moreover, time trends in ESM data are assumed to differ 

systematically per individual, and we therefore allowed slopes of the time variable to differ 

randomly across individuals (with random intercepts and slopes allowed to be correlated). For 

reasons to be outlined further below, we did not model random slopes for the remaining 

predictors. 

Since “alone” was assessed dichotomously, we used logistic mixed-effects regression 

models when this variable served as the outcome variable. For the 12 remaining variables, we 

used standard linear mixed-effects models. The analyses were carried out using R, version 3.2.1 
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using the nlme [34] and lme4 [35] packages for the standard and logistic mixed-effects models, 

respectively. 

 

Significant network connections. Group networks were generated based on significant regression 

coefficients (fixed effects with a corresponding 2-side P-value < .05) [36]. Since the associations 

between predictors and outcomes are likely to differ across individuals, it would have been 

preferable to add random effects for all regression coefficients. Since this would result in 

models that are too complex for our dataset, we opted for models with random intercepts 

and random slopes only for the time variable. While regression coefficients themselves are 

then still unbiased estimates, the standard errors of the coefficients (and hence P-values) from 

the models are not trustworthy. To obtain accurate P-values and thus identify significant 

network connections, we used a permutation procedure [37] with 10 000 iterations to conduct 

the tests of the coefficients (supplementary text S1). 

 

Variable “alone”. Using logistic regression multilevel models for the outcome variable “alone” 

would result in networks containing coefficients which are not directly comparable in 

magnitude. Since linear models for this outcome yielded similar P-values (and identical 

conclusions) as the logistic models, the linear coefficients from these models were the ones 

used in the computation of network measures. 

 

Comparison of Group Networks 

Specific paths differences. Significant differences in magnitude (P < .05) of specific paths (e.g., 

regression coefficients) between groups (supplementary materials) were tested with a 

permutation procedure. 

 

Differences in average network connectivity. The average whole network connectivity was 

computed based on all absolute network connection strengths in a network. Network 

connectivity represents the ease with which the activation of nodes triggers the activation of 

other nodes in the network. A higher average whole network connectivity means that in the 

first network activation of nodes is more easily spread throughout the network producing a 

cascade of changes in the activity of all the network nodes. Furthermore, we also split the 

measure of whole network connectivity in average internode connectivity and average self-
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loop strength. The first measure is based on all connection strengths that run between different 

nodes in the network. The second measure is based on all connection strengths that are 

present within each node. The latter connections are also called “self-loops” or 

“autocorrelations” [21,23]. 

Network centrality. Centrality characteristics are based on all network connections and were 

computed using the “qgraph” package [36]. Inward and outward strength were calculated by 

adding the absolute weights of all the respectively incoming and outgoing connections (not 

including self-loops) per node in the network. The higher the outward strength, the stronger 

the influence the node exerts directly on other nodes in the network. Therefore, hypothetically, 

alterations in the activity of a node with a high outward strength can thus easily lead to changes 

in the activity of the other nodes as well. The inward strength of a node gives insight into the 

extent that a node is influenced directly by other nodes. Finally, nodes with a high betweenness 

centrality are situated on a high number of shortest paths between other nodes. For example, 

it can be imagined that the shortest path for stress to influence a node representing a psychotic 

experience, is by first activating nodes of negative affective states. If many shortest paths run 

through the latter nodes then these are said to have a high betweenness centrality. In our 

particular case, connections with higher weights are shorter. Shortest paths are therefore 

determined by taking the inverse of absolute connection weights. 

RESULTS 

Basic sample characteristics 

Demographic information and mean levels of ESM items are presented in Table 2. Patients 

differed significantly in their means from controls and relatives on all ESM measures (all P < .05), 

except for “pleasant thoughts” and “active”. Controls and relatives did not show significant 

differences on ESM measures. Figure 1 shows network visualizations for controls, first-degree 

relatives, and patients. 

Specific path differences 

Minor Daily Stress. Compared to relatives and controls, patients showed a stronger connection 

from “stress” to feelings of “suspiciousness” and “loss of control” (Table 3). Relatives also 

showed a stronger connection than controls from “suspicious” to “stress”. Controls showed a 
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stronger connection from “stress” to “active” than both patients and relatives. For them, when 

feeling more “stress” one moment they are more “active” the next. In contrast, in patients and 

relatives “stress” at t−1 was associated with being less “active” at t. 

 

Negative experiences and symptomatology. Patients differed significantly from relatives in their 

connection from irritated to alone. Relatives were less often alone, whereas patients were 

more often alone the moment following feeling irritated. Patients showed a stronger positive 

connection from “insecure” to “down” than both controls and relatives. Furthermore, patients 

showed a significantly stronger negative association than controls in their connection from 

“relaxed” to “down” and from “relaxed” to “loss of control”. Also, in controls feelings of “loss 

of control” were followed by increases in feeling “irritated,” “stress,” “tired” the next moment, 

which was not the case in relatives. 

 

Table 2. Sample characteristics per group 
 Controls First-degree 

relatives 
Patients with 

psychosis 
 
N 

 
244 

 
165 

 
245 

Mean age (S.D.) 36.5 (12.3) 36.8 (12.6) 35.3 (10.8) 
Age range 16-64 16-63 17-64 
Gender 
  Male (%) 
  Female (%) 

 
111 (44) 
132 (56) 

 
68 (41) 
97 (59) 

 
111 (46) 
132 (54) 

 
Mean (S.D.) level of ESM measures 
  Stress 

  Cheerful 

  Anxious 
  Irritated 
  Relaxed 
  Insecure 
  Down 
  Suspicious 
  Loss of control 
  Tired 

  Pleasant thoughts 

  Active 
  Alone 

  

0.21 (0.21) 
5.10 (0.76) 
1.15 (0.29) 
1.49 (0.49) 
5.23 (0.73) 
1.30 (0.44) 
1.30 (0.47) 
1.08 (0.19) 
1.06 (0.22) 
2.51 (0.95) 
4.30 (0.68) 
3.65 (1.07) 
0.35 (0.17) 

 

0.21 (0.21) 
5.08 (0.91) 
1.20 (0.50) 
1.51 (0.52) 
5.17 (0.86) 
1.38 (0.63) 
1.35 (0.64) 
1.07 (0.31) 
1.05 (0.20) 
2.51 (1.05) 
4.42 (0.72) 
3.66 (1.05) 
0.37 (0.18) 

 

0.27 (0.35) 
4.28 (1.11) 
1.70 (0.91) 
1.91 (0.95) 
4.56 (1.05) 
1.99 (0.99) 
1.94 (1.02) 
1.65 (1.05) 
1.56 (1.06) 
2.86 (1.13) 
4.36 (0.91) 
3.58 (1.20) 
0.45 (0.24) 

 
Note. ESM, Experiences Sampling Method; S.D, standard deviation; Patients differed significantly in their means 
from healthy controls and relatives on all ESM measures (all P < .05), except for ‘pleasant thoughts’ and ‘active’. 
Healthy controls and relatives did not show significant differences on ESM measures. 
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Table 3. Significant path differences between controls and first-degree relatives, controls and patients, and first-
degree relatives and patients. 

Differences 
Path Controls vs. first-

degree relatives 
Controls vs. patients First-degree relatives 

vs. patients 

difference P difference P difference P 
Stresst-1 → activet 0.057 0.025 0.060 0.009 0.003 0.933 
Stresst-1 → loss of controlt 0.002 0.899 -0.037 0.006 -0.035 0.018 

Stresst-1 → suspicioust 0.004 0.801 -0.028 0.031 -0.032 0.026 

Tiredt-1  → activet 0.032 0.305 -0.052 0.062 -0.084 0.007 

Tired t-1→ tiredt -0.032 0.372 0.103 0.001 0.136 0.000 

Irritatedt-1→ alonet 0.405 0.152 -0.446 0.077 -0.851 0.002 

Relaxedt-1→ cheerfult -0.022 0.430 -0.050 0.039 -0.028 0.285 
Relaxedt-1→ downt 0.019 0.327 0.035 0.041 0.016 0.393 
Relaxed t-1→ loss of controlt -0.016 0.254 0.026 0.031 0.041 0.003 

Insecure t-1→ downt -0.031 0.275 -0.054 0.033 -0.024 0.400 
Loss of control t-1→ irritatedt -0.140 0.040 -0.058 0.369 0.082 0.228 
Loss of control t-1→ tiredt -0.130 0.034 -0.033 0.547 0.096 0.126 
Loss of controlt-1→ stresst -0.151 0.040 -0.039 0.566 0.112 0.124 
Suspicious t-1→ stresst -0.188 0.008 -0.057 0.371 0.131 0.068 
Alone t-1→ suspicioust -0.007 0.055 -0.008 0.018 0.000 0.893 
Note. Representation of significant (P<0.05) path differences between controls and first-degree relatives, controls 
and patients, and first-degree relatives and patients. Significant differences are presented in bold. Corresponding 
coefficients for above paths are presented below. 

Coefficients 

Path Healthy controls First-degree Relatives Patients 

b P b P b P 
Stresst-1 → activet 0.040 0.020 -0.018 0.398 -0.020 0.206 

Stresst-1 → loss of controlt 0.017 0.000 0.017 0.000 0.053 0.000 

Stresst-1 → suspicioust 0.023 0.004 0.019 0.000 0.051 0.000 

Tiredt-1  → activet -0.121 0.000 -0.153 0.000 -0.069 0.000 

Tired t-1→ tiredt 0.426 0.000 0.458 0.000 0.322 0.000 

Irritatedt-1→ alonet -0.029 0.882 -0.435 0.031 0.416 0.011 

Relaxedt-1→ cheerfult 0.046 0.001 0.068 0.000 0.096 0.000 

Relaxedt-1→ downt 0.008 0.417 -0.011 0.412 -0.027 0.074 

Relaxed t-1→ loss of controlt -0.004 0.253 0.011 0.076 -0.029 0.006 

Insecure t-1→ downt -0.013 0.425 0.017 0.433 0.041 0.021 

Loss of control t-1→ irritatedt -0.083 0.070 0.057 0.349 -0.025 0.349 

Loss of control t-1→ tiredt -0.053 0.343 0.077 0.277 -0.019 0.483 

Loss of controlt-1→ stresst -0.053 0.425 0.099 0.281 -0.014 0.789 

Suspicious t-1→ stresst -0.032 0.498 0.156 0.048 0.025 0.466 

Alone t-1→ suspicioust -0.005 0.008 0.003 0.126 0.004 0.376 
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Positive experiences. In patients feeling relaxed was more strongly followed by feeling cheerful 

than in controls. Patients also had a stronger negative connection from tired to active than 

relatives. Feeling more tired one moment was associated with being less active the next 

moment. All 3 groups, however, showed similar self-loops of “cheerful” and “relaxed” as well 

as comparable connections from “active” to “cheerful” (Figure 1). 

Centrality measures 

The number of significant connections increased with higher risk for psychosis. The network 

of patients showed 49, the network of relatives 41, and the network of healthy controls 34 

significant connections. 

However, we did not find significant differences in average whole network connectivity 

(controls vs relatives: difference = 0.007, P = .106; controls vs patients: difference = 0.002, P 

= .457; relatives vs patients: difference = 0.005, P = .349). Also, the networks did not differ 

significantly in average internode connectivity (controls vs relatives: difference = 0.007, P = .158; 

controls vs patients: difference = 0.001, P = .564; relatives vs patients: difference = 0.005, P 

= .383), nor did they differ in average selfloop strength (controls vs relatives: difference = 0.018, 

P = .223; controls vs patients: difference = 0.010, P = .471; relatives vs patients: difference = 

0.008, P = .567). 

Minor daily stress. In all 3 networks, “stress” was the most central node in terms of outstrength 

when compared to the remaining nodes of the network, with an outstrength at least twice as 

large (Table 4). In controls and relatives “stress” had the highest betweenness centrality. The 

outstrength of “stress” exceeded the instrength in all 3 groups. The total outstrength of 

“stress” was similar for all 3 groups, while the instrength was highest in relatives. 

Negative experiences and symptomatology. In controls and relatives, “loss of control” showed 

overall high levels of outstrength in comparison to other nodes. There was a positive dose-

response association of risk for psychosis and instrength of “anxious,” “suspicious” and “loss 

of control”. “Down” was the most central node in terms of betweenness centrality in controls 

and relatives, but not in patients. In relatives and patients “alone” showed a much higher 

instrength than in controls. 
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Positive experiences. In all 3 groups, “cheerful,” “relaxed,” and “pleasant thoughts” showed high 

levels of instrength. Also, the level of instrength of these items exceeded the level of 

outstrength. There was a dose response association of increasing risk for psychosis with a 

lower instrength on “active”. “Cheerful” was among the nodes with the highest betweenness 

centrality in all 3 groups. 

The cascade of stress     |

63     |



T
a
b

le
 4

. C
en

tr
al

ity
 m

ea
su

re
s 

fo
r 

ea
ch

 g
ro

up
 

St
re

ss
 

C
he

er
fu

l 
R

el
ax

ed
 

In
se

cu
re

 
A

nx
io

us
 

Ir
ri

ta
te

d 
D

ow
n 

Su
sp

ic
io

us
 

Lo
ss

 o
f

co
nt

ro
l 

Pl
ea

sa
nt

 
T

ire
d 

A
ct

iv
e 

A
lo

ne
 

C
on

tr
ol

s 
In

st
re

ng
th

 
0.

33
 

0.
45

 
0.

46
 

0.
26

 
0.

15
 

0.
4 

0.
26

 
0.

12
 

0.
07

 
0.

41
 

0.
21

 
0.

47
 

0.
32

 
O

ut
st

re
ng

th
 

0.
83

 
0.

37
 

0.
15

 
0.

27
 

0.
44

 
0.

16
 

0.
27

 
0.

28
 

0.
57

 
0.

12
 

0.
30

 
0.

08
 

0.
06

 
Be

tw
ee

nn
es

s 
48

 
45

 
0 

7 
1 

5 
19

 
0 

0 
0 

11
 

0 
1 

Se
lf-

lo
op

 
0 

0.
16

 
0.

16
 

0.
1 

0.
06

 
0.

09
 

0.
16

 
0.

06
 

0.
1 

0.
01

 
0.

43
 

0.
16

 
0.

21
 

Fi
rs

t-
de

gr
ee

re
la

tiv
es

 
In

st
re

ng
th

 
0.

42
 

0.
47

 
0.

51
 

0.
23

 
0.

22
 

0.
38

 
0.

30
 

0.
17

 
0.

12
 

0.
58

 
0.

49
 

0.
42

 
0.

62
 

O
ut

st
re

ng
th

 
0.

90
 

0.
51

 
0.

26
 

0.
30

 
0.

42
 

0.
28

 
0.

36
 

0.
73

 
0.

46
 

0.
12

 
0.

36
 

0.
14

 
0.

08
 

Be
tw

ee
nn

es
s 

52
 

29
 

3 
0 

4 
1 

11
 

2 
1 

0 
20

 
0 

10
 

Se
lf-

lo
op

 
0.

02
 

0.
17

 
0.

14
 

0.
1 

0.
07

 
0.

06
 

0.
2 

0.
06

 
0.

21
 

0.
01

 
0.

46
 

0.
18

 
0.

24
 

Pa
tie

nt
s 

In
st

re
ng

th
 

0.
18

 
0.

44
 

0.
38

 
0.

34
 

0.
29

 
0.

33
 

0.
30

 
0.

25
 

0.
20

 
0.

43
 

0.
16

 
0.

25
 

0.
62

 
O

ut
st

re
ng

th
 

0.
84

 
0.

30
 

0.
32

 
0.

31
 

0.
35

 
0.

26
 

0.
36

 
0.

36
 

0.
39

 
0.

14
 

0.
27

 
0.

17
 

0.
05

 
Be

tw
ee

nn
es

s 
24

 
40

 
13

 
7 

1 
3 

4 
1 

2 
0 

11
 

0 
0 

Se
lf-

lo
op

 
0.

05
 

0.
14

 
0.

14
 

0.
1 

0.
13

 
0.

07
 

0.
15

 
0.

14
 

0.
16

 
-0

.0
1 

0.
32

 
0.

15
 

0.
24

 

|     Chapter 3

|     64



DISCUSSION 

This is the first study to use a dynamic network approach to examine the differences in 

moment-to-moment timelagged associations between minor daily stress, momentary 

affect/thoughts, psychotic experiences, and other potentially relevant daily life contexts in 

individuals belonging to 3 samples with varying risk for psychosis. 

We found that groups with a higher risk for psychosis had networks in which more 

nodes were strongly connected with each other, as can be concluded from the number of 

significant network connections in these 3 groups. We further found that experiencing higher 

levels of minor daily stress led to a stronger increase in feeling “suspicious” and “loss of 

control” in patients compared to controls and relatives. Finally, the higher the risk for psychosis 

the more variables “anxious,” “suspicious” and “loss of control” were likely to be activated by 

other network nodes. 

Affective pathway to psychosis 

The current findings provide further insight into the complex link between minor daily stress, 

affect, and psychotic experiences. Based on previous findings, showing that a higher risk for 

psychosis is associated with alterations in affect [10], increased stress-sensitivity [38], and 

affective dysregulation, an “affective pathway” to psychosis had been postulated [39]. The 

dynamic networks in the current study support this theory as the findings suggest that minor 

daily stress and psychotic experiences may be linked through a multitude of temporal network 

connections that pass through nodes representing common, frequently experienced, affective 

states. We observed that in all 3 groups daily stress has a central position and connects directly 

to many other mental states and contextual factors. Due to this position, changes in minor 

daily stress may go hand in hand with changes in the transfer between numerous other mental 

states. The 3 networks showed similar numbers of direct connections of minor daily stress 

with other mental states. However, the actual impact of minor daily stress on other nodes, 

including psychotic experiences, may be stronger in people with risk for psychosis as a higher 

number of connections may spread the impact of stress in the network further. 

The theory regarding the affective pathway to psychosis suggests that minor daily stress 

impacts on psychotic experiences via feelings of anxiety [12] and negative affect [13,38,40]. In 

the network of patients, connections suggested that the negative affect item “down” had an 

intermediary position between minor daily stress, psychotic experiences, and other mental 
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states (such as “insecure” and “anxious”). Anxiety was not directly connected to psychotic 

experiences but based on the reported network connections that link anxiety with other 

negative affective experiences we can hypothesize that anxiety may be connected to psychotic 

experiences through moods such as “down” and “insecure”. 

This suggests that subclinical psychotic experiences may be activated by changes in 

affective states and that this may happen much more easily in some individuals than in others, 

depending on differences in network structure. It also generates the hypothesis that stress may 

not only directly influence psychotic experiences, but that stress-induced alterations in other 

nodes—such as affect states—may play a crucial role in propagating the impact of stress to 

psychotic experiences in those people at risk. 

Network connectivity and risk 

The finding that the number of significant network connections increased with risk for 

psychosis is in line with theories on the relationship between network connectivity and risk in 

the field of psychiatry. It may support the notion that the complex dynamical system theory 

can be applied to mental disorders. In complex dynamical system theory, networks with a large 

number of inter-node connections are hypothesized to be rather rigid and less resilient to 

effects of stressors [41,42]. This makes sense as in such a strongly connected network a single 

trigger (stressor) that activates a first node of the network will easily cause a cascade of 

changes in the system as the initial impact is easily transferred to other nodes in the network 

[20]. Recent empirical studies add to this hypothesis [22,43] by showing that higher levels of 

mental state network connectivity were indeed associated with higher levels of (risk for) 

psychopathology. 

Our findings may therefore be compatible with the idea that vulnerability arises because 

mental states “infect” each other and to a stronger extent in individuals at risk for psychosis. 

However, we did not find a significant difference in the strength of the overall network 

connections between the 3 groups; only in the number. 

Methodological issues 

First, differing group variances in network nodes could create a problem when comparing the 

network connectivity between groups. As expected, means did not differ between relatives and 

controls. It therefore seems unlikely that differences in connection strengths between these 
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latter groups could be attributed to differences in variances. Some means, though, were higher 

in the patient group than in the other groups. This was unavoidable as patients score, of course, 

higher on certain symptom measures. 

Permutation procedures were necessary to obtain reliable coefficients in these 

complex analyses. However, CIs are not provided in the current article as it is computationally 

extremely demanding to obtain those when using permutation procedures. Also, results should 

be interpreted with caution as we cannot exclude the presence of type I or II errors. 

While it is an important strength that the current study used data from a large pooled 

dataset with ESM measurements of a total of 654 participants (total of 28 466 filled in time 

points), combining data from 6 different studies may also come with possible disadvantages. 

First, the above described variable selection only allowed for 2 psychosis items to be included 

in the current study. Second, medication status was not available for all included studies, and 

therefore, we cannot exclude the possibility that use of anti-psychotics obscured some of the 

network dynamics of patients. This would have likely resulted in a too conservative estimation 

of total network connectivity in the patient group. 

Last, the current study used group average estimates. A natural progression of this work 

is to use the data to create personalized networks based on data of individual patients. This 

requires datasets with even more measurements per individual. Such personalized networks 

are an opportunity to derive personalized precision that may help in targeting specific individual 

needs. 

CONCLUSION 

Evidence that psychopathology can be described as a complex network of interacting nodes is 

accumulating. The current study provides novel support for this idea since we found a dose-

response association between the number of significant network connections and risk for 

psychosis. Clinical interventions able to specifically target mental state cascades and reduce 

connection strengths in the network may prove valuable. 
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SUPPLEMENTARY MATERIALS

Table S1. Overview of in- and exclusion criteria of merged studies 

Study N 

PREVENT 
[29] 

N=26 

Healthy controls 

Inclusion criteria controls: 
(i) age between 18 and 45 

Exclusion criteria controls: 
(i) current axis I disorder as assessed with the Structured 

Clinical Interview for DSM-IV [44] 
(ii) family history of psychotic disorder 

MAPS 
 [10] 

N=139 

Healthy controls 
(n=49); 
First-degree 
relative (n=47); 
Psychotic disorder 
(n=43) 

Inclusion criteria for all participants: 
(i) age between 18 and 55 
(ii) sufficient command of the Dutch language 

Exclusion criteria controls: 
(i) current use of psychotropic medication 
(ii) family or personal history of psychotic symptoms 

Inclusion criteria relatives: 
(iii) first-degree relatives with a lifetime occurrence of psychotic 

symptoms 
Exclusion criteria relatives: 

(i) lifetime occurrence of psychotic symptoms 
Inclusion criteria patients: 

(i) normal physical examination results 
(ii) lifetime occurrence of psychotic symptoms as assessed with 

the Life Chart , the Brief Psychiatric Rating Scale, the 
Positive and Negative Syndrome Scale (PANSS) [45], and the 
Operational Criteria Checklist for Psychotic illness 
(OPCRIT) [46] 

Exclusion criteria patients: 
(i) endocrine, cardiovascular, or brain disease 
(ii) excessive use of alcohol (≥5 standard units per day) 
(iii) weekly use of illicit drugs 
(iv) history of head injury with loss of consciousness 
(v) need for inpatient care 

GROUP 
[26] 

N=219 

Healthy controls 
(n=83); 
First-degree 
relative  (n=70); 
Psychotic disorder 
(n=66) 

Inclusion criteria for all participants: 
(i) age between 16 and 55 
(ii) sufficient command of the Dutch language 

Exclusion criteria controls: 
(i) first-degree relative with a psychotic disorder as assessed 

with the Family Interview for Genetic Studies [47] 
Inclusion criteria relatives: 

(ii) first-degree relatives with a lifetime occurrence of psychotic 
symptoms 

Exclusion criteria relatives: 
(i) use of steroid medication 
(ii) current axis I disorder 
(iii) lifetime history of psychotic disorder 

Inclusion criteria patients: 
(iii) DSM-IV diagnosis of nonaffective psychotic disorder as 

assessed with the Comprehensive Assessment of Symptoms 
and History [48]  or Schedules for Clinical Assessment for 
Neuropsychiatry version 2.1 [49] 

Exclusion criteria patients: 
(i) brain disease 
(ii) history of head injury with loss of consciousness 
(iii) substance-related psychosis 
(iv) psychosis with a known organic cause 

STRIP 
[26] 

N=138 

Healthy controls 
(n=48); 
First-degree 
relative  (n=48); 
Psychotic disorder 
(n=42) 
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 (continued)  Table S1. Overview of in- and exclusion criteria of merged studies 

Study N 

ZAPP 
[28,50] 

N=113 

Healthy controls 
(n=38); 
Psychotic disorder 
(n=75) 

Inclusion criteria for all participants: 
(i) age between 18 and 65 
(ii) sufficient command of the Dutch language 

Inclusion criteria controls: 
(i) average range score on symptom dimensions (between 

the 45th and 55th percentile) of the Community 
Assessment of Psychic Experiences (CAPE) [51] 

Exclusion criteria controls: 
(i) high scores on paranoid items (90th percentile) on the 

CAPE 
Inclusion criteria patients: 

(i) ICD-10 diagnosis of psychotic disorder as assessed with 
OPCRIT computer program [46], PANSS [45], and the 
Life Chart [52] 

(ii) current paranoid and/or positive psychotic symptoms or 
remitted psychotic symptoms as assessed with the 
PANSS [45] (items P1, P3, P5, P6, and G9) 

Aripiprazole 
[27] 

N=19 

Psychotic disorder 

Inclusion criteria patients: 
(i) age between 18 and 65 
(ii) sufficient command of the Dutch language 
(iii) DSM-IV diagnosis of schizophrenia as generated with the 

OPCRIT computer program [46] 
(iv) insufficient therapeutic response to antipsychotic 

treatment 
(v) current use of a traditional dopamine antagonist 

antipsychotic 
Exclusion criteria patients: 

(i) hospitalization within 2 month prior to study 
(ii) endocrine, cardiovascular, or brain disease; history of 

neuroleptic malignant syndrome 
(iii) pregnancy or lactation (in women) 
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Text S1.

PERMUTATION PROCEDURE 

Below we describe the permutation procedure that was used in the analyses of the data in 

the current study. This procedure was used to identify significant network connections, for 

the comparison of specific network paths of group networks (healthy controls vs. first-

degree relatives, healthy controls vs. patients, first-degree relatives vs. patients) as well as for 

the comparison of average connectivity of group networks. Text files with the corresponding 

R code can also be found in the supplementary materials at schizophreniabulletin.oxford 

journals.org. 

Significant network connections 

A model was fitted with the actual data and the regression coefficients were saved. Then, the 

outcome variable was randomly reshuffled within subjects and the model was fitted with the 

reshuffled data. By doing this, clustering of assessments within subjects and the correlation 

between predictor variables is preserved, while any associations between the predictors (at 

time t-1) and the outcome variable (at time t) is broken. By repeating this procedure 10,000 

times, we obtained the permutation distributions of the regression coefficients under the null 

hypothesis. Finally, the observed coefficients as obtained from the model fitted with the actual 

data were compared with the permutation distributions of the estimated coefficients under 

the null hypothesis. For each coefficient, the (one-sided) p-value is then computed based on 

the proportion of times that the coefficient under the permutation distribution is as extreme 

or more extreme than the actually observed value (i.e., based on the area in the right or left 

tail of the permutation distribution, depending on whether the coefficient is positive or 

negative). The two-sided p-values were then obtained by doubling those proportions. 

Coefficients with a (two-sided) p-value below .05 were considered statistically significant. The 

R code for this test can be found supplementary materials at schizophrenia 

bulletin.oxfordjournals.org (R file name: ‘R code significant connections’). 

Specific path differences 

Models were again fitted with the actual data within each group. Then, group differences in the 

regression coefficients were calculated as follows: Coefficients of relatives were subtracted 

from coefficients of healthy controls, coefficients of patients were subtracted from coefficients 
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of relatives, and coefficients of patients were subtracted from coefficients of healthy controls. 

In the next step, group labels (healthy controls, relatives, and psychotic patients) were randomly 

reshuffled between subjects and models were fitted. Each time, group differences for each 

coefficient were computed. This was repeated a total of 10,000 times, leading to the 

permutation distributions of the size of the group differences under the null hypothesis. In 

order to determine the level of significance of the group differences, the size of the observed 

group differences for each coefficient as observed in the actual data was compared to the 

permutation distributions of the difference scores. We again computed (two-sided) p-values as 

twice the proportion of times that a group difference for a particular path under the permuted 

data was as large or larger than the one observed with the actual data. The results of this 

analysis therefore give an overview of the connections that differ significantly (p < .05) between 

groups as well as the difference in strengths of those connections. The R code for this test can 

be found in the supplementary materials at schizophreniabulletin.oxfordjournals.org (R file 

name: ‘R code specific paths differences’). 

Differences in average network connectivity 

Differences in average whole network connectivity, average internode connectivity, and average 

self-loop strength between the three groups were tested. Average whole network connectivity 

is computed based on all absolute network connections in a network (e.g., in a directed 

network with 3 nodes, there are a total of 9 network connections, i.e., 3 self-loops and 6 

connections between nodes). Average internode connectivity is computed based on all 

absolute connection strengths between nodes and average self-loop strength is computed 

based on all absolute connections that nodes have with themselves. 

Differences in these averages were then calculated; comparing healthy controls with relatives, 

relatives with patients, and healthy controls with patients. The permutation-based p-values are 

then computed as described above by permuting the group variable. The R code for these tests 

can be found elsewhere in the supplementary materials at 

schizophreniabulletin.oxfordjournals.org (R file name: ‘R code network connectivity 

differences’). 
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Computational details 

Due to the complexity of the permutation testing procedures (requiring repeated fits of the 

mixed-effects regression models), the permutation-based tests were conducted on a cluster 

computer with 128 cores (8 AMD Opteron Processor 6276 CPUs each with 16 cores) and 

512GB of RAM using parallel/multicore processing. Total computation time for the analyses 

was approximately 3000 core hours. 

 Acknowledgement

This work was carried out on the Dutch national e-infrastructure with the support of SURF 
Cooperative. 

|     Chapter 3

|     76



The cascade of stress     |

77     |





CHAPTER FOUR 

Modeling the interplay between psychological 
processes and adverse, stressful contexts and 
experiences in pathways to psychosis: an 
experience sampling study 

Annelie Klippel1,2, Inez Myin-Germeys1, UnYoung Chavez-Baldini2, Kristopher J. 
Preacher3, Matthew Kempton4, Lucia Valmaggia5,6, Maria Calem4, Suzanne So7, 
Stephanie Beards8, Kathryn Hubbard8, Charlotte Gayer-Anderson8, Adanna 
Onyejiaka5, Marieke Wichers9, Philip McGuire4,6, Robin Murray4,6, Philippa 
Garety5,6, Jim van Os2,4, Til Wykes5,6, Craig Morgan6,8, Ulrich Reininghaus 2,8 

Schizophrenia Bulletin (2017), Volume 43, Issue 2 



1Department of Neurosciences, Psychiatry Research Group, Center for Contextual Psychiatry, KU 
Leuven, Belgium; 2Department of Psychiatry and Psychology, School for Mental Health and 
Neuroscience, Maastricht University, The Netherlands; 3Psychology & Human Development, Vanderbilt 
University, USA; 4Psychosis Studies Department, Institute of Psychiatry, Psychology & Neuroscience, 
King’s College, London, UK; 5Psychology Department, Institute of Psychiatry, Psychology & 
Neuroscience, King’s College, London, UK; 6National Institute for Health Research (NIHR) Mental 
Health Biomedical Research Centre (BRC) at South London and Maudsley NHS Foundation Trust and 
King's College London; 7Department of Psychology, The Chinese University of Hong Kong, Hong Kong, 
China; 8Centre for Epidemiology and Public Health, Health Service and Population Research 
Department, Institute of Psychiatry, Psychology & Neuroscience, King’s College London, London, UK; 
9University of Groningen, University Medical Centre Groningen (UMCG), University Center Psychiatry 
(UCP), Interdisciplinary Center Psychopathology and Emotion regulation (ICPE), Groningen, The 
Netherlands 

|     Chapter 4

|     80



ABSTRACT 

Several integrated models of psychosis have implicated adverse, stressful contexts and 

experiences, and affective and cognitive processes in the onset of psychosis. In these models, 

the effects of stress are posited to contribute to the development of psychotic experiences 

via pathways through affective disturbance, cognitive biases, and anomalous experiences. 

However, attempts to systematically test comprehensive models of these pathways remain 

sparse. Using the Experience Sampling Method in 51 individuals with first-episode psychosis 

(FEP), 46 individuals with an at-risk mental state (ARMS) for psychosis, and 53 controls, we 

investigated how stress, enhanced threat anticipation, and experiences of aberrant salience 

combine to increase the intensity of psychotic experiences. We fitted multilevel moderated 

mediation models to investigate indirect effects across these groups. We found that the effects 

of stress on psychotic experiences were mediated via pathways through affective disturbance 

in all 3 groups. The effect of stress on psychotic experiences was mediated by threat 

anticipation in FEP individuals and controls but not in ARMS individuals. There was only weak 

evidence of mediation via aberrant salience. However, aberrant salience retained a substantial 

direct effect on psychotic experiences, independently of stress, in all 3 groups. Our findings 

provide novel insights on the role of affective disturbance and threat anticipation in pathways 

through which stress impacts on the formation of psychotic experiences across different stages 

of early psychosis in daily life. 
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INTRODUCTION 

There is now strong evidence that subclinical psychotic experiences are prevalent in the 

general population and phenomenologically and temporally continuous with clinical symptoms 

in psychotic disorders [1,2]. A number of psychological mechanisms have been implicated in 

the development of psychotic experiences (PE) across different stages of subclinical and clinical 

psychosis. Several integrated models of psychosis implicate adverse, stressful contexts and 

experiences, as well as affective and cognitive processes in the onset of psychosis [3-7]. These 

models propose that, in individuals with an increased premorbid vulnerability of 

biopsychosocial origin [4], the effects of stress on the development of PE are (in part) mediated 

through affective disturbances, cognitive biases, and anomalous experiences [3-5]. Unravelling 

the complex interplay between stress, affective and cognitive processes as basis for targeting 

these at an early stage, with the goal of preventing onset and achieving better outcomes of 

psychosis, is of public health importance [8-12]. 

Recently, the interplay between affective disturbances and stressful contexts and 

experiences in daily life (including stressful events, activities, and social situations) that may be 

underlying the development of PE has received much attention [12-16]. It has been repeatedly 

suggested that emotional reactivity to such routine daily hassles and minor socioenvironmental 

stressors may be an important mechanism [5,13]. Previous studies have found elevated 

emotional reactivity to minor stressors in individuals with psychotic disorder and increased 

familial or psychometric risk (i.e., a high score of sub-clinical PE) [12,16]. Similarly, a recent 

study reported elevated emotional reactivity in response to minor stressors in individuals with 

an at-risk mental state (ARMS) [17]. Previous research further suggest some degree of 

specificity, for example, of elevated emotional reactivity to social but not event-related stress 

as a putative mechanism underlying the association between childhood trauma and psychosis 

[18]. Affective disturbances, more generally, have been shown to be linked to PE across different 

stages along the psychosis continuum [19-25]. 

Cognitive models of psychosis provide a detailed specification of the cognitive 

processes associated with emotional responses to stress and consider cognitive biases, such 

as a hypervigilance for threat, to be involved in stress reactivity [4,26]. First, stressful 

experiences per se may alter cognitive interpretation and bias individuals toward hypervigilance 

for threat [3,12]. Further, cognitive models ascribe a prominent role to (stress-induced) 

affective disturbances, such as symptoms of anxiety, which are considered to drive individuals 
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into enhanced anticipation of threat [23,27]; enhanced threat anticipation, in turn, has been 

shown to be linked to the formation of PE [5,21,23,28]. 

Stress-induced emotional and cognitive changes may result in anomalous experiences 

such as experiences of aberrant novelty and salience in vulnerable individuals [4,29]. Cognitive 

models further posit, based on neurobiological approaches, that these experiences are closely 

linked to a sensitized dopaminergic system (secondary to variant genes, early neurological 

insults, and exposure to social adversity) [3,4,30], which in the event of further stressful 

experiences, even if minor, will be followed by dysregulated dopamine release, leading to the 

aberrant assignment of salience to otherwise irrelevant stimuli. As individuals seek to explain 

these experiences, biased cognitive processes (such as enhanced threat anticipation) then 

result in the appraisal of anomalous experiences as uncontrollable, threatening, externally 

caused or attributable, which, ultimately, lead to abnormal beliefs and hallucinations becoming 

symptomatic[3,4]. In this regard, PE may be seen as an attempt to make sense of these aberrant 

salient stimuli [3,30]. 

From the above, it becomes apparent that much attention has been paid to the 

association between stress and PE across different stages of psychosis. Several models have 

proposed that the formation of PE is complex and likely to be the result of the interplay 

between stress, cognitive, and affective processes. However, only a small number of studies have 

directly tested these specific pathways. Also, no study that we are aware of has tested these 

pathways in individuals’ daily lives. However, in order to elucidate the multi-factorial nature of 

psychotic disorders further, the pathways to psychosis, as proposed by prior work, should be 

tested in one comprehensive model. The primary aim of the current study therefore was to 

examine how stressful contexts and experiences (event-related, activity-related, and social 

stress), affective disturbance (i.e., negative affect), cognitive bias (i.e., enhanced threat 

anticipation), and anomalous experiences (i.e., aberrant salience) combine to increase the 

intensity of PE in daily life. We used the Experience Sampling Method (ESM) [31], a structured 

diary technique, in a sample of individuals with a first-episode psychosis (FEP), individuals with 

ARMS, and controls to test the following hypotheses (Figure 1): within each group, (1) stressful 

contexts and experiences in daily life increase the intensity of PE via pathways through affective 

disturbance, enhanced threat anticipation, and aberrant salience; (2) affective disturbance 

increases the intensity of PE through enhanced threat anticipation and aberrant salience; and 

(3) enhanced threat anticipation increases intensity of PE through experiences of aberrant 
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salience. We furthermore hypothesized that the indirect effects of stressful contexts and 

experiences on PE through affective disturbance, anomalous experiences, and cognitive bias 

are greater in FEP than in controls, ARMS than in controls, and FEP than in ARMS. 

Figure 1. Schematic representation of pathways tested within each group: The following 
hypotheses were tested within each group: (1) stressful contexts and experiences in daily life 
increase the intensity of psychotic experiences through their impact on affective disturbance, 
enhanced threat anticipation, and aberrant salience (   ); (2) affective disturbance 
increases the intensity of psychotic experiences through enhanced threat anticipation 
(               ) and aberrant salience (      ); and (3) enhanced threat anticipation increases 
intensity of psychotic experiences through their impact on experiences of aberrant salience 
(  ), while controlling for adjusted for age, gender, ethnicity, level of education, 
employment status, area-related stress and outsider status as potential confounders. 

METHODS 

Sample 

A sample of FEP individuals, ARMS individuals, and controls with no history of psychosis was 

recruited as part of the Childhood Adversity and Psychosis study and EU-GEI [32]. FEP 

individuals were recruited from mental health services in South-East London, UK. Inclusion 

criteria were: aged 18–64; resident in defined catchment area; diagnosis of FEP (ICD-10, F20-

F29, F30-F33) [33]; command of the English language. Exclusion criteria were: transient 

psychotic symptoms resulting from intoxication; psychotic symptoms precipitated by an 

organic cause. Individuals with an ARMS were recruited from Outreach and Support in South 

London [34], the West London Mental Health NHS Trust, and a community survey of General 

Practitioner (GP) practices. Inclusion criteria were: aged 18–35; presence of an ARMS as 

assessed with the CAARMS [32,35]; command of the English language. Exclusion criteria were: 

prior experience of a psychotic episode for more than 1 week as determined by the CAARMS 

Affective disturbance

Aberrant salience

Threat anticipation

Psychotic
experiences

Stress
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and Structured Clinical Interview for DSM Disorders [36]; previous treatment with an 

antipsychotic for a psychotic episode; IQ <60 measured with an adapted version of the WAIS 

[32,37]. Controls were recruited through GP lists and the national postal address file. Inclusion 

criteria were: aged 18–64; resident within the same areas as FEP individuals, command of the 

English language. Exclusion criteria were: personal/family history of psychosis, presence of PE 

as measured with the Psychosis Screening Questionnaire; and presence of an ARMS based on 

the CAARMS or the Schizophrenia Proneness Instrument–Adult version. 

 

Data collection 

Basic sample characteristics. Data on basic sample characteristics were collected with the 

modified MRC sociodemographic schedule. ICD-10 diagnosis of FEP was determined using the 

OPCRIT system. Presence of an ARMS was based on the CAARMS and the SCID. 

 

ESM measures. We used the ESM, a structured diary technique, to collect data on stress, 

negative affect, aberrant salience, threat anticipation, and PE. Using a time-based design with 

stratified random sampling, this method allows for assessing moment-to-moment fluctuations 

in daily life. Feasibility, reliability, and validity of this method in individuals with a FEP and 

individuals with an ARMS has been demonstrated recently [16,17,31]. Further information on 

the ESM procedure and variables are presented in Table 1. 
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aESM procedure: Over a period of 6 consecutive days, participants were prompted by the PsyMate “beep” signal to 
complete the ESM questionnaire 10 times a day at random moments within set blocks of time. Participants were 
provided with detailed instructions and a practice session as training in the use of the PsyMate during an initial 
briefing period. Participants were explained to stop their activity and respond to the above items when prompted 
by the beep signal as part of a comprehensive diary questionnaire assessing activities, feelings, thoughts, behaviors, 
social situations, and neighborhood surroundings in daily life. The assessment period started on any day of the week 
as selected by the participant, and the ESM questionnaire was available up to 10 minutes after the beep signal. In 
order to maximize the number of observations per participant, participants were contacted at least once during 
the assessment period to assess instruction adherence, identify any concerns associated with the method, and help 
participants with any problems in completing the ESM questionnaire. The participants’ reactivity to and compliance 
with the method was assessed in a debriefing session at the end of the assessment period. In order to be included 
in the analysis, participants had to provide valid responses to at least one-third of the beep signals.  

Table 1. ESM procedurea and measuresb of stress, negative affect, aberrant salience, threat anticipation, and 
psychotic experiences
Domain bESM measures 

Stress 

Event-related Event-related stress was assessed with 1 item in which participants rated the most 
important event since the last beep on a 7-point Likert scale (-3 = “very unpleasant” to 
3= “very pleasant). The item was reverse coded with higher ratings indicating higher 
levels of stress (a rating of -3 coded as 7 and a rating of 3 coded as 1).  

Activity-related The activity-related stress scale consisted of 3 items (“This activity is difficult for me”, 
“I would prefer doing something else”, “This is a pleasant activity” (reversed)) rated on 
a 7-point Likert (1= “not at all” to 7= “very much”).  

Social Social stress was measured with a mean of 2 items. The first item asked participants to 
indicate “Who am I with?” (e.g., partner, family, friends, colleagues, acquaintances, 
strangers, others, nobody). The second item asked participants to rate their current 
social context on a 7-point Likert scale (1= “not at all” to 7= “very much”) with 2 
questions: 1) “I would prefer to be alone [if with someone]/I would prefer to have 
company [if alone]”; 2) “I find being with these people pleasant [if with someone]/it 
pleasant to be alone [if alone]” (reversed).  

Negative affect The negative affect scale consisted of 5 items asking participants to rate the extent to 
which they felt down, lonely, anxious, insecure, and annoyed on a 7-point Likert scale 
(1= “not at all” to 7= “very much”).  

Aberrant salience Aberrant salience was assessed with 3 items (“Everything grabs my attention right now”, 
“Everything seems to have meaning right now”, and “I notice things that I haven’t noticed 
before.”) that were rated on a 7-point Likert scale (1= “not at all” to 7= “very much”). 

Threat anticipation Threat anticipation was measured by asking participants to think about what might 
happen in the next few hours and rate the item “I think that something unpleasant will 
happen” on a 7-point Likert scale (1= “not at all” to 7= “very much”). 

Psychotic 

experiences 

We used the ESM psychosis measure by Myin-Germeys et al., which consists of 8 items 
covering different aspects of mental states that are directly associated with psychotic 
experiences (“I feel paranoid”, “I feel unreal” , “I hear things that aren't really there”, “I 
see things that aren't really there”, “I can’t get these thoughts out of my head”, “My 
thoughts are influenced by others”, “It's hard to express my thoughts in words”, and “I 
feel like I am losing control”).  Participants were asked to rate the intensity of psychotic 
experiences on a 7-point Likert scale (1= “not at all” to 7= “very much”). These items 
have been reported to show high levels of internal consistency in previous studies 
(Cronbach’s alpha=0.80) [38] as well as in the current study (Cronbach’s ɑ=0.90) [17]. 
They have been further shown to have good convergent validity with interviewer-rated 
measures of psychosis (r=0.45, P<0.001) the PANSS (r=0.45; P<0.001) [38] as well as 
good concurrent validity with negative affect (r=0.68, P<0.001) [17]. 
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Statistical analysis 

Multilevel moderated mediation models were fitted in MPlus, Version 7 [39], with multiple 

observations (level 1) being treated as nested within subjects (level 2). A detailed description 

of these models is included in the online supplementary methods. The total effect of each 

stress variable (event-related, activity-related, and social stress) in daily life (level 1) on intensity 

of PE (level 1) was apportioned into direct and indirect (or, synonymously, mediating) effects 

through negative affect, aberrant salience, and enhanced threat anticipation (level 1) using the 

product of coefficients strategy. Group (FEP, ARMS, controls) was used as the moderator 

variable (level 2) of direct and conditional indirect which allowed us to test whether conditional 

indirect effects were greater in (1) FEP than in controls, (2) ARMS than in controls, and (3) FEP 

than in ARMS [40-42]. We first fitted separate simple moderated multilevel mediation models: 

(1) with one independent variable for event-related stress, activity-related stress, or social 

stress, one mediator variable for negative affect, threat anticipation or aberrant salience, and 

one outcome variable for PE; (2) with one independent variable for negative affect, one 

mediator variable for threat anticipation or aberrant salience, and one outcome variable for 

PE; and (3) with enhanced threat anticipation as independent variable, aberrant salience as 

mediator variable, and PE as outcome variable. Based on evidence of mediation in these models, 

we next fitted a multiple multilevel moderated mediation model to examine the relative 

contribution of direct effects and specific indirect effects via these pathways simultaneously  

[43]. All analyses were adjusted for age, gender, ethnicity, level of education, employment status 

as potential confounders. 

 

RESULTS 

Basic sample characteristics 

ESM data were collected for 165 participants (59 FEP, 51 ARMS, 55 controls). Fifteen 

participants were excluded from the analysis due to an insufficient number of valid responses 

(<19), resulting in a sample of 150 participants (51 FEP, 46 ARMS, 53 controls). The control 

group was slightly older and included more women than the FEP group (supplementary Table 

S1). ARMS and FEP individuals showed higher levels of stress, negative affect, aberrant salience, 

threat anticipation, and PE compared to controls (supplementary Table S2). The magnitude of 

correlations between stress, negative affect, aberrant salience, threat anticipation, and PE was 

moderate to small (supplementary Table S3). 
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Simple moderated mediation models 

To examine pathways from stress to PE via negative affect, aberrant salience, and threat 

anticipation, we first fitted simple multilevel moderated mediation models (Table 2). Indirect 

effects of all markers of stress on intensity of PE via negative affect were significant at 

conventional levels (P< .05) in all groups. This indicated that an increase of stress was associated 

with higher levels of negative affect, which, in turn, was associated with more intense PE. The 

indirect effect of event- and activity-related stress was greater in ARMS than in controls 

(P< .05). 

Models including pathways from stress to PE via threat anticipation showed that, in all 

3 groups, the effects of event-related, activity-related, and social stress on PE were mediated 

via enhanced threat anticipation, with a similar magnitude of indirect effects across groups 

(Table 2). 

When we examined models of stress, aberrant salience, and PE, there was a negative 

indirect effect of event-related stress on PE via aberrant salience in FEP individuals (B= −0.015, 

P= .011). When we inspected individual paths of this negative indirect effect, this indicated that 

higher levels of event-related stress were associated with less intense experiences of aberrant 

salience (B= −0.079,P= .010), which was, in turn, associated with less intense PE (B= 0.190, 

P< .001) in FEP individuals. 

Turning to models of affective disturbance, threat anticipation, and PE (Table 2), some 

of the effects of affective disturbance on more intense PE were mediated via enhanced threat 

anticipation, independently of stress, in FEP individuals, controls and, at trend level, ARMS 

individuals. There was no evidence of an indirect effect of affective disturbance on PE via 

aberrant salience in any of the groups. Inspecting, finally, the model of threat anticipation, 

aberrant salience, and PE, the indirect effects of threat anticipation on PE via aberrant salience 

fell short of statistical significance in all 3 groups (Table 2). 

Final multiple moderated mediation model 

When we probed findings from simple moderated mediation models further, and examined 

indirect effects of stress, affective disturbance, threat anticipation, and aberrant salience in the 

multiple multilevel moderated mediation model, there was evidence that the indirect effects of 

all markers of stress on PE via more intense negative affect remained significant in all (all P 

< .049; Table 3, supplementary Figure S1). The relative contribution of this indirect effect, from 
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stress to PE through negative affect, was larger than the contribution of other indirect 

pathways. This was especially apparent in pathways from activity-related stress to PE, in which 

the total and total indirect effects were mostly accounted for by indirect effects through 

negative affect. The specific indirect effect from activity-related stress to PE via negative affect 

was significantly greater in ARMS than controls (B= 0.018, P= .039) and, at trend level, in FEP 

individuals than controls (B= 0.017, P= .072). 

 Turning to pathways from stress via threat anticipation to more intense PE, the indirect 

effects of activity-related stress via enhanced threat anticipation remained significant in FEP 

individuals (B= 0.011, P< .001) and controls (B= 0.005, P= .004), independently of pathways via 

negative affect, but was attenuated and ceased to be statistically significant in ARMS individuals. 

Further, there was evidence in FEP individuals and controls that some of the effects of activity-

related and social stress were mediated via negative affect followed by threat anticipation and, 

then, PE. While the indirect effect of event-related stress on PE via aberrant salience remained 

significant in FEP individuals (B= −0.012, P= .009), there was strong evidence of a direct effect 

of aberrant salience on more intense PE in all three groups (independent of all other direct 

and indirect effects). 

 The indirect effect of negative affect on PE via threat anticipation remained significant, 

independently of the effects of stress, in FEP individuals and controls in the multiple mediation 

model. However, we found no significant indirect effects of affective disturbance and threat 

anticipation via aberrant salience. 
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DISCUSSION 

Principal findings 

This study sought to move beyond previous experience sampling investigations of single 

psychological processes in daily life to investigate specific pathways derived from contemporary 

models of psychosis and examine how momentary stress, affective disturbance, threat 

anticipation, and aberrant salience combine in the development of PE (figure 2). We found 

strong and consistent evidence that momentary stress increases the intensity of PE via 

pathways through affective disturbance in FEP individuals, ARMS individuals, and controls, with 

only weak evidence of greater indirect effects in FEP and ARMS individuals than controls. There 

was further evidence that the effects of activity-related stress via threat anticipation remained 

significant, independently of pathways via affective disturbance, in FEP individuals and controls 

but not ARMS individuals. We also found some evidence of pathways from activity-related and 

social stress via affective disturbance followed by threat anticipation and, then, PE in FEP 

individuals and controls. A negative indirect effect was evident for the pathway of event-related 

stress on PE via aberrant salience in FEP individuals. We found no evidence of indirect effects 

of affective disturbance and threat anticipation via aberrant salience. The latter retained, 

however, a significant direct effect on PE. 

Figure 2. Schematic representation main findings across groups. This figure gives an overview 
of all consistent indirect effects of stress on psychotic experiences via pathways through 
affective disturbance, enhanced treat anticipation, and aberrant salience. Only findings with at 
least one significant indirect path in at least one group were considered in this representation. 
See Supplementary figure 1. for a detailed breakdown of significant (P<0.005) indirect effects 
per group and per marker of stress. 

Stress

Affective disturbance

Aberrant salience

Threat anticipation

Psychotic
experiences

Weak evidence

Moderate evidence

Strong evidence
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Methodological considerations 

The current findings should be viewed in the light of potential limitations. First, we used cross-

sectional and not time-lagged, multilevel moderated mediation models to investigate specific 

pathways due to sample size restrictions, providing insufficient power for fitting such 

computationally intensive models. This did not allow us to examine the temporal order of these 

variables as one important criterion for establishing causality. Hence, analyses using time-lagged 

models of larger samples are now needed to further elucidate the complex interplay of, and 

potential reciprocal associations between, psychological processes and momentary stress over 

time. However, the current study was the first to investigate and systematically test, in daily life, 

the indirect effects of stress on PE via pathways through affective disturbance, threat 

anticipation, aberrant salience and PE that have been repeatedly proposed in conceptual models 

of psychosis. Specifically, we tested a comprehensive, fully adjusted multiple multilevel 

moderated mediation model in a sample of controls, ARMS individuals, and FEP individuals, 

allowing us, at the same time, to minimize the potential impact of illness chronicity and other 

consequences of psychotic disorder. As such, this study advances previous research using 

network modeling of ESM data [44-47], which have not yet investigated indirect effects of 

stress, negative affect and other psychological mechanisms in the development of PE. 

 Second, ESM data collection is time-intensive and possibly associated with assessment 

burden for participants and, in turn, selection bias. However, previous research has shown that 

the ESM is a feasible, reliable, and valid assessment method in various populations [16,17,31,48]. 

Applying this method enabled us to study the interplay of psychological processes in everyday 

life where these processes and their association with PE naturally occur. 

 Third, the magnitude of the indirect effects was, overall, small, with the greatest indirect 

effects being evident for pathways from stress to negative affect to PE. This was particularly 

evident for the longer indirect pathways via negative affect and threat anticipation. In mediation 

analyses using the product of coefficients strategy, longer indirect pathways are, by definition, 

of smaller magnitude, given their computation is based on the product of a higher number of 

individual path coefficients. In the current study, individual path coefficients (supplementary 

Figure 1) were of similar magnitude to what has been observed in previous ESM studies. In 

ESM studies, effects of this magnitude may be considered important given they occur in the 

flow of daily life and, thereby, have a considerable cumulative impact on individuals over time 

[49]. However, while total and total indirect effects of the indirect pathway with the largest 
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magnitude from activity-related stress to PE were mostly accounted for by specific indirect 

effects through negative affect, even for this pathway a fair proportion of the total effect was 

still explained by the direct effect, suggesting evidence of partial mediation via this pathway. 

Hence, a number of other unmeasured factors and mechanisms may be operating on this and 

other pathways investigated that would need to be added before full mediation of the effects 

of stress on PE may be observed. Also, while indirect pathways of stress via affective disturbance 

were specifically related to intensity of PE as an outcome, differences in magnitude of indirect 

effects across the 3 groups were, overall, small, and most differences were not statistically 

significant at conventional levels, possibly due to limited statistical power to detect such small 

differences. However, it is noteworthy in this context that ARMS and FEP individuals reported, 

on average, higher levels of stress, negative affect, aberrant salience, threat anticipation, and PE 

than controls (supplementary Table 2). This tentatively suggests that, even if the magnitude of 

differences in indirect effects across groups was small, the greater prevalence of stress in ARMS 

and FEP individuals may contribute to the development of PE via pathways through negative 

affect (and, in FEP individuals, higher levels of negative affect via threat anticipation and so forth). 

Fourth, we investigated a number of a priori hypothesized, specific indirect effects of 

event-related, area-related and social stress via 3 distinct pathways (affective disturbance, 

aberrant salience, threat anticipation), which reflects the complexity of current models of the 

etiology of psychosis. This may have, nonetheless, inflated type I error and resulted in over- or 

under-estimation of indirect effects. Therefore, careful replication in independent samples is 

required before firm conclusions can be drawn. However, pathways to psychosis have 

frequently been tested in isolation, thereby, ignoring the complexity involved and the potential 

impact of unmeasured impact or confounding by other pathways. All specific indirect effects 

reported in the final multiple moderated mediation model were included simultaneously to 

examine their relative contribution, which reflects a considerable advance over previous 

research, primarily testing pathways via affective disturbance, threat anticipation, and aberrant 

salience in isolation. 

Comparison with previous research 

Recently, a number of integrated models of psychosis have implicated stress, affective and 

cognitive processes in the onset of psychosis and specifically posited that, in individuals with 

heightened vulnerability of biopsychosocial origin, the effects of stress on PE are mediated via 
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pathways through affective disturbances, anomalous experiences, and cognitive biases [3,5-

7,13,22,23,28]. While these models are now common ground and highly cited in psychosis 

research, attempts to systematically test comprehensive models of the complex interplay 

between psychological processes and stressful contexts and experiences in the origins of 

psychosis remain sparse [21,22]. 

 Elevated emotional reactivity to minor stressors has received great attention as a 

putative underlying mechanism in psychotic disorders [13,16,17]. Individuals with increased 

familial and psychometric risk for psychosis have been found to experience an increased 

emotional reactivity to minor stressors in daily life [16,17,50,51]. More generally, various 

models of psychosis have posited that the effects of stress are mediated via affective 

disturbance [3-5] and may reflect what has previously been coined an affective pathway to 

psychosis [13]. Our findings provide new evidence in support of this proposition, as this is the 

first ESM study to report that affective disturbance mediates the link from momentary stress 

to PE in daily life across different stages of early psychosis. In contrast to findings from previous 

research suggesting some degree of specificity for certain types of stressors for the formation 

of PE [18], we found evidence that the effects of all stress variables (i.e., event-related, activity-

related, and social stress) were mediated via pathways through affective disturbances. Further, 

while indirect effects of activity-related stress were greatest, there was no strong evidence of 

differences in magnitude of indirect effects via affective disturbance for different types of 

stressors. 

 Changes in the emotional response to stress have moreover been linked to cognitive 

biases such as enhanced anticipation of threat [22,27]. It has been suggested that enhanced 

threat anticipation combines with affective disturbance in the development of PE 

[4,27]. However, the precise nature of this pathway remained unclear. The current results point 

toward a link from stressful contexts and experiences to affective disturbance, followed by 

threat anticipation and, in turn, the formation of PE. This corroborates the prominent role 

ascribed to (stress-induced) affective disturbances such as symptoms of anxiety, which 

cognitive models of psychosis consider to be key in enhancing anticipation of threat and, in 

turn, intensity of PE [23,27]. However, this pathway via enhanced threat anticipation was 

attenuated and ceased to be statistically significant in ARMS individuals, while controlling for 

pathways via affective disturbance in our final adjusted model. This finding may tentatively 

suggest a greater relevance of affective pathways rather than pathways via threat anticipation 

The interplay of psychological processes and stress     |

99     |



in the prodromal period of psychosis when a considerable proportion experience comorbid 

anxiety and depression [52]. 

We did not find evidence in support of our hypotheses that aberrant salience mediated 

the effects of threat anticipation and negative affect on PE. What is more, event-related stress 

was associated with a slight decrease in aberrant salience, which, in turn, was associated with 

less intense PE in FEP individuals, who all (but one) received prior or ongoing treatment with 

antipsychotic medication. While tentative, the effects of antipsychotic medication may in part 

explain the finding of event-related stress on decreased aberrant salience in FEP individuals 

[29]. More importantly, however, aberrant salience retained, independently of stress, a 

substantial direct effect on PE, which supports previous propositions by cognitive models and 

neurobiological approaches [4,29] that experiences of aberrant salience occur as a result of 

dopamine release independent of cue and context due to hyperactivity of the mesolimbic 

dopaminergic system [29]. In other words, augmented levels of aberrant salience may not be 

due to current contextual factors such as momentary stress, but primarily play a role in the 

formation of PE if genes, early neurological insults and adverse social environments impacted 

and sensitized the dopaminergic system at a developmentally earlier stage [3-5]. Clinically, our 

findings suggest that the antipsychotic effects on dopamine dysregulation in FEP individuals may 

target one potential pathway, but not the pathways of stress via affective disturbance and threat 

anticipation on psychosis to the same extent. 

CONCLUSIONS 

This study provides evidence on the interplay between psychological processes and stress in 

the origins of psychosis and, thereby, contributes to improving our understanding of psychoses 

as disorders with very complex etiologies. Our findings underscore the important role that 

affective disturbance, particularly emotional reactivity, and threat anticipation may play as 

putative mechanisms through which stress impacts on the formation of PE. Evidence on the 

psychological processes, and their interplay with stress, underlying the occurrence and 

persistence of PE in daily life is vital for gaining a better understanding of when and how to 

intervene to reduce intensity of PE. This, then, provides the basis for translational research 

using ecological interventionist causal models targeting these psychological processes in daily 

life through novel, personalized ecological momentary interventions that deliver treatment in 

the real-world and in real-time, tailored to what individuals need in a 
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given moment and context through interactive delivery schemes [11,53]. Developing and 

evaluating these interventions with the goal of promoting resilience to stress and achieving 

sustainable change in intended psychosis outcomes under real-world conditions is of 

considerable public health importance and an important next step toward preventing onset 

and improving long-term outcomes of psychosis. 

 

  

The interplay of psychological processes and stress     |

101     |



REFERENCES 

1. Linscott RJ, van Os J (2013) An updated and conservative systematic review and meta-analysis of
epidemiological evidence on psychotic experiences in children and adults: on the pathway from 
proneness to persistence to dimensional expression across mental disorders. Psychol Med 43 (6):1133-
1149 

2. Van Os J, Linscott RJ (2012) Introduction: the extended psychosis phenotype—relationship with
schizophrenia and with ultrahigh risk status for psychosis. Schizophr Bull 38 (2):227-230 

3. Howes OD, Murray RM (2014) Schizophrenia: an integrated sociodevelopmental-cognitive model. 
The Lancet 383 (9929):1677-1687 

4. Garety PA, Bebbington P, Fowler D, Freeman D, Kuipers E (2007) Implications for neurobiological
research of cognitive models of psychosis: a theoretical paper. Psychol Med 37 (10):1377-1391 

5. Morgan C, Charalambides M, Hutchinson G, Murray RM (2010) Migration, ethnicity, and psychosis: 
toward a sociodevelopmental model. Schizophr Bull 36 (4):655-664 

6. Akdeniz C, Tost H, Meyer-Lindenberg A (2014) The neurobiology of social environmental risk for
schizophrenia: an evolving research field. Soc Psychiatry Psychiatr Epidemiol 49 (4):507-517 

7. Reininghaus U, Morgan C (2014) Integrated models in psychiatry: the state of the art. Soc Psychiatry
Psychiatr Epidemiol 49 (1):1-2 

8. Garety PA, Fowler DG, Freeman D, Bebbington P, Dunn G, Kuipers E (2008) Cognitive--behavioural
therapy and family intervention for relapse prevention and symptom reduction in psychosis: randomised 
controlled trial. Br J Psychiatry 192 (6):412-423  

9. Malla A, Iyer S, McGorry P, Cannon M, Coughlan H, Singh S, Jones P, Joober R (2016) From early
intervention in psychosis to youth mental health reform: a review of the evolution and transformation 
of mental health services for young people. Soc Psychiatry Psychiatr Epidemiol 51 (3):319-326  

10. McGorry PD, Nelson B, Goldstone S, Yung AR (2010) Clinical staging: a heuristic and practical
strategy for new research and better health and social outcomes for psychotic and related mood 
disorders. Can J Psychiatry 55 (8):486-497  

11. Reininghaus U, Depp CA, Myin-Germeys I (2016) Ecological Interventionist Causal Models in
Psychosis: Targeting Psychological Mechanisms in Daily Life. Schizophr Bull 42 (2):264-269 

12. Reininghaus U, Kempton MJ, Valmaggia L, Craig TK, Garety P, Onyejiaka A, Gayer-Anderson C, So SH, 
Hubbard K, Beards S, Dazzan P, Pariante C, Mondelli V, Fisher HL, Mills JG, Viechtbauer W, McGuire P, 
van Os J, Murray RM, Wykes T, Myin-Germeys I, Morgan C (2016) Stress Sensitivity, Aberrant Salience, 
and Threat Anticipation in Early Psychosis: An Experience Sampling Study. Schizophr Bull 42 (3):712-722  

13. Myin-Germeys I, van Os J (2007) Stress-reactivity in psychosis: evidence for an affective pathway to
psychosis. Clin Psychol Rev 27 (4):409-424 

14. Collip D, Nicolson NA, Lardinois M, Lataster T, van Os J, Myin-Germeys I (2011) Daily cortisol, stress
reactivity and psychotic experiences in individuals at above average genetic risk for psychosis. Psychol 
Med 41 (11):2305-2315  

|     Chapter 4

|     102



15. Lataster T, Wichers M, Jacobs N, Mengelers R, Derom C, Thiery E, Van Os J, Myin-Germeys I (2009) 
Does reactivity to stress cosegregate with subclinical psychosis? A general population twin study. Acta 
Psychiatr Scand 119 (1):45-53  
 
16. Myin-Germeys I, van Os J, Schwartz JE, Stone AA, Delespaul PA (2001) Emotional reactivity to daily 
life stress in psychosis. Arch Gen Psychiatry 58 (12):1137-1144  
 
17. Palmier-Claus JE, Dunn G, Lewis SW (2012) Emotional and symptomatic reactivity to stress in 
individuals at ultra-high risk of developing psychosis. Psychol Med 42 (5):1003-1012  
 
18. Reininghaus U, Gayer-Anderson C, Valmaggia L, Kempton MJ, Calem M, Onyejiaka A, Hubbard K, 
Dazzan P, Beards S, Fisher HL, Mills JG, McGuire P, Craig TK, Garety P, van Os J, Murray RM, Wykes T, 
Myin-Germeys I, Morgan C (2016) Psychological processes underlying the association between 
childhood trauma and psychosis in daily life: an experience sampling study. Psychol Med 46 (13):2799-
2813  
 
19. Thewissen V, Bentall RP, Oorschot M, à Campo J, van Lierop T, van Os J, Myin-Germeys I (2011) 
Emotions, self-esteem, and paranoid episodes: An experience sampling study. Br J Clin Psychol 50 
(2):178-195  
 
20. Varghese D, Scott J, Welham J, Bor W, Najman J, O'Callaghan M, Williams G, McGrath J (2011) 
Psychotic-like experiences in major depression and anxiety disorders: a population-based survey in 
young adults. Schizophr Bull 37 (2):389-393  
 
21. Bentall RP, Rowse G, Shryane N, Kinderman P, Howard R, Blackwood N, Moore R, Corcoran R 
(2009) The cognitive and affective structure of paranoid delusions: a transdiagnostic investigation of 
patients with schizophrenia spectrum disorders and depression. Arch Gen Psychiatry 66 (3):236-247  
 
22. Fowler D, Hodgekins J, Garety P, Freeman D, Kuipers E, Dunn G, Smith B, Bebbington PE (2012) 
Negative cognition, depressed mood, and paranoia: a longitudinal pathway analysis using structural 
equation modeling. Schizophr Bull 38 (5):1063-1073  
 
23. Freeman D, Garety PA, Kuipers E, Fowler D, Bebbington PE (2002) A cognitive model of persecutory 
delusions. Br J Clin Psychol 41 (4):331-347  
 
24. Wigman JT, van Nierop M, Vollebergh WA, Lieb R, Beesdo-Baum K, Wittchen HU, van Os J (2012) 
Evidence that psychotic symptoms are prevalent in disorders of anxiety and depression, impacting on 
illness onset, risk, and severity--implications for diagnosis and ultra-high risk research. Schizophr Bull 38 
(2):247-257  
 
25. Kramer I, Simons CJP, Wigman JTW, Collip D, Jacobs N, Derom C, Thiery E, van Os J, Myin-Germeys 
I, Wichers M (2014) Time-Lagged Moment-to-Moment Interplay Between Negative Affect and Paranoia: 
New Insights in the Affective Pathway to Psychosis. Schizophr Bull 40 (2):278-286  
 
26. Freeman D, Garety P (2014) Advances in understanding and treating persecutory delusions: a review. 
Soc Psychiatry Psychiatr Epidemiol 49 (8):1179-1189  
 
27. Freeman D, Dunn G, Fowler D, Bebbington P, Kuipers E, Emsley R, Jolley S, Garety P (2013) Current 
paranoid thinking in patients with delusions: the presence of cognitive-affective biases. Schizophr Bull 
39 (6):1281-1287  
 
28. Garety PA, Bebbington P, Fowler D, Freeman D, Kuipers E (2007) Implications for neurobiological 
research of cognitive models of psychosis: a theoretical paper. Psychol Med 37 (10):1377-1391  

The interplay of psychological processes and stress     |

103     |



29. Kapur S (2003) Psychosis as a state of aberrant salience: a framework linking biology, 
phenomenology, and pharmacology in schizophrenia. Am J Psychiatry 160 (1):13-23 

30. Howes OD, Kapur S (2009) The dopamine hypothesis of schizophrenia: version III--the final common
pathway. Schizophr Bull 35 (3):549-562 

31. Myin-Germeys I, Oorschot M, Collip D, Lataster J, Delespaul P, van Os J (2009) Experience sampling
research in psychopathology: opening the black box of daily life. Psychol Med 39 (9):1533-1547 

32. European Network of National Networks studying Gene-Environment Interactions in S (2014)
Identifying Gene-Environment Interactions in Schizophrenia: Contemporary Challenges for Integrated, 
Large-scale Investigations. Schizophr Bull 40 (4):729-736  

33. World Health Organization (1992) The ICD-10 classification of mental and behavioural disorders: 
clinical descriptions and diagnostic guidelines. Geneva: World Health Organization, 

34. Fusar-Poli P, Byrne M, Badger S, Valmaggia LR, McGuire PK (2013) Outreach and support in south
London (OASIS), 2001-2011: ten years of early diagnosis and treatment for young individuals at high 
clinical risk for psychosis. Eur Psychiatry 28 (5):315-326  

35. Yung AR, Yuen HP, McGorry PD, Phillips LJ, Kelly D, Dell'Olio M, Francey SM, Cosgrave EM, Killackey
E, Stanford C, Godfrey K, Buckby J (2005) Mapping the onset of psychosis: the Comprehensive 
Assessment of At-Risk Mental States. Aust N Z J Psychiatry 39 (11-12):964-971  

36. First MB, Gibbon M (2004) The Structured Clinical Interview for DSM-IV Axis I Disorders (SCID-I)
and the Structured Clinical Interview for DSM-IV Axis II Disorders (SCID-II).  

37. Ryan JJ, Weilage ME, Spaulding WD (1999) Accuracy of the seven subtest WAIS-R short form in
chronic schizophrenia. Schizophr Res 39 (1):79-83 

38. Myin-Germeys I, Delespaul P, van Os J (2005) Behavioural sensitization to daily life stress in psychosis. 
Psychol Med 35 (5):733-741 

39. Muthen LK, Muthen B (1998-2016) Mplus Version 7. MPlus, Los Angeles, CA.

40. Preacher KJ, Rucker DD, Hayes AF (2007) Addressing Moderated Mediation Hypotheses: Theory,
Methods, and Prescriptions. Multivariate Behav Res 42 (1):185-227 

41. Bauer DJ, Preacher KJ, Gil KM (2006) Conceptualizing and testing random indirect effects and
moderated mediation in multilevel models: new procedures and recommendations. Psychol Methods 
11 (2):142-163  

42. Selig JP, Preacher KJ (2008, June) Monte Carlo method for assessing mediation: An interactive tool
for creating confidence intervals for indirect effects [Computer software]. http://quantpsy.org/.  

43. Preacher KJ (2015) Advances in mediation analysis: a survey and synthesis of new developments. 
Annu Rev Psychol 66:825-852 

44. Wigman JTW, van Os J, Borsboom D, Wardenaar KJ, Epskamp S, Klippel A, Viechtbauer W, Myin-
Germeys I, Wichers M, Merge (2015) Exploring the underlying structure of mental disorders: cross-
diagnostic differences and similarities from a network perspective using both a top-down and a bottom-
up approach. Psychol Med 45 (11):2375-2387  

|     Chapter 4

|     104

http://quantpsy.org/


 
45. Pe ML, Kircanski K, Thompson RJ, Bringmann LF, Tuerlinckx F, Mestdagh M, Mata J, Jaeggi SM, 
Buschkuehl M, Jonides J (2015) Emotion-network density in major depressive disorder. Clin Psychol Sci 
3 (2):292-300  
 
46. Bringmann LF, Vissers N, Wichers M, Geschwind N, Kuppens P, Peeters F, Borsboom D, Tuerlinckx F 
(2013) A network approach to psychopathology: new insights into clinical longitudinal data. PLoS One 
8 (4):e60188  
 
47. Wichers M, Wigman J, Myin-Germeys I (2015) Micro-level affect dynamics in psychopathology 
viewed from complex dynamical system theory. Emot Rev 7 (4):362-367  
 
48. Edwards CJ, Cella M, Tarrier N, Wykes T (2016) The optimisation of experience sampling protocols 
in people with schizophrenia. Psychiatry Res 244:289-293  
 
49. Lardinois M, Lataster T, Mengelers R, Van Os J, Myin-Germeys I (2011) Childhood trauma and 
increased stress sensitivity in psychosis. Acta Psychiatr Scand 123 (1):28-35  
 
50. Devylder JE, Ben-David S, Schobel SA, Kimhy D, Malaspina D, Corcoran CM (2013) Temporal 
association of stress sensitivity and symptoms in individuals at clinical high risk for psychosis. Psychol 
Med 43 (2):259-268  
 
51. Collip D, Myin-Germeys I, Van Os J (2008) Does the Concept of “Sensitization” Provide a Plausible 
Mechanism for the Putative Link Between the Environment and Schizophrenia? Schizophr Bull 34 
(2):220-225  
 
52. Fusar-Poli P, Nelson B, Valmaggia L, Yung AR, McGuire PK (2014) Comorbid depressive and anxiety 
disorders in 509 individuals with an at-risk mental state: impact on psychopathology and transition to 
psychosis. Schizophr Bull 40 (1):120-131  
 
53. Steinhart H, Myin‐Germeys I, Reininghaus U (In press) Translating treatment of mental health 
problems to daily life: a guide to the development of ecological momentary interventions. In: Palmier-
Claus JE, Haddock G, Varese F (eds) A Guide to Experiences Sampling in Mental Health Research and 
Practice.  
 
54. Muthen LK, Muthen B (1998-2016) MPlus Version 7. MPlus, Los Angeles, CA 
 
55. Preacher KJ, Rucker DD, Hayes AF (2007) Addressing moderated mediation hypotheses: Theory, 
methods, and prescriptions. Multivariate Behav Res 42 (1):185-227  
 
56. Selig JP, Preacher KJ (2008) Monte Carlo method for assessing mediation: An interactive tool for 
creating confidence intervals for indirect effects [Computer software].   
 
57. Bauer DJ, Preacher KJ, Gil KM (2006) Conceptualizing and testing random indirect effects and 
moderated mediation in multilevel models: new procedures and recommendations. Psychol Methods 
11 (2):142  
 
58. Preacher KJ, Selig JP (2012) Advantages of Monte Carlo confidence intervals for indirect effects. 
Commun Methods Meas 6 (2):77-98  
  

The interplay of psychological processes and stress     |

105     |



SUPPLEMENTARY MATERIALS

Statistical analysis 

ESM data have a multilevel structure, such that multiple observations are nested within subjects. 

Multilevel moderated mediation models were fitted in MPlus, Version 7,[54] to control for 

within-subject clustering of multiple observations [43,55], using the MLR estimator, which 

allows for the use of all available data under the relatively unrestrictive assumption that data is 

missing at random if all variables associated with missing values are included in the model. In a 

two-level model, multiple observations (level 1) were treated as nested within subjects (level 

2). The total effect of stressful contexts and experiences (event-related, activity-related, and 

social stress) in daily life (level 1) on intensity of psychotic experiences (level 1) was 

apportioned into direct and indirect (or, synonymously, mediating) effects through negative 

affect, aberrant salience, and enhanced threat anticipation (level 1) using the product of 

coefficients strategy. This strategy quantifies the point estimate of the indirect effect as the 

product of the coefficient of independent variable on mediator variable (path a) and the 

coefficient of mediator variable on dependent variable (path b). We used statistical software 

by Selig and Preacher [56]  for computing Monte Carlo confidence intervals and assessing 

statistical significance of indirect effects, given their advantages over rival methods in the 

context of multiple multilevel mediation models [43,57]. Group (FEP, ARMS, controls) was used 

as the moderator variable (level 2) of direct and conditional indirect effects in all analyses based 

on a multilevel moderated mediation approach, in which the moderator variable is the 

predictor of the a and b paths (see above) and the strength of the indirect effect of the level 1 

independent variable depends on the level 2 moderator variable [43,58]. This allowed us to 

test whether conditional indirect effects were greater in a) FEP than in controls, b) ARMS than 

in controls, and c) FEP than in ARMS by computing differences in conditional indirect effects 

using the model constraint command in MPlus [54] and calculating respective Monte Carlo 

confidence intervals [55,57]. We first fitted separate simple moderated multilevel mediation 

models (including variables associated with missing values (i.e., age, group) [12]): 1) with one 

independent variable for event-related stress, activity-related stress, or social stress, one 

mediator variable for negative affect, threat anticipation or aberrant salience, and one outcome 

variable for psychotic experiences; 2) with one independent variable for negative affect, one 

mediator variable for threat anticipation or aberrant salience, and one outcome variable for 

psychotic experiences; and 3) with enhanced threat anticipation as independent variable, 
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aberrant salience as mediator variable, and psychotic experiences as outcome variable. Based 

on evidence of mediation via negative affect, threat anticipation and aberrant salience in these 

models, we next fitted a multiple multilevel moderated mediation model to examine the 

relative contribution of direct effects and specific indirect effects via these pathways 

simultaneously [43]. All analyses were adjusted for age, gender, ethnicity, level of education, 

employment status and, based on findings from previous ESM research [12], area-related stress 

and outsider status as potential confounders by including these variables as predictors of each 

mediator and dependent variable. 
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ABSTRACT 

Background. Several models propose that the effects of momentary stress on psychotic 

experiences are partly mediated through affective disturbance. However, attempts to 

systematically test comprehensive models of this pathway in daily life remain sparse. Also, 

although longitudinal effects of momentary stress on psychotic experiences via indirect effects 

of affective disturbance have been suggested, to date, they have not been tested systematically. 

The aim of the current study was to investigate whether momentary stress increases the 

intensity of psychotic experiences via affective disturbance in daily life. Furthermore, the 

reverse pathway from psychotic experiences to stress, via affective disturbance was 

investigated. 

Method. The Experience Sampling Method was used in a pooled data set of six studies with 

245 individuals with a diagnosis of psychosis, 165 unaffected first-degree relatives, and 244 

healthy control individuals. Multilevel moderated mediation models were fitted to investigate 

indirect effects across groups at one measurement occasion/cross-sectionally. In addition to 

that, we fitted multilevel cross-lagged panel models to investigate indirect effects in the 

proposed pathways across two measurement occasions.  

Results. Evidence on indirect effects from cross-sectional models indicated that, in all three 

groups, effects of stress on psychotic experiences were mediated by negative affect. We 

furthermore found evidence that effects of psychotic experiences on stress were mediated by 

affective disturbance in all three groups. Only in controls, there was evidence of a longitudinal 

indirect effect of stress on psychotic experiences via negative affect.  

Conclusions. Our findings suggest strong fluctuations for the proposed affective pathway to 

psychosis and, more tentatively, a rapid vicious cycle of stress impacting psychotic experiences, 

and vice versa, via affective disturbances. This, in turn, highlights the importance of investigating 

reciprocal effects between these aspects.  
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INTRODUCTION 

Recently, the psychosis phenotype has widely been characterized as a continuum of severity 

and persistence of psychotic experiences. Supporting the notion of a continuum, subclinical 

expressions of psychotic symptoms are prevalent among the general population [1], associated 

with a family history of psychotic disorders [2], and an increased risk for developing a psychotic 

disorder [1,3]. In recent years, studies have implicated a variety of different putative, 

psychological mechanisms that may be involved in the development and persistence of 

psychotic experiences along the continuum of psychosis [4-9].   

Elevated stress sensitivity is a psychological mechanism that has been widely studied in daily 

life using ecological momentary assessment strategies, such as the Experience Sampling Method 

(ESM) [10,11]. Stress sensitivity has been conceptualized as increased mood and psychotic 

reactivity to daily events and minor disturbances and has been found in both psychotic patients 

and individuals with an increased risk of developing a psychotic disorder (familial and 

psychometric) [10,12-15]. Also, several models propose that the effects of stress on psychotic 

experiences are partly mediated through experiences of affective disturbance [10,16]. Elevated 

emotional reactivity to minor stress was associated with more intense psychotic experiences 

in daily life in a group of patients with a first episode of psychosis when compared to healthy 

controls [12]. Also, independently of stress, affective disturbance has been associated with 

psychotic experiences across different stages of the psychosis development [17-21]. Elevated 

levels of negative affect, for instance, have been found to precede experiences of paranoia in 

individuals with psychotic disorder, in individuals at psychometric risk [17] as well as in a 

general population twin sample. 

However, to date, little data has been published on the reverse of the above suggested 

pathway. Psychotic experiences themselves may be seen as the source of distress [22,23] that 

may link to disturbances in affect. Affective disturbance may then be driving the appraisal of 

experiences and contexts as stressful. Psychotic experiences may therefore, as well be seen as 

a predecessor rather than merely a consequence of momentary stress. In line with this thought, 

recent work by Rapado-Castro and colleagues [24] suggests a link between subclinical 

symptoms and distress in at-risk individuals, which, in turn, has been associated with an 

increased risk of transition to psychosis [21]. 

Although the body of literature on the link of minor daily stress, affective disturbances and 

psychotic experiences is growing, and several integrated models have been proposed, to date, 
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only little attention has been paid to how these processes combine in the formation of 

psychotic experiences in daily life. Using cross-sectional multilevel mediation models, a recent 

study by our group showed that minor daily stress increases psychotic experiences via 

pathways through affective disturbances [25]. This indirect effect was greater in individuals at-

risk and first-episode psychosis individuals than in healthy control subjects. In another recent 

study, we applied the network approach to psychopathology to elucidate the dynamic interplay 

of momentary experiences, contextual factors and psychotic experiences longitudinally [26]. 

Findings implied that affective disturbance had an intermediary position between minor daily 

stress and psychotic experiences.  

The aim of the current study was twofold. First, we attempted to study cross-sectionally 

how momentary stress and affective disturbance combine to increase the intensity of psychotic 

experiences in daily life, and vice versa. Second, we attempted to test these pathways 

longitudinally. We used the Experience Sampling Method in three populations varying on the 

psychosis continuum: individuals with a psychotic disorder, relatives of individuals with a 

psychotic disorder, and healthy control individuals. The current study thus tested the following 

main hypotheses: (i) the cross-sectional effect of momentary stress on psychotic experiences 

is mediated by experiences of affective disturbance; (ii) the cross-sectional effect of psychotic 

experiences on momentary stress is mediated by experiences of affective disturbance; (iii) the 

longitudinal effect of momentary stress on psychotic experiences is mediated by experiences 

of affective disturbance; and (iv) the longitudinal effect of psychotic experiences on momentary 

stress is mediated by experiences of affective disturbance. 

 

METHODS 

Samples 

We used data from six different studies [15,23,27-29] (see supplementary table S1 for in- and 

exclusion criteria of these studies) that used a similar ESM protocol. Participants were classified 

either as (i) ‘healthy’ control individuals (i.e. neither a personal diagnosis nor a family history 

of psychotic disorder/symptoms), (ii) first-degree relatives of individuals with a psychotic 

disorder, or (iii) individuals with a psychotic disorder. 

All studies included in this paper were approved by the local medical ethics committee. 

All further procedures and analyses were performed according to the ethical standards 

formulated by this committee. 
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Table 1. ESM procedurea and measures of stress, negative affect, and psychotic experiences

Domain bESM measures 

Momentary stress We used a composite measure of momentary stress combining aspects of event-related
stress, activity related stress and social stress. This composite score was calculated by 
computing the row mean. 

Event-related Event-related stress was assessed with 1 item. In this item participants rated the most 
important event since the last beep on a 7-point Likert scale (-3 = “very unpleasant” to 
3= “very pleasant). The item was reverse coded with higher ratings indicating higher levels 
of stress (a rating of -3 coded as 7 and a rating of 3 coded as 1). 

Activity-related The activity-related stress scale consisted of 3 items (“This activity is difficult for me”, “I 
would prefer doing something else”, “This activity is challenging”) rated on a 7-point Likert 
(1= “not at all” to 7= “very much”).  

Social Social stress was measured with a mean of 2 items. First, participants had to answer the 
question “Who am I with?” (e.g., partner, family, friends, colleagues, acquaintances, 
strangers, others, nobody). Then, participants were asked to rate their current social 
context on a 7-point Likert scale (1= “not at all” to 7= “very much”) with 2 questions: 1) 
“I would prefer to be alone [if with someone]”; 2) “I find being with these people pleasant 
[if with someone]” (reversed).   

Negative affect We used the mean of five ESM items to measure negative affect. In line with earlier work 
we used the following items asking participants to rate the extent to which they felt down, 
lonely, anxious, insecure, and annoyed on a 7-point Likert scale (1 = “not at all” to 
7 = “very much”) [25].   

Psychotic 
experiences 

We used the an ESM psychosis measure which consists of 6 items covering different 
aspects of mental states that are directly associated with psychotic experiences (“I feel 
paranoid”, “I feel unreal”, “I hear things that aren't really there”, “I see things that aren't 
really there”, “I can’t get these thoughts out of my head”, and “I feel like I am losing 
control”).  Participants were asked to rate the intensity of psychotic experiences on a 7-
point Likert scale (1= “not at all” to 7= “very much”).  

aESM procedure: Over a period of 6 consecutive days, participants were prompted by the PsyMate “beep” signal 
to complete the ESM questionnaire 10 times a day at random moments within set blocks of 90 minutes. 
Participants were provided with detailed instructions and a practice session as training in the use of the PsyMate. 
Participants were explained to stop their activity and respond to the above items when prompted by the beep 
signal as part of a comprehensive diary questionnaire assessing activities, feelings, thoughts, behaviours, social 
situations, and surroundings in daily life. The assessment period started on any day of the week as selected by 
the participant, and the ESM questionnaire was available up to 10 minutes after the beep signal. In order to 
maximize the number of observations for every participant, participants were contacted at least once during the 
assessment period to assess instruction adherence, identify any concerns associated with the method, and help 
participants with any problems in completing the ESM questionnaire. The participants’ reactivity to and 
compliance with the method was assessed in a debriefing session at the end of the assessment period. In order 
to be included in the analysis, participants had to provide valid responses to at least one-third of the beep signals.  
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Experience Sampling Method (ESM) 

In all studies, ESM (a structured diary technique) was used to study minor stress in everyday 

life (see Table 1). Individuals received a diary and a wristwatch which was programmed to beep 

10 times a day (between 7:30 AM and 10:30 PM) for five (Aripiprazol study [29]) or six days 

(remaining studies) at semi-random intervals (random within 90-minute time frames). Thus, the 

time lag between the measurements was, on average, approximately 90 minutes. Further 

information on the ESM procedure and the variables used in the current study are presented 

in Table 1. 

 

Statistical analysis 

Data from ESM studies have a hierarchical structure with multiple observations nested within 

subjects. We therefore fitted multilevel moderated mediation models in Mplus, Version 7 [30], 

to control for within-subject clustering of multiple observations. We did this using the MLR 

and MLF estimators, which allowed us to use all available data under the relatively unrestrictive 

assumption that data is missing at random if all variables associated with missing values are 

included in the model [31,32]. We used a two-level model, where multiple observations (level-

1) were treated as nested within subjects (level-2).  

 

Cross-sectional multilevel moderated mediation models. The total effect of momentary stress in 

daily life (level-1) on intensity of psychotic experiences (level-1) was apportioned into direct 

and indirect effects through negative affect using the product of coefficients strategy. With this 

strategy, we can quantify the point estimate of the indirect effect as the product of the 

coefficient of independent variable on the mediator variable (path a) and the coefficient of 

mediator variable on dependent variable (path b). Given its advantages over other methods in 

the context of multilevel mediation models, we used an R package by Selig and Preacher for 

computing Monte Carlo confidence intervals and assessing statistical significance of indirect 

effects [32,33]. Group (patients, relatives, controls) was used as the moderator variable (level-

2) of direct and conditional indirect effects in all analyses. We did this based on a multilevel 

moderated mediation approach, where the moderator variable is the predictor of the a and b 

paths (see Figure 1) and the strength of the indirect effect of the level-1 independent variable 

depends on the level-2 moderator variable [32,34]. By doing this, we could test whether 

conditional indirect effects were greater in a) patients than in controls, b) relatives than in 
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controls, and c) patients than in relatives by computing differences in conditional indirect effects 

using the model constraint command in Mplus [30] and calculating respective Monte Carlo 

confidence intervals [32,34,35].   

(a)       (b)

Figure 1. Schematic display of cross-sectional moderated mediation models. 
Display of pathways tested within each group: (a) Momentary stress (X) on psychotic 
experiences (Y) via negatives affect (M); (2) psychotic experiences (Y) on momentary stress 
(X) via negative affect (M). All models were controlled for age and gender.  

Longitudinal multilevel moderated mediation models. In a first step, we fitted an autoregressive 

model to estimate autoregressive effects of momentary stress at t-1 on momentary stress at 

t, negative affect at t-1 on negative affect at t, and psychotic experiences at t-1 on psychotic 

experiences at t. In order to assess longitudinal mediation, we fitted a multilevel moderated 

cross-lagged panel model for a half-longitudinal design (CLPM) as proposed by Preacher [31]. 

In a half-longitudinal design, an indirect effect of an independent variable (X) on a dependent 

variable (Y) via a mediator variable (M) is estimated using data of two measurement occasions 

(see Figure 2). The total effect of momentary stress at t-1 on psychotic experiences at t was 

apportioned into direct and indirect effects of negative affect at t, again, using the product of 

coefficients strategy. Using this strategy, we can quantify the point estimate of the indirect effect 

as the product of the coefficient of independent variable on the mediator variable (path a) and 

the coefficient of mediator variable on dependent variable (path b). For example, the point 

estimate of the indirect effect of momentary stress (Xt-1) on psychotic experiences (Yt) through 

negative affect (Mt) is quantified as the product of the coefficient of momentary stress (X t-1) 

on negative affect (Mt) (path axm, in Figure 2c) and the coefficient of negative affect (Mt-1) on 

X

M

YC’

a b

Moderator
Group

Y

M

XC’

a b

Moderator
Group

|     Chapter 5

|     118



psychotic experiences (Yt) (path bmy, in Figure 2c). In the same model, we proceeded likewise 

with the effect of psychotic experiences at t-1 on momentary stress at t via negative affect at 

t. Monte Carlo confidence intervals were computed for indirect effects according to the above 

mentioned procedure [32,33]. Again, group (patients, relatives, controls) was used as the 

moderator variable (level-2) of direct and conditional indirect effects in the analyses. 

Differences in conditional indirect effects between groups were subsequently computed using 

the model constraint command in Mplus [30]. Prior to running this comprehensive model, we 

fitted two separate models: One with pathways from momentary stress to psychotic 

experiences through negative affect (Figure 2a) and another one including pathways from 

psychotic experiences to momentary stress via negative affect (Figure 2b). 
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(a) 

(b) 

(c)

Figure 2. Schematic display of cross-lagged panel models. 
Display of pathways tested within each group: (a) Momentary stress at t-1 (X t-1) on psychotic 
experiences at t (Yt) via negatives affect at t (Mt); (b) psychotic experiences at t-1 (Y t-1) on 
momentary stress at t (Xt) via negative affect at t (Mt); (c) all pathways tested in one 
comprehensive model. All models controlled for age and gender.  
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RESULTS

Basic sample characteristics 

Basic sample characteristics and aggregate ESM scores for momentary stress, negative affect, 

and psychotic experiences are presented in Table 2. Both patients and relatives differed 

significantly from controls in aggregate ESM scores for momentary stress, negative affect and 

psychotic experiences. Interestingly, for momentary stress, aggregate ESM scores of patients 

and relatives resembled the most, while for negative affect and psychotic experiences, aggregate 

scores of relatives and controls were more similar.  

Cross-sectional multilevel moderated mediation models 

To examine pathways from momentary stress to psychotic experiences via negative affect and 

the reverse from psychotic experiences to momentary stress via negative affect, we fitted two 

separate multilevel moderated mediation models (Table 3). The indirect effect of momentary 

stress on intensity of psychotic experiences via negative affect was significant at conventional 

levels (P<.05) in all groups. This indicated that an increase in stress was associated with higher 

levels of negative affect, which, in turn, was associated with more intense psychotic experiences. 

The relative contribution of this indirect effect was larger than the contribution of the direct 

pathway from momentary stress to psychotic experiences. This indirect effect was significantly 

greater in patients than in controls (Δ=0.001; 95% CI [0.000 - 0.002]), greater in controls than 

Table 2. Sample characteristics and aggregate ESM scores for momentary stress, negative affect and psychotic 
experiences in patients, relatives, and controls 

Patients Relatives Controls Patients vs. controls Relatives vs. 
controls 

N 245 165 244 — — 
Mean age 
(S.D.) 

35.3 
(10.8) 36.8 (12.6) 36.5 (10.8) — —

Age range 16 — 64 16 — 63 16 — 64 — — 
Gender 

Male (%) 111 (46) 68 (41) 111 (44) — — 
Female (%) 132 (54) 97 (59) 132 (56) — — 

Mean 
(S.D.) 

Mean 
(S.D.) 

Mean 
(S.D.) 

Stress 2.68 
(1.03) 2.60 (0.95) 2.49 (0.96) 

Δ B (95% CI) 

-0.193 (-0.282 –
-0.104) 

B (95% CI) 

-0.120 (-0.219 –
-0.021) 

Negative 
affect 

1.89 
(1.09) 1.34 (0 .67) 1.29 (0.55) -0.613 (-0.724 –

-0.502) 
-0.053 (-0.177 – 

0.070) 
Psychotic 
experiences 

1.65 
(0.93) 1.11 (0.31) 1.09 (0 .25) -0.560 (-0.654 –

-0.466) 
-0.018 (-0.123 – 

0.087) 
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in relatives (Δ=0.014; 95% CI [0.016 - 0.012]), and greater in patients than in relatives (Δ=-

0.015; 95% CI [-0.017 - -0.013]).  

Turning to findings of psychotic experiences on momentary stress, there was evidence 

that the effect of psychotic experiences on momentary stress was significantly mediated by 

levels of negative affect in all three groups. Overall, the magnitude of these indirect effects was 

larger than those of reverse pathways (effects of stress on psychotic experiences via negative 

affect). The indirect effect was largest in controls (B=0.355; 95% CI [0.351 - 0.358]), second 

largest in patients (B=0.323; 95% CI [0.203 - 0.214]), and smallest in relatives (B=0.208; 95% CI 

[0.313 - 0.333]). Again, the relative contribution of this indirect effect was larger than the 

contribution of the direct effect from psychotic experiences to momentary stress. The indirect 

effect of psychotic experiences on momentary stress via negative affect was significantly 

different in all three groups. It was significantly greater in controls than in relatives (Δ=-0.032; 

95% CI [-0.043 - -0.021]), greater in controls than in patients (Δ=-0.147 95% CI [-0.151 - -

0.143]), and greater in patients than in relatives (Δ=0.115 95% CI [0.104 - 0.126]). 

Longitudinal multilevel moderated mediation models 

Model fit statistics are presented in supplementary Table S2. The comprehensive cross-lagged 

panel model showed a significantly better fit to the data than the autoregressive model or 

separate cross-lagged panel models. Results of the autoregressive model can be found in Table 

4. Levels of momentary stress, negative affect and psychotic experiences at t-1 were

significantly associated with levels at t (all p=0.000). 

When we probed findings from the cross-sectional multilevel moderated mediation 

models, and examined indirect effects of momentary stress on psychotic experiences, and vice 

versa, indirect effects of psychotic experiences on momentary stress simultaneously in one 

longitudinal cross-lagged panel model with two time points, there was no evidence that the 

effect of momentary stress on psychotic experiences was mediated by negative affect in any of 

the three groups (Table 5). Interestingly, effects of psychotic experiences on momentary stress 

were mediated by negative affect in controls (B=0.005; 95% CI [0.001 - 0.007]). However, this 

did not hold true for the group of relatives and patients. 
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Table 3. Total, direct, and conditional indirect effects of cross-sectional multilevel moderated mediation models of 
stress, negative affect, and psychotic experiences, vice versaa 

Patients Relatives Controls 
adj. B (95% CI) adj. B (95% CI) adj. B (95% CI) 

Momentary stress, negative 
affect, psychotic experiences 

Direct effect (Momentary 
stress → psychotic 
experiences) 

0.026 (0.022 – 0.029) -0.010 (-0.016 – -0.004) 0.009 (0.005 – 0.012) 

Indirect effectb 
(Momentary stress → 
negative affect → 
psychotic experiences) 

0.058 (0.056 – 0.060) 0.043 (0.042 – 0.045)  0.057 (0.055 – 0.058) 

Total effect 0.084 (0.080 – 0.087) 0.033 (0.027 – 0.039) 0.066 (0.062 – 0.070) 

Momentary psychotic 
experiences, negative affect, 
momentary stress 

Direct effect (Psychotic 
experiences → 
momentary stress) 

0.128 (0.107 – 0.148)   0.141 (0.119 – 0.162) 0.207 (0.187 – 0.226) 

Indirect effectb (Psychotic 
experiences → negative 
affect → momentary 
stress) 

0.323 (0.203 – 0.214) 0.208 (0.313 – 0.333)  0.355 (0.351 – 0.358) 

Total effect 0.464 (0.445 – 0.482) 0.336 (0.319 – 0.353) 0.561(0.545 – 0.578) 

Note: SD, standard deviation; vs., versus; CI, confidence interval; significant indirect paths (P<0.05) are presented in 
bold. a Adjusted for age and gender

Relatives vs. controls Patients vs. controls Patients vs. Relatives 

adj. B (95% CI) adj. B (95% CI) adj. B (95% CI) 

Δ Indirect effects 
Momentary stress → 

negative affect → 
psychotic experiences 

-0.014 (-0.016 – -0.012) 0.001 (0.000 – 0.002) -0.015 (-0.017 – -0.013) 

Psychotic experiences 
→ negative affect → 
momentary stress 

-0.032 (-0.043 – -0.021) -0.147 (-0.151 – -0.143) 0.115 (0.104 – 0.126) 

Table 4. Autoregressive effects (t-1 → t) of momentary stress, negative affect and psychotic experiences in 
patients, relatives, and controls 

Patients Relatives Controls 
B (95% CI) B (95% CI) B (95% CI) 

Stresst-1 → stresst

Negative affectt-1 → 
negative affectt 
Psychotic experiencest-1 → 
psychotic experiencest 

0.174 (0.143 – 0.204) 

0.278 (0.241 – 0.315) 

0.279 (0.236  – 0.322) 

0.147 (0.112 – 0.183) 

0.192 (0.145 – 0.239) 

0.252 (0.190 – 0.315) 

0.146 (0.121 – 0.171) 

0.187 (0.151 – 0.222) 

0.169 (0.115 – 0.223) 
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Relatives vs. controls Patients vs. controls Patients vs. Relatives 

adj. B (95% CI) adj. B (95% CI) adj. B (95% CI) 

Δ Indirect effects 
Momentary stress (t-1) → 
negative affect (t)→ psychotic 
experiences (t) 0.000 (0.000 – 0.001) 0.000 (-0.001 – 0.001) 0.000 (-0.001 – 0.001) 

Psychotic experiences (t-1) → 
negative affect (t)→ momentary 
stress (t) 

0.008 (-0.008 – 0.021) 0.003 (-0.006 – 0.164) -0.005 (-0.020 – 0.007) 

DISCUSSION 

Principal findings 

It was the central aim of the current study to investigate how stress and affective disturbances 

combine to increase intensity of psychotic experiences and to establish a temporal order 

thereof. We found that, cross-sectionally, an increase in stress was associated with higher levels 

Table 5. Total, direct, and conditional indirect effects of longitudinal multilevel moderated mediation models of 
stress, negative affect, and psychotic experiencesa 

Patients Relatives Controls 
adj. B (95% CI) adj. B (95% CI) adj. B (95% CI) 

Momentary stress, negative 
affect, psychotic experiences 

Direct effect (Momentary 
stress (t-1) → psychotic 
experiences (t)) 

-0.006 (-0.020 – 0.006) 0.000 (-0.005 – 0.005) 0.001 (-0.004 – 0.006) 

Indirect effectb (Momentary 
stress (t-1) → negative affect 
(t)→ psychotic experiences 
(t)) 

0.001 (-0.001 – 0.001) 0.001 (-0.001 – 0.001)  0.000 (-0.000 – 0.000) 

Total effect -0.005 (-0.020 – 0.009) 0.001 (-0.005 – 0.007) 0.002 (-0.004 – 0.007) 

Psychotic experiences, negative 
affect, momentary stress 

Direct effect (Psychotic 
experiences (t-1) → 
momentary stress (t)) 

0.041 (-0.014 – 0.087) 0.055 (-0.076 – 0.164) 0.002 (-0.096 – 0.085) 

Indirect effectb (Psychotic 
experiences (t-1) → negative 
affect (t)→ momentary stress 
(t)) 

0.008 (-0.000 – 0.020) 0.013 (-0.009 – 0.153)   0.005 (0.001 – 0.007) 

Total effect 0.048 (-0.006 – 0.095) 0.068 (-0.063 – 0.177) 0.008 (-0.091 – 0.091) 
Note: SD, standard deviation; vs., versus; CI, confidence interval; significant indirect paths (P<0.05) are presented 
in bold. a Adjusted for age and gender 
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of negative affect, which, in turn, was associated with more intense psychotic experiences 

consistently across the three groups. Patients showed greater indirect effects of momentary 

stress on psychotic experiences than both relatives and controls, with relatives presenting the 

lowest values. Cross-sectional modelling of data further indicated that effects of psychotic 

experiences on momentary stress were mediated by levels of negative affect in all three groups. 

The strength of this indirect effect differed significantly in all three groups, with controls 

showing the largest values. There was, however, no evidence of temporal priority of stress and 

affective disturbances over psychotic disturbances, and in patients and relatives, psychotic 

experiences and affective disturbances over stress. Only in controls, we found that effects of 

psychotic experiences on momentary stress were mediated by affective disturbance.  

Methodological considerations 

The current findings should be viewed in the light of potential limitations. First, longitudinal 

models in the current study did not yield evidence for longitudinal effects across two 

measurement occasions. As has been proposed by Shiffman and colleagues, in ESM research, it 

is important that assessment schemes fit the phenomenon of interest and the estimation of 

how rapidly it is expected to vary [36]. In our study, lags between measurements were on 

average 90-minutes. Possibly, effects of stress on psychotic experiences, and vice versa, may 

have been too transient to be lingering from one moment to the next. Another possibility is, 

that lag duration in the current study was too long to detect changes, that, in fact, may be there. 

It would therefore be of interest to investigate, whether reducing the duration of lags, and 

therefore the time elapsed between measurement occasions, would produce different findings. 

Second, in the current study we employed cross-sectional models as well as cross-

lagged panel models of two measurement occasions to investigate how momentary stress and 

negative affect combine to increase psychotic experiences, and vice versa. Although fitting full 

cross-lagged panel models of three measurement occasions as described by Preacher [31] 

would have been a natural next step, we deem it unlikely that these models would have yielded 

evidence on temporal order given there was no evidence on this in cross-lagged panel models 

of two measurement occasions and the magnitude of indirect effects was very small and, for 

some, even trivial. However, this may be an important extension in the modeling strategy for 

future research. 
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Third, despite a number of benefits, pooling data from six different ESM studies may 

possibly entail disadvantages and may have produced a certain heterogeneity within the three 

groups of our sample. However, study protocols, in- and exclusion criteria were reviewed 

carefully before combining the six datasets. All studies employed comparable ESM protocols, 

using watches and booklets, on six (in one study five) consecutive days. Also, the in- and 

exclusion criteria for patients, relatives, and controls (see also supplementary Table S1) were 

comparable across the combined studies. We therefore believe that the heterogeneity has been 

kept to a minimum in the current study and may not provide a problem.  

Fourth, ESM measures are based on subjective reports of participants and may 

therefore be less reliable, since for example, not all subjects may interpret questions in the 

same way. In addition, ESM data collection can be very time-intensive and possible be associated 

with assessment burden. Previous research, however, has shown that the ESM is a feasible, 

reliable, and valid assessment method in a variety of different populations [15,37,38]. Also, in 

all of the combined six studies, participants were extensively briefed on the ESM by a trained 

researcher prior to start of data collection, to ensure correct interpretation of the employed 

items and proper use of the data booklet and preprogrammed watch [13,15,23,27-29].  

Comparison with previous research 

In recent years, elevated reactivity to momentary stress has been suggested an important 

putative underlying mechanism in psychotic disorders [10,15,38]. In line with that, individuals 

with an increased risk for psychosis have been found to experience elevated levels of reactivity 

to momentary, minor stressors in daily life [13,15,38,39]. This has previously been coined the 

affective pathway to psychosis [10]. When turning to stress in more general terms, different 

models of psychosis have posited that the effects of stress are mediated by affective disturbance 

[6,7,40]. A recent study by our group provided new evidence for this proposition and found 

that the cross-sectional effects of momentary stress on psychotic experiences were indeed 

mediated by affective disturbances in daily life across different stages along the psychosis 

continuum [25]. Although, our findings are cross-sectional and therefore are insufficient for 

establishing a temporal order, we succeeded in replicating earlier findings suggesting that effects 

of stress on psychotic experiences are mediated by affective disturbance. 

It has been proposed that psychotic experiences themselves may be distressing 

[22,23,41,42] and in many cases it is the experiences of distress with symptoms that leads to 
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the individual contacting psychiatric services [43]. In the current study, we investigated whether 

psychotic experiences are associated with affective disturbance, which in turn may be linked 

to increases in experiences of momentary stress. To our knowledge, so far, there is no study 

that examined this pathway in its entity in daily life. We found that in all three groups the effects 

of psychotic experiences were mediated by negative affect, with patients and controls showing 

the largest effects. Also, the magnitude of indirect effects in this cross-sectional pathway was 

considerably larger than those of the reverse (from momentary stress to psychotic 

experiences via affective disturbance), tentatively suggesting a greater impact of psychotic 

experiences on stress via negative affect than of stress on psychotic experiences through 

negative affect. Based on our findings, we can hypothesize that the occurrence of psychotic 

experiences may alter the appraisal of stress in daily life via experiences of affective disturbance. 

We believe that this pathway should receive more attention in future ESM studies, in order to 

get a better understanding of the momentary impact that psychotic experiences may have on 

the individual.  

Relatives of patients with a psychotic disorder carry an increased risk for developing a 

disorder themselves [44] and have been reported to show increases in the intensity of subtle 

psychotic experiences and affective disturbance in reaction to momentary stress [45,46]. The 

findings of the current study, however, point towards a certain resilience in relatives of patients. 

Both relatives and patients showed similar mean levels of momentary stress that were larger 

than those experienced by controls. However, when looking at mean values of negative affect 

and psychotic experiences, levels of relatives were closer to those of controls and significantly 

smaller than those of patients. Furthermore, relatives showed the smallest effect magnitudes 

when compared to the other two groups. Based on these findings we can hypothesize that 

although relatives experience similar levels of momentary stress as patients in everyday life, 

these are linked to a smaller increase in negative affect and psychotic experiences.  Our findings 

do not support the hypothesis that familial risk modifies how stress impacts psychotic 

experiences via affective disturbance, which has been proposed previously [15,47,48].  

Conclusion 

Taken together, our findings suggest strong fluctuations for the proposed affective pathway to 

psychosis and, more tentatively, a rapid vicious cycle of stress impacting psychotic experiences, 

and vice versa, via affective disturbances. This, in turn, highlights the importance of investigating 
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reciprocal effects between these aspects in future studies. The question, then, remains, whether 

rapid cycling of stress, affective disturbances and psychotic experiences contributes to 

persistence of psychotic experiences over time. 
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SUPPLEMENTARY MATERIALS 

Table S1. Overview of in- and exclusion criteria of merged studies 

Study N  

PREVENT 
[23] 

N=26 
 
Healthy controls  
 

Inclusion criteria controls: 
(i) age between 18 and 45 

Exclusion criteria controls: 
(i) current axis I disorder as assessed with the Structured 

Clinical Interview for DSM-IV [49] 
(ii) family history of psychotic disorder 

MAPS 
 [15] 
 

N=139 
 
Healthy controls 
(n=49); 
First-degree 
relative (n=47); 
Psychotic disorder 
(n=43) 
 
 
 

Inclusion criteria for all participants: 
(i) age between 18 and 55  
(ii) sufficient command of the Dutch language 

Exclusion criteria controls: 
(i) current use of psychotropic medication 
(ii) family or personal history of psychotic symptoms 

Inclusion criteria relatives: 
(iii) first-degree relatives with a lifetime occurrence of 

psychotic symptoms 
Exclusion criteria relatives: 

(i) lifetime occurrence of psychotic symptoms 
Inclusion criteria patients: 

(i) normal physical examination results 
(ii) lifetime occurrence of psychotic symptoms as assessed 

with the Life Chart , the Brief Psychiatric Rating Scale, the 
Positive and Negative Syndrome Scale (PANSS) [50], and 
the Operational Criteria Checklist for Psychotic illness 
(OPCRIT) [51] 

Exclusion criteria patients: 
(i) endocrine, cardiovascular, or brain disease 
(ii) excessive use of alcohol (≥5 standard units per day) 
(iii) weekly use of illicit drugs 
(iv) history of head injury with loss of consciousness 
(v) need for inpatient care 

GROUP 
[52] 

N=219 
 
Healthy controls 
(n=83); 
First-degree 
relative  (n=70); 
Psychotic disorder 
(n=66) 
 

Inclusion criteria for all participants: 
(i) age between 16 and 55 
(ii) sufficient command of the Dutch language 

Exclusion criteria controls: 
(i) first-degree relative with a psychotic disorder as assessed 

with the Family Interview for Genetic Studies [53] 
Inclusion criteria relatives: 

(ii) first-degree relatives with a lifetime occurrence of 
psychotic symptoms 

Exclusion criteria relatives: 
(i) use of steroid medication 
(ii) current axis I disorder 
(iii) lifetime history of psychotic disorder 

Inclusion criteria patients: 
(iii) DSM-IV diagnosis of nonaffective psychotic disorder as 

assessed with the Comprehensive Assessment of 
Symptoms and History [54]  or Schedules for Clinical 
Assessment for Neuropsychiatry version 2.1 [55] 

Exclusion criteria patients: 
(i) brain disease  
(ii) history of head injury with loss of consciousness 
(iii) substance-related psychosis 
(iv) psychosis with a known organic cause 

STRIP 
[52] 

N=138 
 
Healthy controls 
(n=48); 
First-degree 
relative  (n=48); 
Psychotic disorder 
(n=42) 
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(continued)  Table S1. Overview of in- and exclusion criteria of merged studies 

Study N 

ZAPP 
[27,28] 

N=113 

Healthy controls 
(n=38); 
Psychotic disorder 
(n=75) 

Inclusion criteria for all participants: 
(i) age between 18 and 65 
(ii) sufficient command of the Dutch language 

Inclusion criteria controls: 
(i) average range score on symptom dimensions (between 

the 45th and 55th percentile) of the Community 
Assessment of Psychic Experiences (CAPE) [56] 

Exclusion criteria controls: 
(i) high scores on paranoid items (90th percentile) on the 

CAPE 
Inclusion criteria patients: 

(i) ICD-10 diagnosis of psychotic disorder as assessed with 
OPCRIT computer program [51], PANSS [50], and the 
Life Chart [57] 

(ii) current paranoid and/or positive psychotic symptoms or 
remitted psychotic symptoms as assessed with the PANSS 
[50] (items P1, P3, P5, P6, and G9) 

Aripiprazole 
[29] 

N=19 

Psychotic disorder 

Inclusion criteria patients: 
(i) age between 18 and 65 
(ii) sufficient command of the Dutch language 
(iii) DSM-IV diagnosis of schizophrenia as generated with the 

OPCRIT computer program [51] 
(iv) insufficient therapeutic response to antipsychotic 

treatment 
(v) current use of a traditional dopamine antagonist 

antipsychotic 
Exclusion criteria patients: 

(i) hospitalization within 2 month prior to study 
(ii) endocrine, cardiovascular, or brain disease; history of 

neuroleptic malignant syndrome 
(iii) pregnancy or lactation (in women) 

Table S2. Model fit statistics for cross-sectional, auto-regressive, cross-lagged panel mediation models

Model fit statistics 

LL FP AIC BIC SABIC 

Auto-regressive modela -46268.60 39 92615.21 92926.22 92802.28 
Cross-lagged panel model (Momentary 
stress → negative affect → psychotic 
experiences) 

-46149.10 51 92400.20 92806.91 92644.83 

Cross-lagged panel model (Psychotic 
experiences → negative affect → 
momentary stress) 

-46151.44 51 92404.87 92811.58 92649.50 

Combined cross-lagged panel modelb -46046.42 63 92218.84 92721.24 92521.03 

Note. LL=Log-Likelihood, FP=Free Parameters; AIC=Aikaike Information Criterion; BIC=Bayesian Information 
Criterion; SABIC= Sample-Size Adjusted Bayesian Information Criterion; a Model includes pathway from momentary 
stress to psychotic experiences, and vice versa; b Model includes longitudinal pathway from momentary stress to 
psychotic experiences via negative affect, and vice versa. 

|     Chapter 5

|     134



 

The moment-to-moment interplay between stress and affective disturbances      |

135     |





CHAPTER SIX 

Ecological momentary interventions in psychiatry 

Inez Myin-Germeys1,2, Annelie Klippel1,2*, Henrietta Steinhart1,2*, Ulrich 
Reininghaus1 

Current Opinion in Psychiatry (2016), Volume 29, Issue 4 



*these authors contributed equally

1Department of Psychiatry and Neuropsychology, School of Mental Health and Neuroscience, 
Maastricht University, The Netherlands; 2Department of Neurosciences, Center for Contextual 
Psychiatry (CCP), KU Leuven, Belgium 

|     Chapter 6

|     138



ABSTRACT 

Purpose of review: In this review, we discuss feasibility, content, and where possible efficacy 

of ecological momentary interventions (EMIs) in psychiatry. EMIs adopt mobile devices, such 

as personal digital assistants or smartphones, for the delivery of treatments in the daily life of 

patients. We will discuss EMIs in the field of schizophrenia, bipolar disorder and major 

depression disorder, as well as one generic, transdiagnostic EMI. 

Recent findings: The few studies that are available all underscore feasibility and acceptability 

of mobile health approaches in patients with severe mental illness. In terms of content, there 

is a huge variety in approaches ranging from a mixture of face-to-face contacts augmented with 

EMI components to a fully automated EMI. With regard to efficacy, only two randomized clinical 

trials have been conducted, supporting the efficacy of EMIs in mental health. Evidence seems 

to point toward greater efficacy when EMI is integrated with real-life assessment using 

experience sampling methodology, preferentially tailoring the intervention toward the specific 

needs of the individual as well as toward those moments when intervention is needed. 

Summary: The review demonstrates that mobile health may be an important asset to the 

mental health field but underscores that it still is in its very early ages. In the discussion, we 

point toward ways of improving EMIs for severe mental illness, changing our perspective from 

testing feasibility to testing efficacy and ultimately implementing EMIs in routine mental health 

services. 
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INTRODUCTION 

Rapid technological advances have opened new vistas for providing services to patients with 

psychiatric disorder. eHealth developments such as web-based interventions, serious gaming, 

or virtual reality treatments are all being investigated as treatment alternatives in mental health 

[1]. In this review, we will focus on a specific approach within the wide array of eHealth 

interventions, namely mobile health (mHealth). mHealth adopts mobile devices, such as 

personal digital assistants or smartphones, for the delivery of treatments in the daily life of 

patients, while they are engaging in their daily life activities. These interventions, also called 

ecological momentary interventions (EMIs), extend the therapy beyond the clinical setting into 

real life [2-4]. So far, mHealth and EMIs have proven useful in a wide range of health-related 

areas, its methods being deployed for the treatment of diabetes, asthma, weight loss, or smoking 

[5]. However, few studies have investigated the possibilities and the efficacy of EMIs for the 

treatment of severe mental illness. 

This is surprising as there are many reasons to believe why EMIs could fundamentally 

contribute to a better outcome for this patient population. First, many people suffering from 

mental health problems never receive treatment. A European study showed that well over one-

third of the population in any given 12-month period suffers from a mental disorder, most of 

which are not treated [6]. EMIs could lower the threshold to receive treatment, by making it 

cheaper and more easily accessible to a wider range of people. Second, adherence to both 

pharmacological and psychological treatment may improve using real-life monitoring and 

intervention, for example, by using behavioral prompts or reminders. Third, the integration of 

assessment and treatment in real life allows for individually tailored interventions; tailored not 

only to the symptoms and needs that are relevant to a specific individual, but also to providing 

treatment at moments when it is most needed, for example, at moments of high symptom 

intensity or at specific risk moments. Research has shown huge inter-individual variation in 

symptom patterns and associated risk profiles [7], underscoring the need for an individualized 

person-tailored approach. Fourth, most treatments are aimed at acquiring new skills and 

inducing changes in behavioral patterns. It is questionable whether conducting a therapy mainly 

in the therapist's office is the best approach to achieve changes that translate into individuals’ 

real lives. 

So, overall, an EMI approach, combining real-world assessment of symptoms and 

behavioral patterns based on experience sampling methodology (ESM) [8,9] or ecological 
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momentary assessment [10], with real-world delivery of treatment, seems to be a promising 

prospect for patients with severe mental illness. Yet, only a few studies report on EMIs in mental 

health. This questions whether EMIs are indeed feasible in patients with severe mental illness. 

Furthermore, what is the relevant content for these EMIs and do they indeed improve outcome 

in patients with severe mental illness? In the following review, we will discuss the feasibility, 

content and, where possible, efficacy of EMIs for schizophrenia, bipolar disorder, and major 

depressive disorder as well as one generic, transdiagnostic EMI. Based on the findings, we will 

then discuss ways of improving EMIs for severe mental illness. 

 

Schizophrenia 

Early mHealth approaches using text-messaging to support cognitive behavioral therapy already 

suggested feasibility in patients with psychotic disorder [11]. There is now one smartphone 

application, FOCUS, which is specifically developed to provide automated real-time and real-

world illness management support to individuals with schizophrenia [12]. FOCUS consists of 

five modules targeting medication adherence, coping with symptoms, mood regulation, sleep 

problems, and improving social interaction [13]. For each module, evidence-based techniques 

such as cognitive restructuring, behavioral tailoring, social skills training, anger management, 

sleep hygiene, and behavioral activation are implemented. For each patient, three of these five 

modules are selected: medication adherence and two other ‘high priority’ areas. 

The FOCUS app prompts study participants to provide a self-report three times daily, 

each time on a different treatment target. The patient's response determines the nature of the 

subsequent interventions they will receive. Furthermore, participants can access all 

intervention content ‘on demand’ whenever they need it. In a feasibility study, 33 individuals 

with schizophrenia used FOCUS for 1 month. Only one patient dropped out of the study and 

over 90% of the patients found FOCUS easy to use and useful, thus providing support for the 

feasibility, acceptability, and usability of FOCUS in this group of severely ill patients. Patients 

reported a decrease in Positive and Negative Syndrome Scale (PANSS) positive symptoms and 

PANSS general psychopathology, as well as a decrease in depression. No difference in PANSS 

negative symptoms was found. However, this pilot study did not use a control group, so the 

efficacy of FOCUS remains to be demonstrated [12]. 

FOCUS has some clear strengths. The app has been very carefully designed in close 

collaboration with patients, clinicians, and technicians [13]. It has been optimized in terms of 
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user friendliness, usability, and acceptability. It is tailored to the person's needs, it targets a wide 

array of problems, making it more applicable to a broader range of patients and the on-demand 

service is a clear asset, providing study participants with the tools to help themselves. 

However, in contrast with the detailed and extensive information on the technological 

developments, much less information is available on the actual content of the intervention. The 

authors have selected evidence-based strategies and state that these have been translated to 

the mobile context, without providing much detail on how it was done and what the 

consequences were for the content of the treatment. Furthermore, each assessment inquires 

about one target area only, possibly limiting the scope for tailoring the treatment to the 

moment when it is most needed. Adding a more extensive self-report, possibly incorporating 

ESM, could be helpful in this respect. 

Bipolar disorder 

Monitoring of mood and sleep as well as the identification of early warning signals have always 

been crucial elements in the treatment of bipolar disorder. A real-life monitoring system, 

MONitoring, treAtment and pRediction of bipolAr Disorder Episodes (MONARCA), was 

tested as an extension of the traditional mood charts, providing patients with visual feedback 

on self-report assessments of mood, sleep, activity, and medication. A single-arm feasibility trial 

in 12 patients showed feasibility and usability over a 14-week period [14]. Another study 

piloted a handheld computer-delivered intervention designed to improve treatment adherence 

in bipolar disorder including two assessments per day over a period of 2 weeks. Again, feasibility 

and acceptability was demonstrated in 14 patients with bipolar disorder [15]. 

The first randomized clinical trial testing EMIs in patients with bipolar disorder used 

personalized real-time intervention for stabilizing mood (PRISM), an augmentative mobile EMI 

aimed at self-monitoring of mood states as well as planning action steps to address both 

symptoms and early warning signs [16]. Patients are prompted to fill out a survey identifying 

current context and mood state twice a day. Based on the reported symptoms or on the 

reported triggers or early warning signals, patients then receive predefined and personalized 

action steps. The patients also receive graphical representations of the self-reported mood 

items. 

PRISM was tested in a 6-month randomized controlled trial in 104 patients with bipolar 

disorder. All patients started with four sessions of face-to-face intervention to identify an action 
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plan that specifies adaptive responses to depressive and manic symptoms on the one hand and 

early warning signs and triggers of illness exacerbation on the other. Then, patients were 

randomized into 10 weeks of either PRISM or paper-and-pencil mood monitoring once a day. 

Overall, the study showed that the PRISM intervention was highly feasible and acceptable. 

Furthermore, a significant decline in depressive symptoms was found in the PRISM condition 

compared to the paper-and-pencil mood chart. However, these effects were lost over the 24-

week follow-up period. No effects were found on the secondary outcomes of mania or self-

reported functional impairment [16]. 

The person-tailored approach, providing individualized action steps in response to self-

reported mood and early-warning signs is clearly the strength of PRISM. The randomized 

clinical trial provides evidence on efficacy and is testing the active component of this mHealth 

approach as it compares PRISM with a paper-and-pencil mood chart. This study is thus one of 

the first to provide evidence for the added value of EMI in patients with severe mental illness. 

However, this study also points toward the limitation that patients did not manage to reach 

sustainable change. After the active phase of treatment, symptom levels in both groups 

converged. 

Major depressive disorder 

Two EMI studies have been published for patients with major depressive disorder. Mobilyze is 

a mobile phone and internet-based intervention, combining an EMI with an interactive website 

for behavioral skills training and e-mail support from a coach [17]. Participants were asked to 

provide their mood state five times a day and received tailored feedback in the form of a 

message being sent reinforcing improvement or suggesting a website tool in the case of 

deterioration. The website provided nine didactic lessons on principles of behavioral activation, 

each lesson being paired with an interactive tool to apply the treatment concepts discussed in 

the lesson in real life. The aim was to help patients get an insight into their daily activities and 

behaviors and based on that identify behaviors they would like to engage in more or less 

frequently. In a pilot study, eight participants were included, one of which dropped out because 

of technical problems. Both self-reported and evaluator-rated depressive symptoms decreased 

significantly over time [17]. 

The second study aimed to provide patients with insight into personal, contextualized 

patterns of positive affect, to ultimately induce behavioral change [18]. The therapy consisted 
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of 6 consecutive weeks of EMI using a palmtop (PsyMate) on 3 days per week. Patients received 

a signal at 10 random time points a day and were then asked to fill out a survey on their current 

positive and negative affect and the context (e.g., social context, current activities). Each week, 

participants received standardized feedback on these reports specifically focusing on the 

context related to positive affect. The standardized feedback did not include any instructions 

on what the person should change; it only provided information regarding the contextualized 

patterns of positive affect. 

A randomized clinical trial was conducted in 102 depressed patients receiving 

antidepressant medication, who were randomized in three arms: EMI feedback, ESM but no 

feedback, and treatment as usual. Results showed that both the ESM without feedback and the 

EMI feedback condition resulted in a significant and clinically relevant decrease in depressive 

symptoms (both clinician-rated and self-report) compared to treatment as usual condition. 

However, 6 months after the end of therapy, depressive symptoms continued to improve in 

patients in the EMI feedback arm but not in the ESM only group [18]. Both the EMI feedback 

and the ESM condition resulted in behavioral change, with an increase in talking and a decrease 

in doing nothing/resting or being alone over time [19]. 

Both studies integrated real-life assessments of mood and context with real-time 

intervention; whereas Mobilyze integrated person-tailored feedback with access to a website 

tool, the EMI feedback study used the aggregated ESM information to increase awareness, and 

induce behavioral change. The EMI feedback study demonstrated that integrating real-life 

assessment and intervention may create a completely new therapy and, as such, moved beyond 

a mere extension of existing therapies into real-life context. However, the feedback was 

provided in a weekly face-to-face contact session with the researcher, making it a time-

consuming and intensive treatment. It remains to be seen whether computerized and 

automated feedback would render the same results. 

Acceptance and commitment therapy in daily life 

Finally, generic EMI modules could be developed that extend beyond disorder-specific 

approaches and can be administered across diagnoses. One example is acceptance and 

commitment therapy (ACT) in daily life (ACT-DL) [20]. ACT-DL is an ACT-based EMI aimed at 

transferring skills and insights learned during weekly face-to-face ACT sessions into the 

practice of daily life. In addition to eight 45-min ACT sessions where the ACT methods are 
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introduced, patients engage in an 8-week mobile intervention that requires active exercise of 

ACT principles during the day. Patients are exercising the different ACT components within 

the scope of their current momentary experiences, making it a contextualized and person-

focused approach. ACT-DL combines ESM self-monitoring, which supports raising awareness 

of one's inner experiences, with visual cues and brief ACT exercises. Moreover, patients are 

guided toward acting according to personal values, which they consider to be insufficiently 

present in their life [20]. An earlier version of the ACT-DL was piloted in 161 patients with 

varying Diagnostic and Statistical Manual of Mental Disorders, 4th Edition, diagnoses, 

demonstrating feasibility and acceptability of ACT-DL [20]. Currently, a randomized clinical trial 

is testing its effectiveness in patients at ultra-high risk for psychosis (trial number NTR4252). 

DISCUSSION 

The few studies that are available all underscore feasibility and acceptability of mHealth 

approaches in patients with severe mental illness, which is in line with a recent qualitative 

report on the use of smartphone interventions in 394 patients [21]. Patients find it useful and 

show good compliance rates. In terms of content, there is a huge variety in approaches ranging 

from a mixture of face-to-face contacts augmented with EMI components to a fully automated 

EMI. With regard to efficacy, there is a very limited amount of research available to date. Overall, 

the limited evidence supports the efficacy of EMIs in mental health. Evidence seems to point 

toward greater efficacy when EMI is integrated with real-life assessment using ESM, 

preferentially tailoring the intervention toward the specific needs of the individual as well as 

toward those moments when intervention is needed, as was already pointed out by Heron and 

Smyth [3]. This review demonstrates that mHealth may be an important asset to the mental 

health field but underscores that it still is in its very early ages. What are the steps that need 

to be taken to push this field forward? 

First, most progress so far has been made on the technological level. However, every 

research group is developing its own platform and app. Developing platforms that can be used 

across studies, across different EMIs and across diagnoses may boost clinical studies 

investigating efficacy, as such fostering clinical implementation. In addition, we need 

sophistication at the level of the feedback that is given to patients and clinicians. Intuitive and 

easy-to-use contextualized feedback should be further developed and refined in close 

collaboration with the different stakeholders. Furthermore, we need sophisticated algorithms 
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that define the individualized and person-tailored moments when feedback should be provided. 

Machine learning techniques could be applied to monitor and learn to recognize a patient's 

state and context [17] to eventually provide person-tailored contextualized feedback. However, 

this would require a large number of observations. 

Second, we need to carefully think about the goals and the content of EMI. A survey 

among practitioners showed that in their view, mHealth approaches would be valuable in 

mental health if the system allowed for self-monitoring of symptoms and functioning, provided 

functions that support and expand services, and gave individuals tools they could access 

wherever and whenever needed [13]. Increasing accessibility and providing round-the-clock 

support definitely is important [22]. However, the question is whether this is ambitious enough. 

In addition to making treatment available to as many people as possible, we should also aim to 

improve existing interventions and even develop completely new ones. In addition to aiding 

patients in dealing with their disabilities, we should aim to create long-term and sustainable 

change [2]. To achieve this, we should shift our focus from the technological developments to 

the development of new content of these EMIs. Moving therapy out of the office into real life 

is more than just changing the delivery modus; it provides the opportunity for intervening in 

the day-to-day dynamics between the person and his/her environment that may be at the core 

of psychiatric symptoms. To make progress we need to improve our understanding of these 

daily life mechanisms. We need to understand in what context symptoms occur and how we 

could best intervene at the moments when they are occurring [4]. The limited evidence to 

date suggests that a true integration of ESM into the EMI is a necessity to achieve long-term 

behavioral changes. One step further is to include data from context-aware systems using 

sensor data that automatically provide input on relevant context variables [17]. 

Finally, we need to change our perspective from testing feasibility to testing efficacy and 

ultimately implementing EMIs in routine mental health services. Many therapists and 

researchers alike are skeptical about the technological ‘gadgets’ that are quickly entering the 

mental health arena. Rightfully so, as several have no evidence-based content nor have they 

been properly tested. This, however, should motivate us even more to further develop 

theoretically sound content and to conduct large-scale studies and randomized clinical trials 

providing real evidence for the added value of EMIs in the treatment of patients with severe 

mental illness. 
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CONCLUSION 

The review demonstrates that mHealth may be an important asset to the mental health field 

but underscores that it still is in its very early ages. Only a few studies have been conducted to 

date, underscoring feasibility and hinting toward efficacy of EMIs in mental health. Both 

technological improvements and the development of new content of the EMIs will aid in 

changing the perspective from testing feasibility to testing efficacy and ultimately implementing 

EMIs in routine mental health services. 
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CHAPTER SEVEN 

General discussion 



Humans are very complex. So are their emotions, thoughts and behaviors. The same holds 

true for the world we live in, every day we encounter a variety of different contexts and social 

situations. In science, reductionist approaches have long been the adopted strategies of choice 

to simplify the complexities of nature in order to understand them [1,2]. They have been quite 

successful, especially in physics, in reducing the complexity of nature to simple explanations 

[1]. An example is Isaac Newton, who succeeded to reduce all complex motions into three 

simple and straightforward laws. Also in psychiatry, reductionism and unimodal perspectives 

of psychiatric illnesses and phenomena have long been strived for [2]. For all major mental 

disorders alike, scientists have attempted to find that one simple explanation, no matter 

whether it were explanations of neurochemical, genetic or neuropathological nature. 

However, contemporary findings suggest that the etiological pathways of psychiatric 

symptoms are complex and interacting; and may therefore mismatch reductionist approaches 

[2]. Yet, when turning to statistical modeling, parsimony is still an important principle in 

psychiatry research, and models with few parameters are preferred over complex ones, if 

they prove to have a comparable explanatory power.  

While reduced models may in general be very convenient for clinical practice and 

research, they may discount essential aspects of reality, as a possible pitfall of 

oversimplification. If we really want to find out why certain people struggle with stressors in 

daily life and develop complaints while others do not, we need to strive for methods that 

approximate and do this complexity justice. The central aim of this thesis was to investigate 

potential mechanisms and processes underlying the development of psychosis and elucidate 

them further by applying novel statistical methods to improve our understanding of the 

complex underpinnings of psychopathology. 

MECHANISMS UNDERLYING THE DEVELOPMENT OF PSYCHOSIS 

In search for processes and mechanisms underlying the development of psychosis, stress 

received great attention in research, when the vulnerability stress model was proposed by 

Zubin and Spring [3]. According to this model, different genetic, biological, psychological, and 

social factors, constitute an individual vulnerability level [3-5]. When stressors exceed this 

vulnerability level, psychiatric complaints emerge. Possibly, processes of stress-sensitization 

[6] may be underlying this vulnerability level and thereby link (early) environmental risk factors 

to increases in emotional reactivity to stress later in life. In chapter two, we found evidence 
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in a general population twin sample supporting this notion. More severe experiences of 

bullying and a lower subjective social status were associated with increased reactivity to an 

experimentally induced social stressor. The vulnerability stress model has been widely used 

in research and treatment of psychosis. The question, however, remains how stress exactly 

impacts on a person and increases the risk of developing psychiatric complaints [7,8]. Also, 

while this model proposes that stressors and vulnerability interact with each other, most 

studies have been focusing on studying either of them in isolation [8].  

In the last two decades, technologies and innovative approaches have emerged and 

transformed the way we address research and investigate research questions in the field of 

psychopathology. Although intensive sampling strategies, such as the Experience Sampling 

Method (ESM), have long been part of psychology research [9], they in particular have 

benefited from recent technological developments. Here, the introduction of programmable 

watches, palm-top devices and mobile phone applications offered new possibilities to measure 

phenomena more regularly, and more importantly, in the daily life of individuals. In addition 

to overcoming limitations of recall bias, concerns of assessment error, and ecological validity 

of conventional research instruments, ESM research is capable of investigating time-varying 

subjective experiences close to when they occur in daily life [10-12]. ESM is able to capture 

small fluctuations in experiences and dynamic interactions thereof by measuring several times 

per day in different situations and contexts. Using ESM studies with time-based designs and 

stratified (semi-)random time sampling has proven valuable for elucidating the role that stress 

plays in psychosis further. As was already described in detail in chapters three, four and 

five of this thesis, reactivity to daily stress has repeatedly been suggested an important 

putative mechanism underlying the exacerbation of psychotic experiences [13]. This reactivity 

is characterized by an increased emotional response to minor stressors and routine daily 

hassles. Several studies have reported an elevated emotional reactivity to minor stressful 

events, activities, and social situations in individuals with a psychosis, and in individuals at 

increased familial and psychometric risk for developing a psychosis [8,14,15].  

To further elucidate the stress-reactivity mechanism and involved underlying 

psychological processes, we applied a network approach as well as mediation models to ESM 

data in this thesis. We used the network approach to psychopathology to capture moment-

to-moment associations, attempting to investigate not only whether there is evidence for 

micro-level associations but also whether we can establish a temporal order (chapter 

three). A time aspect was added by using time-lagged variables as predictors to the models. 
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This enabled us to investigate associations of experiences from one moment to the next. 

Especially with increased risk of developing psychosis, elevated levels of stress were directly 

associated with increases in affective and psychotic experiences the following moment. Also, 

with increases in risk for psychosis, the number of significant micro-level associations 

increased. We concluded that our findings are pointing towards stress-reactivity being a 

putative mechanism underlying the development of psychotic experiences. On a critical note, 

the analyses did not allow for statistical tests of indirect effects of stress on psychotic 

symptoms via affect. In chapter four, we tested these indirect effects of stress on psychotic 

experiences via affective disturbance and cognitive processes in one comprehensive cross-

sectional model. This was achieved by fitting multilevel moderated mediation models to ESM 

data of three groups varying in risk for psychosis (individuals with a first episode of psychosis 

(FEP), individuals at an increased risk for psychosis (ARMS) and healthy control individuals). 

We found consistent evidence that stress increases the intensity of psychotic experiences via 

pathways through affective disturbance – in FEP individuals, ARMS individuals, and controls – 

with some evidence of greater indirect effects in FEP and ARMS individuals than controls. 

These findings were then replicated in the subsequent study (chapter five), in a different 

sample, which included three groups with a varying risk for psychosis. Additionally, we found 

evidence for an indirect effect from psychotic experiences on momentary stress via affective 

disturbance. Interestingly, the magnitude of this indirect effect was considerably larger than 

that of the reverse pathway (from stress to psychotic experiences via affective disturbance). 

To our knowledge, so far, no earlier study has investigated the effects of psychotic experiences 

on momentary stress through affective disturbance in daily life. Hypothetically, our findings 

point towards a comparably greater relevance of this pathway to the individual and at the 

same time suggest that increased levels of momentary stress in psychosis may be caused by 

psychotic experiences. This, in turn, may raise the question whether stress-reactivity really 

constitutes a link underlying the development of psychosis, or whether it is merely stress 

following psychotic symptoms. However, our findings from chapter three, four and five

underline the relevance of momentary stress in the formation of psychotic experiences. More 

tentatively, bringing findings of chapter five together, at the moment that psychotic 

experiences may be present, rapid vicious cycles of stress impacting psychotic experiences, 

and vice versa, via emotional reactivity may ensue. Possible reciprocal effects between stress, 

emotional reactivity, and psychotic experiences, should be studied in future research, and 

should investigate how these associations may contribute to the persistence of psychotic 
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experiences over time. In addition to cross-sectional models, we further fitted cross-lagged 

panel models of two measurement occasions in chapter five to investigate associations 

longitudinally. In these models, we did not find evidence for longitudinal effects of stress on 

psychotic experiences via affective disturbance in any of the groups. Full cross-lagged panel 

models of three measurement occasions – as have previously been suggested by Preacher 

[16] – should be applied for further evidence of temporality.  

In sum, the findings of chapter three, four and five underline the importance of 

stress-reactivity in the development of psychosis and the role that emotional reactivity may 

play as a putative mechanism through which stress impacts on the formation of psychotic 

experiences. Furthermore, our findings suggest complex interactions of psychological 

processes, stress and psychotic experiences in daily life and underline the need for methods 

that manage to embrace this complexity and are capable of, for instance, testing reciprocal 

relationships. We made first steps in testing the temporal order of associations by applying 

the network approach to multilevel models with time-lagged predictors in chapter three 

and cross-lagged panel models of two measurement occasions in chapter five. Following 

these steps further can provide very useful information on the causality of stress-reactivity in 

psychosis. 

 

ECOLOGICAL MOMENTARY INTERVENTIONS  

The central goal of psychiatry research is to develop prevention, treatment and rehabilitation 

strategies patients can benefit from. A recurring question then remains: How can new 

research, including work done in this thesis, be implemented best into (mental health) 

services? Several studies, including those presented in chapter three, four and five, suggest 

that stress-reactivity plays an important role in the development of psychotic experiences. 

This is the case along the continuum of psychosis, even before psychotic experiences reach 

the threshold being clinically significant complaints. Besides providing treatment strategies for 

severe symptoms of psychosis, it is worthwhile to implement preventive intervention 

strategies for individuals with subclinical complaints, targeting stress-reactivity in an early 

phase. As became apparent throughout this thesis, stress-reactivity is a dynamic process that 

is affected by, and interacts with, constant changes in the micro-level environment. Targeting 

stress-reactivity with intervention strategies delivered in real life, outside mental health 

services may therefore prove effective. These interventions are now commonly referred to 
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as Ecological Momentary Interventions (EMIs) and adopt mobile devices, such as palm-top 

devices or smartphones for the delivery of treatment in the daily life of individuals, while they 

are engaging in their everyday activities [17-19]. In chapter seven, we reviewed a variety of 

different interventions currently available for individuals with severe mental disorders, such 

as bipolar disorder, major depressive disorder, and psychotic disorder. Recent studies have 

suggested good feasibility and efficacy of EMIs in mental health. Although EMIs are still in their 

very early stages, they may be a promising addition to what is currently offered in mental 

health services. Technological improvements and development of new content, based on 

recent research findings, may aid EMIs even further to eventually become an integral part of 

mental health care. 

These interventions can then be used to deliver treatment to individuals with (sub-) 

clinical complaints targeting stress-reactivity in the real world and in real life. One example of 

an intervention useful in this context, is Acceptance and Commitment Therapy (ACT) in Daily 

Life (ACT-DL) for individuals at-risk for developing a psychosis and individuals with a first 

episode of psychosis [20]. Just as in a conventional ACT intervention [21], the central aim is 

on the one hand to find other ways to approach unpleasant feelings and situations, and on the 

other hand, to determine personal values and take steps to invest in them again. In this group 

of individuals, it thereby targets stress-reactivity, altered reward-experience, and 

psychological flexibility. In addition to conventional weekly sessions with a therapist, patients 

receive a mobile phone application to practice learned skills and apply them directly in daily 

life.  

FUTURE RESEARCH OF STRESS-REACTIVITY 

So far, ESM has greatly improved our understanding of complex interactions of psychological 

processes, stress and psychotic experiences in daily life and several studies have found 

associations between stress-reactivity and psychotic experiences. However, these findings still 

provide insufficient evidence for the question whether these links are causal in nature. Building 

upon work done in this thesis, future research should be set up to investigate the causal nature 

of this putative mechanism.  

Although differences in opinion still exist, there is some agreement of essential 

properties of causality [18,22]: First, there needs to be an association between the mechanism 
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and outcome, in our case between stress-reactivity and psychotic experiences, which we 

examined in chapters three, four, and five. Second, a temporal order needs to be 

established and it needs to be elucidated whether stress-reactivity precedes psychotic 

experiences. In chapter three and five, we made first steps in investigating this temporal 

order.  Third, the direction of this association is of importance. Put differently, does a change 

in stress-reactivity lead to a change in psychotic experiences? Recently, these ideas have been 

further extended to what has been coined an interventionist causal model approach 

[18,23,24]. According to this idea, intervening and thereby altering putative causal factors is 

followed by changes in outcome. Once such a putative causal factor is identified, interventions 

should target this factor and subsequently lead to changes in outcome. An intervention 

targeting stress-reactivity should therefore have an impact on the psychotic outcome. 

However, as mentioned on several occasions throughout this thesis, this putative mechanism 

is by no means static, on the contrary, it is a very dynamic process that is in constant 

interaction with the (micro-level) environment. Therefore, it has been suggested that 

interventionist causal models should be applied to intensive longitudinal data as obtained in 

ESM studies [18]. Testing these models could provide information on several causal criteria 

at once (e.g., association, time order and direction). As proposed further above, EMIs, such 

as ACT-DL, could be used to target stress-reactivity in the daily life of the patient. The 

effectiveness of this ecological momentary intervention is currently investigated in an ongoing 

randomized controlled trial. Findings on the effect of this intervention on stress-reactivity may 

provide valuable information concerning the putative mechanism of stress-reactivity.  

 

NETWORK MODELS IN TREATMENT 

Triggered by movements such as the Quantified Self [25,26], monitoring lifestyle data, as well 

as fitness and health indicators is becoming increasingly popular to improve well-being and 

personal efficiency. An increasing number of people are using mobile apps and wearables to 

get a better insight into various aspects of their personal health, like their nutrition, blood 

pressure, sleep patterns and activity patterns [27]. Also, mental health monitoring has become 

a field of interest [28]. Tracking ourselves is becoming part of our lives.  

Integrating self-tracking into mental healthcare, therefore, seems an obvious step. 

Providing patients with insights into their very own personal experiences may have various 

advantages [29]. Monitoring their own momentary data may help to create an awareness of 
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their own strengths and pitfalls (e.g., functional or dysfunctional behavioral patterns), thereby 

facilitating and reinforcing a sense of participation in their own care. In a recently conducted 

randomized controlled trial, depressive patients received a weekly summary of their ESM 

derived data [30]. The results of this study showed that this insight into personal data was 

effective in reducing depressive symptoms significantly.  

In chapter three of the current thesis, we used the network approach to investigate 

longitudinal micro-level associations on group level. One possibility may be to create 

personalized networks, instead of group networks, for patients based on their own ESM data 

as an add-on diagnostic tool [31-33]. Such networks could then give an insight into how 

experiences cluster together and may help to create hypotheses on predictive relationships. 

For example, when looking at his/her own networks, a patient may see that when feeling 

stressed one moment, he/she often experiences feelings of anxiety the subsequent moment. 

Furthermore, such a network may visualize situations or activities where the patient is mostly 

satisfied and is less affected by symptoms.  

Using personalized networks to provide feedback to patients may be a valuable 

addition to treatment in itself. In addition, decisions concerning beneficial intervention 

strategies can be made based on these networks [31,33]. In practice this may go as follows: 

Together with the therapist, patients can identify a number of central topics. Based on these 

topics, questions can then be generated that can subsequently be asked on several occasions 

on a number of consecutive days, using a dedicated device. Networks can then be created 

based on answers to these questions. These networks can provide new insights into specific 

micro-level associations meaningful for that particular patient, and can be used to establish an 

idea of potential causal pathways and to generate working hypotheses for treatment [31]. 

From a library of available exercises, the therapist can then select those that may be beneficial 

for the specific needs of the patient at a specific moment. These exercises could then be 

provided in the daily life of the patient. 

Although the body of literature is accumulating and enthusiasm of possibilities the 

network approach holds for psychopathology is growing, research is still in its early days and 

caution will need to be exercised when using personalized networks in treatments [31,33,34]. 

A number of challenges concerning personalized networks remain, such as, the minimum 

required number of observations to create a reliable personalized network or the lag interval 

appropriate for the research question [31]. Also, until now, there have been no studies that 
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tested systematically whether personalized networks add something to clinical work and 

treatment. On a more general note, there is a recently emerged and ongoing debate 

concerning pitfalls of the network approach to psychopathology that still needs to be resolved. 

Central issues in this debate are the replicability and utility of networks with opinions on 

either side [35-38]. However, a lot of work is currently done to tackle those challenges to 

make sure that the network approach is applied appropriately to empirical problems [39].  

Once these difficulties are overcome, the network approach to psychopathology may be very 

promising in dealing with complex micro-level dynamics for specific psychological problems 

and intra-individual time-series data. 

CONCLUDING REMARKS 

This thesis set out with the central aim to investigate potential mechanisms and processes 

underlying the development of psychosis. Approaching symptoms and experiences as 

something dynamic that changes in interaction with the (micro-) environment always made 

sense intuitively, yet acknowledging it in study designs and methods has been a great milestone 

in psychopathology research of recent decades.  Although, acknowledging these dynamics has 

been an essential step, studies examining dynamic processes over time remain outnumbered. 

Research conducted in this thesis brought us, one step further, by investigating underlying 

processes using novel methods.  

This thesis provides new evidence on the dynamic interplay between psychological 

processes and stress in the origin of psychosis and, thereby, contributes to improving our 

understanding of psychosis with its very complex etiologies. The findings of this thesis 

underscore the important role that emotional reactivity may play as putative mechanism 

through which stress impacts on the formation of psychotic experiences. Understanding 

processes underlying the occurrence and persistence of psychotic experiences, is valuable to 

gain a better understanding of when and how to intervene best to reduce the intensity of 

psychotic experiences. In turn, these findings provide valuable ground for translational 

research that uses ecological interventionist causal models, that uses treatment delivered in 

the real world, targeting these psychological processes in daily life. Informed development of 

evidence based interventions promoting the resilience to stress and sustainable change in 

psychosis outcome in everyday life is of importance for public health. It can also be considered 
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an important next step toward preventing onset and improving long-term outcomes of 

psychosis. 
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CHAPTER EIGHT 

Valorization 



Valorization has been defined as ‘’the process of value creation from knowledge, by making it 

applicable and available for economic or societal utilization, and by translating it in the form 

of new business, products, services, or processes’’ (p.8) [1]. In this chapter we will elaborate 

on how work done in this thesis may be valuable for, and eventually affect, society and 

economy. 

The total costs for healthcare in the Netherlands have been rising in recent years. 

Together with cardiovascular diseases, mental disorders are among the most costly 

complaints for healthcare services [2]. When turning to Europe as a whole, the costs for 

mood disorders have recently been estimated at 113.4 billion euro, 74.4 billion euro for 

anxiety disorders, and 93.9 billion euro for psychotic disorders [3]. These costs are the 

combination of direct healthcare costs, non-medical costs (e.g., costs for extra resources for 

social service and education), and indirect costs (e.g., costs due to work absence or early 

retirement). In patients with psychotic disorders, these indirect costs form with 64.9 billion 

euro the largest proportion [3]. These indirect costs may emerge from impairments, disability, 

premature death, and legal problems which are frequently linked to loss of productivity [4]. 

While these numbers provide a concise overview of societal costs linked to psychotic 

disorders, they fail to express the personal burden and suffering, which patients and their 

relatives may be experiencing. Patients suffering from psychosis are frequently confronted 

with some degree of stigmatization and discrimination [5-7]. This makes that a majority of 

patients and their families chose not to speak about their condition to others, which may 

increase their feeling of isolation from society even further. Although prevalence rates for 

developing a full-blown psychotic disorder are relatively low with 3-4% [8], it can be concluded 

that these disorders may be of substantial burden to the affected individual, his/her social 

circle, as well as for society as a whole.  

Research of recent years points towards a heterogeneity in the course and outcome 

of psychosis, and contrasting to what has long been believed, remission and recovery likewise 

are considered realistic endeavors. As introduced in chapter one of this thesis, there is 

accumulating evidence of the continuum notion of psychosis, of severity and persistence of 

experiences. It has been suggested that treatment early on in the course of psychosis, during 

a first episode, improves chances of transition greatly, with remission rates of around 80% 

[9]. Knowledge of mechanisms and psychological processes involved in the complex etiology 

of experiences along this continuum may prove valuable for setting up interventions and 

prevention strategies early in order to minimize the personal and societal burden of psychosis. 
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The current thesis investigated processes and mechanisms underlying the 

development of psychosis. In particular, we focused on the role of stress and its dynamic 

interplay with psychological processes and psychotic experiences in daily life. We found new 

evidence that emotional reactivity may play an important role as a putative mechanism through 

which stress impacts on the formation of psychotic experiences. Although some work done 

in this thesis may seem rather fundamental in nature, on the long run, insights into the 

underlying dynamics may improve prevention and treatment options for patients and thereby 

reduce societal, economic, and personal burden linked to psychosis. 

Better insights into processes underlying the occurrence and persistence of psychotic 

experiences are valuable to gain understanding of when and how to intervene best to reduce 

the intensity of psychosis. Our findings stress the importance of complex micro-level dynamics 

in daily life underlying the development of psychosis and underline the importance of studying 

it in daily life. This knowledge is especially relevant for interventions provided in daily life of 

patients – Ecological Momentary Interventions. With these real-life interventions, leveraged 

by mobile devices, such as smartphones, treatment can be delivered at any time, and in almost 

any location – there where patients experience complaints. In chapter six of this thesis we 

provided an overview of currently available interventions provided in daily life of patients. 

Available interventions do seem promising, however, it is crucial that processes these 

interventions are targeting are properly investigated before treatments are provided to 

patients. Furthermore, randomized controlled trials are needed to reliably investigate the 

effectiveness of these treatments. 

Ecological Momentary Interventions may not only be valuable as add-on and stand-

alone delivery of treatment, they open up new endeavors for personalized medicine, as 

interventions taking inter-individual differences into account can be provided more easily. As 

a further step, these interventions may not be only tailored to the individual needs of patients, 

but can even provide exercises in real-time and real-life, depending on specific experiences or 

symptoms at that very moment. Personalized treatment that targets symptoms or symptom 

clusters central to a person at a particular moment may increase the efficacy and efficiency. 

This, in turn, may possibly be linked to reductions in healthcare costs and may maximize the 

quality of life of patients.  

In sum, through the chapters of this thesis, it became apparent that micro-level 

dynamics in general, and emotional reactivity to minor daily stress in particular, may play an 
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important role in the formation of psychotic experiences. Interventions targeting these 

processes in daily life may therefore prove valuable for the prevention and treatment of 

psychotic experiences. In order to eventually create value from research findings of this thesis, 

it is essential to bridge the gap between science and clinical practice and to reach out to 

people that have the capacity to directly impact healthcare – policymakers and healthcare 

professionals. All findings of this thesis are therefore published in peer-reviewed journals and 

presented at national and international conferences. Conference contributions and 

publications in peer-reviewed papers, furthermore, aid the communication with fellow 

researchers. This communication is essential to constantly keep on challenging currently 

established ideas of processes underlying mental illness. Especially research lines studying 

micro-level processes in daily life are benefitting greatly from recent and ongoing technological 

advances. These, in turn, make it increasingly feasible to track and monitor data of various 

modalities throughout everyday life of individuals, resulting in datasets of increasing 

complexity.  

In order to create something meaningful to patients, their friends and relatives and 

society as a whole, it is essential that researchers, clinicians, and policymakers work together 

closely. Involvement of patients in scientific research is essential not only to receive input on, 

and gain insights into challenges they are facing, but also to obtain feedback on interventions, 

and possibly, on the usability of proposed technological tools. Involving clinicians as sounding 

boards in research projects can further provide valuable information on flaws of current 

treatment options and the feasibility of proposed solutions. In turn, together, scientists and 

clinicians may then create great impact on patients’ prognoses, by improving current 

treatment strategies and their implementation in the clinic. 
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EPILOGUE 





Summary 



In this thesis we set out to investigate potential mechanisms and processes underlying the 

development of psychosis. In chapter two, we investigated whether the determinants of 

reactivity to stress in a general population twin sample are genetic or environmental factors, 

or a combination of both. Using a novel task, we exposed adolescent and young adult twins 

to peer evaluation – one possible source of social stress – comparable to what they may 

experience daily in online social interactions. The proportion of variance in reactivity to peer 

evaluation due to genetic and environmental factors, as well as the association with specific a

priori environmental risk factors (e.g., childhood trauma, bullying experiences), was then 

estimated. We found evidence that more severe experiences of bullying and a lower subjective 

social status were associated with increased reactivity to an experimentally induced social 

stressor.  

In chapter three, we examined stress-reactivity by studying micro-level dynamics in 

daily life in three samples varying on the continuum of psychosis – healthy control subjects, 

relatives of individuals with a psychotic disorder with a certain genetic liability for developing 

the disorder as well, and patients with a psychotic disorder. We applied a network approach 

to psychopathology to the experience sampling method (ESM) data to gain insights into the 

mechanisms at the level of micro-dynamic moment-to-moment effects between stress, other 

daily experiences and psychotic experiences. In particular, with an increased risk for 

developing a psychosis, elevated levels of stress were directly associated with increases in 

affective and psychotic experiences at the next moment. Furthermore, we found evidence that 

the number of significant micro-level associations increased with a higher risk for developing 

a psychosis. The findings of this study point towards stress-reactivity being a putative 

mechanism underlying the development of psychotic experiences. 

In recent years, various models of psychosis have suggested that experiences of stress 

contribute to the development of psychotic experiences via pathways of negative affect, 

cognitive biases, and anomalous experiences. In chapter four, we systematically tested 

comprehensive models of these pathways in three samples that varied on the continuum of 

psychosis – healthy control subjects, individuals with an at-risk mental state for psychosis, and 

individuals with a first-episode psychosis. We fitted multilevel moderated mediation models 

to ESM data to investigate how stress, enhanced threat anticipation, and experiences of 

aberrant salience combine to increase psychotic experiences in daily life. There was consistent 

evidence that stress increases the intensity of psychotic experiences via pathways through 
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affective disturbance – in FEP individuals, ARMS individuals, and controls – with some evidence 

of greater indirect effects in FEP and ARMS individuals than controls. 

In chapter five, we investigated whether findings of the previous chapter replicate in 

a different sample. Additionally, we investigated longitudinal associations of momentary stress, 

negative affect and psychotic experiences across two measurement occasions. This sample 

again consisted of three groups varying in risk for psychosis – healthy control subjects, relatives 

of individuals with a psychotic disorder, and patients with a psychotic disorder. Again, we 

found consistent evidence that stress increases the intensity of psychotic experiences via 

pathways through affective disturbance. Additionally, we found evidence for an indirect effect 

from psychotic experiences on momentary stress via affective disturbance. Interestingly, the 

magnitude of this indirect effect was considerably larger than that of the reverse pathway 

(from stress to psychotic experiences via affective disturbance). Tentatively, taken together, 

these findings suggest that there may be rapid vicious cycles of stress impacting psychotic 

experiences, and vice versa, via emotional reactivity. Only in controls, there was evidence of 

a longitudinal indirect effect of stress on psychotic experiences via negative affect.  

There is accumulating evidence for micro-level dynamics of momentary experiences, 

affect and symptomatology. Real-world delivery of treatment, therefore, seems a promising 

prospect for patients and individuals with an increased risk for developing a disorder. In 

chapter six, we conducted a concise review on the feasibility, content and efficacy of 

currently available ecological momentary interventions in psychiatry. Findings of this review 

suggest that mobile health may be an important asset to mental health care, while at the same 

time it underscores that it is still in its early stages. Based on our findings, we discuss ways to 

improve ecological momentary interventions (EMIs) for severe mental illness to ultimately 

implement them in routine mental health services. 

In sum, this thesis provides new evidence on the dynamic interplay between 

psychological processes and stress in the origin of psychosis and, thereby, contributes to 

improving our understanding of the complex etiology of psychosis. Our findings underscore 

the important role of emotional reactivity as putative mechanism through which stress impacts 

on the formation of psychotic experiences. Understanding these processes involved in the 

development and persistence of psychotic experiences provides us with further insights 

concerning prevention and treatment.  
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