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A B S T R A C T

Prediction of preterm birth is a difficult task for clinicians. By examining an electrohysterogram, electrical
activity of the uterus that can lead to preterm birth can be detected. Since signals associated with uterine
activity are difficult to interpret for clinicians without a background in signal processing, machine learning may
be a viable solution. We are the first to employ Deep Learning models, a long-short term memory and temporal
convolutional network model, on electrohysterography data using the Term–Preterm Electrohysterogram
database. We show that end-to-end learning achieves an AUC score of 0.58, which is comparable to machine
learning models that use handcrafted features. Moreover, we evaluate the effect of adding clinical data to the
model and conclude that adding the available clinical data to electrohysterography data does not result in
a gain in performance. Also, we propose an interpretability framework for time series classification that is
well-suited to use in case of limited data, as opposed to existing methods that require large amounts of data.
Clinicians with extensive work experience as gynaecologist used our framework to provide insights on how to
link our results to clinical practice and stress that in order to decrease the number of false positives, a dataset
with patients at high risk of preterm birth should be collected. All code is made publicly available.
1. Introduction

The diagnosis of premature labor, i.e., labor before the 37th week
of pregnancy, and its effective prevention are challenges faced by
obstetricians on a daily basis. In 2014 the World Health Organization
(WHO) estimated the rate of preterm births worldwide around 10%.
As premature birth is the leading cause of mortality and neonatal
morbidity [1], clinicians try to minimize the negative effects of preterm
birth. When a pregnant woman presents herself while having premature
contractions, clinicians attempt to accurately assess the risk of her
going into actual preterm labor. If assessed to be at risk, hospital
admission often combined with pharmacological treatment follows to
prepare the baby for a preterm birth and offer it the best possible start
given the circumstances. Nowadays, clinicians try to estimate the risk of
preterm labor using a set of clinical tools such as ultrasound, laboratory
tests and the tocogram, a tool to quantify the number of contractions
per time unit. This assessment is flawed and results in many false
positives, i.e., more than 50% of patients hospitalized for imminent
preterm labor deliver at term [2]. It is becoming increasingly evident

∗ Corresponding author at: Department of Computer Science, Vrije Universiteit, De Boelelaan 1105, Amsterdam, 1081 HV, The Netherlands.
E-mail address: a.m.fischer@amsterdamumc.nl (A.M. Fischer).

that admission to the hospital for potential preterm labor accounts for
a huge burden on society, not only because of the costs of hospital
admission but also because of the emotional and physical impact on
the patient’s wellbeing. To decrease the frequency and impact of false
positive preterm labor estimations, and to improve ability to detect
those who are going to deliver preterm, we need to reach for new
techniques to increase accuracy of the current estimation of imminent
preterm birth.

Uterine contractions are always present during pregnancy and dur-
ing different phases of pregnancy they differ in frequency, strength,
amplitude and propagation [3]. Therefore, profound knowledge of
the process of uterine contractions and the ability to diagnose abnor-
malities that may lead to preterm birth are important. Two clinical
tools that monitor the uterine contractions are the external tocometer
and the intrauterine pressure catheter (IPC). Although the IPC is the
only instrument that can accurately measure the strength of uterine
contractions, the tocometer is the de facto instrument used, as the
IPC requires rupture of the membranes for placement and carries
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potential risks for mother and child [4]. The tocometer also measures
frequency of contractions, however, it has its restrictions due to the
inter- and intra-variability in interpretation between clinicians [5] and
the poor quality of the signal for obese women [6,7]. Furthermore, the
tocometer is incapable of measuring the electrical activity of the uterus.
Consequently, the tocometer cannot provide any information about the
underlying physiological process in the uterus, such as whether the
entire uterus contracts or only specific parts of the uterus.

A promising technology, called the electrohysterogram (EHG), is
available that allows for more detailed analysis of uterine contractions.
The EHG represents the signal associated with action potentials propa-
gating from the uterus to the abdomen via smooth muscle cells, which
can be thought of as the electrical activity of the uterus [8].

Finding physiological markers in EHG that are discriminative for
predicting preterm and term birth has been widely studied in the past
years. This includes handcrafted features such as velocity, directionality
and synchronization [9–22], and these parameters have proved to be
useful predictors in combination with machine learning models [20,22–
25]. While this has led to valuable information, designing handcrafted
features from EHG data does lead to loss of information. In recent
years, there has been a shift from feature engineering to end-to-end
learning; namely Deep Learning (DL) [26], which has been applied in
many medically related research areas, including clinical imaging [27].
Nevertheless, to the best of our knowledge, these models have not
been used to predict preterm birth using EHG data as time series. To
address this gap, we employ two deep learning models in this study,
namely Long-Short Term Memory (LSTM) networks [28] and Temporal
Convolutional Neural (TCN) networks [29], to explore the potential
benefit of end-to-end learning on EHG time series data.

However, to make these models applicable in clinical settings we
need to innovate, because a major drawback of these DL models is
the limited understanding of what factors contribute to a prediction.
Recent work on interpretability for DL time series models has focused
on attention mechanisms [30–34], which requires an additional layer
in the network to obtain an attention vector that contains importance
weights of different parts of the time series. Attention mechanisms,
however, add additional hyperparameters to tune for the network,
require large amounts of data to be trained on and have proven to
fail to accurately identify feature importance over time in multivari-
ate time series data [35,36]. Similarly, the Transformer Model [37],
which removes all convolutional and recurrent layers and uses only
attention mechanisms to simplify the network, adds an additional level
of complexity by incorporating position encodings to preserve some
information about the order of the time series.

We bypass the need for using attention mechanisms to highlight
significant parts of time series, by introducing an interpretability frame-
work that segments time series into subsequences and produces a
prediction over each subsequence. In effect, we highlight parts of the
time series a clinician should pay further attention to and we have
clinicians evaluate our findings.

Another contribution of this research is combining high sampled
frequency EHG data and clinical data into a single DL model. While
many relevant clinical data is collected in electronic health records, the
potential benefit of using both EHG time series data and clinical data
for preterm birth prediction has not been studied using these models.
As there are ample risk factors associated with preterm birth, such
as diabetes, hypertension, placental abnormalities, multiple gestation,
previous preterm delivery, age, weight and cervical length [38–43], this
could potentially lead to better predictive power. In summary, the main
contributions of this research are:

• Combine temporal EHG data and static clinical data for Deep
Learning models

• Provide an interpretability framework for Deep Learning models
for time series classification on small datasets

• Evaluate these DL models on EHG data for the first time by
2

clinicians g
2. Related work

This sections covers two main aspects. First, related work on pre-
dicting preterm birth using EHG data is presented. Second, literature
related to machine learning explainability in the context of time series
classification is outlined.

2.1. Preterm birth prediction using EHG data

Many studies have been published using the public available Term–
Preterm Electrohysterogram database (TPEHG) and show almost per-
fect scores when differentiating preterm from term patients. However,
recent work has shown that these results are based on a methodological
flaw, namely applying oversampling on the dataset before partitioning
he data into a separate train and test set [44], which leads to data
eakage. When oversampling was carried out correctly, the results
here often not better than random guessing [44].

The TPEHG database consists of 300 EHG records (belonging to 300
nique patients), and is highly imbalanced as there are 38 preterm
ases and 262 term cases. We will focus on studies that performed
ata oversampling on this dataset and these studies did not explicitly
ention partitioning the dataset in a mutually exclusive train and

est set before oversampling. All studies used handcrafted features and
achine learning and the results reported by these studies on the

versampled data had AUC scores even up to 0.99. Many of these
tudies have been reproduced by van de Wiele et al. [44]. In Table 1
e show the results from both the original paper and the reproduced

esults from van de Wiele et al. [44].
When looking at Table 1, the gap between reported AUC of the

riginal study and correctly oversampled AUC of the reproduced study
s compelling. The highest AUC, when correctly oversampled, was 0.65
nd this study used median frequency as handcrafted feature [10].
f studies [23,45,46], also AUC on the original TPEHG dataset was

eported, which yielded a highest AUC of 0.62.
Also more recent work used the TPEHG database and calculated

entroid frequency as feature from the EHG signal. Degbedzui et al. [47]
eport an accuracy of 99%, however, also they applied oversampling
n the dataset and therefore we believe these results should be treated
ith caution.

Few studies did not apply oversampling on the TPEHG dataset [48–
0] and used machine learning to classify preterm/term patients. Ryu
t al. [48] filtered EHG signals using Multivariate Empirical Mode
ecomposition (MEMD) instead of Fourier transform and hereafter they
xtracted sample entropy as feature. They bypassed the imbalanced
ata problem by subsampling a 100 times a balanced dataset of 38 term
nd 38 preterm records from the original dataset. A maximum AUC of
.60 was achieved using their set-up.

Two studies segmented the original EHG signals into sub segments,
he work of Khalil et al. [51] did not focus on classifying preterm/term
irth but used these segments to identify four types of events, namely
ontractions, fetus motions, Alvarez waves and long-duration low-
requency waves and had them validated by an expert. The work of
hardad et al. [52] uses another approach to separate EHG signals and
ses Linear Predictive Coding to extract features from these segments.
ereafter they cluster these events and classify each event indepen-
ently into term and preterm birth, but do not consider patterns over
ach entire EHG recording. To bypass the problem of unbalanced data,
hey perform undersampling, resulting in a scenario that does not
esemble reality for this application.

The work of Janjarasjitt et al. [49] uses single wavelet-based fea-
ures to predict preterm birth and they evaluate their feature in a
eave-one-out cross-validation scheme. First they split the dataset into
wo groups, of which one group had their EHG recording early during
heir pregnancy (around 22nd week of gestation) and the other group
ad their EHG recording later during pregnancy (around 32nd week of

estation). The classifier on the early group achieves a sensitivity and
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Table 1
Overview of studies and their results on the TPEHG database.

Original study AUCa Reproduced study AUCb

original data Oversampled Correctly oversampled Incorrectly oversampled

[10] – 0.99 0.65 0.99
[20] – – 0.59 –
[22] – 0.99 0.57 0.99
[23] 0.61 0.95 0.61 0.97
[53] – 0.99 0.58 0.96
[54] – – 0.54 –
[45] 0.62 0.94 0.52 0.96
[46] 0.58 0.94 0.52 0.96
[55] – – 0.56 –
[56] – – 0.57 –
[57] – 0.88 0.55 0.92

aWe report the highest AUC scores (rounded to two decimals) from the original study. A — indicates that the AUC
score was not provided (either missing or only accuracy was reported) in the original paper.
bWe report the highest AUC scores (rounded to two decimals) from [44].
pecificity of 0.6842 and 0.7133 respectively. Side note is that using a
eave-one-out scheme may lead to too optimistic results. Lastly, Sadi-
hmed et al. [50], only reported an accuracy of 0.89 while no other
etrics were reported, which impedes assessing the true value of the
odel, since always predicting term birth already yields an accuracy

f 0.86. They used features such as total number of contractions and
verage duration of contractions.

Our work will deliberately not apply oversampling on the imbal-
nced TPEHG dataset and is the first method to apply Deep Learning
n this highly imbalanced dataset. Since Deep Learning approaches
an also have problems in dealing with unbalanced data, we propose
ost-sensitive learning by means of adding a class weight to the loss
unction. In order to make a fair comparison to results of existing
tudies, we will only compare to correctly oversampled datasets (third
olumn in Table 1) and studies that did not apply oversampling.

.2. DL explainability and time series

While explainability for deep learning models on static data is
idely discussed in literature, explainability on time series domain
as received much less attention. Broadly there are two classes to
xplain model behavior in time series. The first is instance-level feature
mportance from supervised learning on static data that is alternated in
uch way to make it suitable for time series data. Either the explanation
s backpropagation based, in which gradients throughout the network
or in specific layers) are computed with respect to the input [31,58–
0] or perturbation methods where parts of the input are masked or
lternated to calculate the effect on the outcome [35,58,61]. However,
radient based methods do pick up on the important features, but fail
o identify the important time steps [62]. Also perturbation methods
re ambiguous to utilize, as observations need to be replaced with new
amples and we do not know the data distribution of EHG data a priori.

An extension to instance-level feature importance on multivariate
ime series data is proposed by Tonekaboni et al. [62], in which they
ropose a framework that quantifies the importance of observations
ver time. They use generative models to learn the underlying distri-
ution of time series and then approximate the counterfactual effect
f subset of observations over time. The counterfactual is contrasted
gainst the predictive distribution to quantify the contribution of obser-
ations of a time series. However, they only estimate the contribution
f a single time point, whereas for high-frequency data such as EHG, we
xpect individual time points to contribute little, since individual time
oints capture only a fraction of a second, but their contribution can
nly be captured over time within a segment.

The second class consists of attention models, which is mostly
sed in the domain of natural language processing [37,63], but also
ave been used within the healthcare domain [30,32–34,64]. However,
ttention models are only well-suited in cases of large amounts of data,
3

and fail to reliably identify important parts of time series if data consists
of multi-variate time series [35].

We create an interpretability framework that is well-suited in case
of limited data and as domain knowledge about EHG signals is limited,
we will make a first attempt to let clinicians interact with the outcome
of a ML model on EHG data. For this purpose we segment EHG time
series into subsequences and let the ML model make a prediction over
each subsequence. As a result, important parts of the time series are
highlighted and we have clinicians assess the output.

3. Material and methods

3.1. Dataset

The data used to train the LSTM and TCN model comes from
the Term–Preterm EHG Database (TPEHG DB) [14], which is publicly
available on PhysioNet [65]. This dataset contains 300 EHG recordings
from 300 patients, meaning that one recording per patient was made.
The recordings were made either around the 22nd week of gestation or
around the 32nd week of gestation during regular check-ups and last
for 30 min. Only records from pregnancies where the onset of labor
was spontaneous are included and cesarean sections are excluded.

We followed the definition of the WHO of 37 weeks to distinguish
between preterm and term birth and also made a distinction between
recordings made before 30 weeks gestation and recordings made after
30 weeks gestation. Since uterine activity (UA) increases significantly
after 30 weeks of gestation [66], more UA is expected to be visible on
the electrohysterogram and might result in different model behavior.
In Fig. 2(a), the distribution of patients over the different categories
is shown. The preterm cases are the minority class, with 38 patients
having a preterm delivery against 262 patients with a term delivery.

Besides time of recording, the interval between time of recording
and date of delivery is also important, as the closer to date of delivery,
the more UA can be expected [66]. Since the recordings were made
around the 22nd or 32nd week of pregnancy, we also see two clear
distributions of time (in weeks) between time of EHG recording and
birth, as shown in Fig. 2(b). The average time-to-delivery (TTD) from
time of recording was 12.2 weeks, with the group that had a recording
around the 32nd week of gestation having a TTD of 8–9 weeks. On the
other hand, there is the group who had a recording around the 22nd
week of pregnancy, and for the majority, their TTD is between 17 and
18 weeks.

Electrode set-up
Data was collected using four electrodes and placement of the

electrodes was identical for all recordings and. The set-up is shown
in Fig. 1. Three channels were constructed from each recording by
calculating the differences in electrical potentials of the electrodes:
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Fig. 1. Placement of the electrodes of the TPEHG DB.
Source: [10].

Table 2
Clinical data variables present in TPEHG DB.

Variable Variable

Abortions Hypertension
Age Parity
Bleeding first semester Placental position
Bleeding second semester Smoker
Diabetes Weight (at time of recording)
Funnelinga

aFunneling represents the dilatation of the internal part of the cervical
canal and is clinically observed through ultrasound.

• Channel 1 = E2 - E1
• Channel 2 = E2 - E3
• Channel 3 = E4 - E3

Each record is a single continuous acquisition of around 30 min in
duration and the signals have been digitized at 20 samples per second
per channel with 16-bit resolution over a range of ±2.5 millivolts. As
a result, each record consists of about 20*60*30 = 36.000 data points
and hence we are dealing with long time sequences.

An example of an unfiltered EHG recording is presented in Fig. 3.
This patient gave birth at 38.5 weeks (therefore term birth) and the
EHG recording was made at 31 weeks gestation. There are some no-
ticeable differences between the channels, for example, the amplitudes
of channel 3 are smaller compared to channel 1 and 2. Also there
is a clear spike around minute 17 visible in channel 1 and 2, which
is not visible in channel 3. This could be induced by inference of a
physiological component (such as maternal heart rate or respiration
rate). As some components’ influence are higher in certain EHG signals
than other, e.g., electrodes E1 and E2 are positioned closer to the
maternal heart meaning that the heart rate will have a higher impact
in those signals compared to electrodes E3 and E4 which are positioned
close to the cervix [10]. How EHG data will be filtered will be discussed
in Section 3.5.

Clinical data
Next to EHG records some clinical data was collected. In Table 2 an

overview of all variables is shown.
Not all values are present for each patient and in Fig. 4(a) the

percentage of missing values for each categorical variable is shown.
The percentage of missing values ranges from 9% to 37%, with the least
missing values for variables funneling, bleeding first trimester and bleeding
second trimester and the highest percentage (37%) of missing values are
of variables abortions, smoker, hypertension and diabetes. How missing
values are handled during modeling process is discussed in Section 3.5.
As for the numerical variables age and weight, the difference between
4

the preterm and term group is negligible, as is shown in Fig. 4(b).
The overall mean and standard deviation of age is 29.4 and 4.7 years
respectively and the overall mean and standard deviation of weight is
69.8 and 9.8 kilograms.

3.2. LSTM architecture

In this research, a LSTM network was used as a baseline model as
it is among the most popular models for time series modeling. LSTMs
were first proposed in 1997 by Hochreiter and Schmidhuber [28] as a
solution for the vanishing and exploding gradient problem. The main
building blocks of LSTM are the input, output and forget gate, each of
which have associated weights that are learned during training. Taking
into account that each record consists of about 36,000 data points, we
consider a specific configuration of the LSTM model that allows us to
apply data reduction to the original sequence and at the same time
preserve memory during processing the reduced sequence.

In our configuration, we use a so-called stateful LSTM, in which
we first apply data reduction on the original sequence and hereafter
we split up the reduced sequence into n subsequences. This amounts
to processing the first subsequence of m samples (patients) in a batch
and make a prediction over each first subsequence. The hidden states
and cells are then retained and passed to the next batch containing the
second subsequence of the same m samples and then again making a
prediction, until the entire reduced sequence for m samples has been
processed. Then the hidden states and cells are reset and the process
is repeated for the remaining samples until all samples have been
processed. In effect, all subsequences are provided as input and for each
batch of subsequences the forward pass is executed, but backpropaga-
tion is only applied on the last subsequence. The advantage of a stateful
LSTM is that it allows us to process shorter bits of the entire sequence at
once, thus reducing the chance of forgetting long-term dependencies,
while at the same time passing on long-term information throughout
the sequence.

Furthermore, we initialize the value of the forget-gate bias to 1
at the beginning of training, to enhance learning long-term depen-
dencies [67]. The process of how data reduction is realized will be
explained in Section 3.5. There are many possible compositions of a
LSTM model, including hidden dimension size, layer dimension size (in
effect creating a stacked LSTM model), or a bidirectional LSTM. Differ-
ent compositions will be tried during hyperparameter optimization, as
explained in Section 3.5, and the number of trainable parameters for
each network will be specified in the results section.

3.3. TCN architecture

As LSTMs can greatly suffer from vanishing or exploding gradi-
ents and thus be incapable of effectively modeling long time series
tasks, Bai et al. [29] show that convolutional neural networks (CNNs)
can sidestep these problems and achieve better model performance.
Main advantages of the TCN are flexible receptive field size, paral-
lelism (because convolutions over time steps can be done in parallel,
unlike in LSTMs where time steps have to be processed in series)
and stable gradients. The proposed architecture of a TCN adopts a
1D fully-convolutional network (FCN) [68] and uses causal convolu-
tions, meaning that there is ‘‘no information leakage from future to
past’’ [29].

In our research we have a 3-dimensional multivariate time series,
where 𝑋 = [𝑥0, 𝑥1, 𝑥2,… , 𝑥𝑡] consists of 3 different univariate time
series with 𝑋𝑖 ∈ R𝑇 . The constraint the TCN composes is that given
an input sequence 𝑥0, 𝑥1,… , 𝑥𝑡, where one wishes to predict the output
𝑦𝑡 for some time 𝑡 after the entire input sequence has been processed,
one must only use the inputs that have been previously observed
(𝑥0, 𝑥1,… , 𝑥𝑡). This makes the structure causal.

An example of a time series processed by a TCN model is depicted
in Fig. 5, where an input sequence 𝑋 = [𝑥 , 𝑥 , 𝑥 ,… , 𝑥 ] is given and
0 1 2 10
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Fig. 2. Data characteristics.
Fig. 3. Example of EHG recording of one patient.

the network flow for output 𝑦8 is visualized. To enable a long effective
history, dilated convolutions and residual blocks [69] are used. Each of
these elements will be briefly explained in this section.

1D fully-convolutional network
CNNs have been widely used for image classification tasks, where an

image is processed by a series of 2D convolution layers. As we are using
time series data, the TCN uses 1D convolution where time series input is
convolved with a filter size of 1 × k. The TCN can take a sequence of any
length as input and produces an output sequence of the same length.
This is accomplished by employing a 1D FCN where each hidden layer
is kept the same length as the input layer and zero-padding is used to
keep consecutive layers the same length as previous ones. For further
details on FCN we refer to the work of Long et al. [68].

Dilated convolutions
In dilated convolutions one employs a convolution filter to a larger

receptive field by skipping input values with step size 𝑑𝑖 for the
5

𝑖𝑡ℎ layer. Due to the exponential dilation factor, dilated convolutions
enable an exponentially large receptive field which can be beneficial
for sequence tasks with a long history. If we take a 1D sequence input
𝑋 ∈ R𝑇 and filter 𝑓 ∶ {0,… , 𝑘 − 1} → R, we can define the dilated
convolution operation F on element s of the sequence as follows:

𝐹 (𝑠) = (𝑥 ∗𝑑 𝑓 )(𝑠) =
𝑘−1
∑

𝑖=0
𝑓 (𝑖) ∗ 𝑥𝑠−𝑑∗𝑖

with d the dilation factor,
k the filter size,
and s - d . i accounts for the direction of the past.

The dilation factor d increases exponentially with the depth of the
network, i.e., 𝑑 = 2𝑖 for the 𝑖𝑡ℎ layer. As is shown in Fig. 5, this network
uses a dilation factor of 1, 2 and 4 and requires only two hidden layers.
If non-dilated causal convolutions were used the receptive field would
have been the same, but the network would have required six hidden
layers instead of two. This would lead to extra parameters to be learned
and requires both more data and extensive computational resources. In
short, the receptive field of the TCN can be increased by either choosing
a larger filter size 𝑘 and increasing the dilation factor 𝑑. The covered
input of one such layer is (𝑘 − 1) ∗ 𝑑. The downside is that a higher
dilation factor 𝑑 leads to larger skipping steps in the time series input.
In effect, the dependency between adjacent time steps might not be
extracted at higher layers.

Residual blocks
Another architectural aspect of the TCN is the residual block instead

of a convolutional layer. The residual block is used between each layer
in the TCN, and contains a series of transformations (𝐹 ) where the
outputs are added to the input 𝑥 of the block:

𝑜 = 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛(𝑥 + 𝐹 (𝑥)) (1)

He et al. [69] has shown that very deep networks benefit from such
architecture. Instead of learning modifications to the entire transforma-
tion, modifications to the identity mapping are learned. As explained,
the TCN allows for a large receptive field to be modeled. However,
this requires the network to become deeper and larger, making it more
challenging to develop a stable TCN network. For example, if a time
series consists of 215 (32.768) time steps, a network of up to 15 layers
may be required and in addition each layer consists of multiple filters
to extract features. As a result, a multitude of parameters need to be
learned, making it harder to develop a stable TCN. Bai et al. [29]
alleviated this issue by employing a residual block, consisting of the
following series of transformations:
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Fig. 4. Distribution of categorical and numerical variables.
Fig. 5. Stacked dilated convolutions with dilation factors 𝑑 = 1, 2, 4 and filter size 𝑘 = 2.
Fig. 6. Residual block (𝑘, 𝑑) consisting of a series of transformations [29].

The series of transformations consists of two layers of dilated causal
convolutions, and each layer is followed by weight normalization, non-
linearity is added by applying rectified linear unit (ReLU) and at last
6

a spatial dropout is added for regularization. The 1 × 1 convolution
is added to ensure that the input and output have the same widths
(see Fig. 6). As the residual block includes two causal layers instead
of one causal layer, twice as much receptive field is added, therefore
drastically reducing the minimum number of required layers necessary
to achieve full coverage of the time series. Several architectures will
be explored during hyperparameter optimization and the number of
trainable parameters for each network will be specified in the results
section.

3.4. Adding static data to LSTM and TCN model

The static data is added outside the LSTM/TCN model by means
of additional fully connected layers. The static data is concatenated
in a hidden layer together with the time series data that has been
processed by the LSTM/TCN. Hereafter the data is processed through
a linear layer, some optional layers, consisting of activation layers
and/or dropout layers and finally pushed through a final linear layer.
The final linear layer will output logits after which the logits will be
processed by a sigmoid (output) layer to obtain probability predictions
between 0 and 1. The optimal configuration of the optional layers
will be determined during hyperoptimization. Finally, the data will go
through the output layer. The data flow is depicted in Fig. 7.
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Fig. 7. Data flow of time series and static data into one model.
3.5. Classification of EHG signals and clinical data

The EHG signals will be used to predict preterm birth. This is
essentially a time series classification task, where the model takes three
EHG channels as input and outputs a vector indicating the whether the
input signals are classified as preterm or term birth. To put it more
formally, we have a 3-dimensional multivariate time series, where 𝑋 =
[𝑥1, 𝑥2, 𝑥3,… , 𝑥𝑚] consists of 3 different univariate time series with
𝑋𝑖 ∈ R𝑇 .

Data preprocessing
Different noises can be present in the EHG signals, induced by

either physiological interference (e.g., maternal respiration and heart
rate) or non-physiological interference (motion artefacts) [70]. This has
led to various different frequency bandwidths reported in literature
for preterm birth prediction. Many studies have used a frequency
bandwidth of 0.34–1.0 Hz, but several other studies have expanded the
upper bandwidth of 1.0 Hz to 3.0 or 4.0 Hz, and even up until 16.0
Hz [10]. We decided to filter all signals with the 4th order Butterworth
bandpass filter with a bandwidth of 0.34–1.0 Hz, as previous studies
showed that this avoids interference from respiratory or heart rate
activity [10,71,72]. After filtering the signals, the first and last 180 s of
the signals are removed since these intervals contain transient effects
of the filter.

Since it is computationally infeasible to process the original time
series, we look for ways to reduce data while retaining most of the
information present in the data and still apply the principle of end-to-
end learning on EHG data. To this end, we consider features cited in
literature as most predictive for preterm birth using EHG data. These
are sample entropy (SE), peak frequency (PF) and median frequency
(MF) [10,14,18,19,23–25]. To treat the data as a time series, retain as
much information as possible, and keep the time series computationally
feasible, we chose to divide each original time series into 50 non-
overlapping consecutive time windows. Next, we calculate the SE, PF
and MF over each time window, resulting in 50 values of SE, PF and MF.
Afterwards, we bin together the values in groups of 10 values, leaving
us with 5 adjacent subsequences. This process is depicted in Fig. 8 and
the result of transforming the original EHG time series to a reduced
time series is depicted in Fig. 9.

Sample entropy
Sample entropy is used for assessing the complexity of physiological

time-series signals and is defined as follows:

𝐻(𝑥, 𝑚, 𝑟) = − log
𝐶(𝑚 + 1, 𝑟)
𝐶(𝑚, 𝑟)

(2)

Where 𝑚 is the embedding dimension (= order), 𝑟 is the radius of the
neighborhood (0.2 * std(x)), 𝐶(𝑚 + 1, 𝑟) is the number of embedded
vectors of length 𝑚 + 1 having a Chebyshev distance.

Peak frequency
The peak frequency represents the peak of the power distribution

in the power spectral density (PSD) and is the frequency that occurs
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most often in the power of the signal. For each signal 𝑥(𝑡) the power
spectrum P was calculated using fast discrete Fourier transform (FFT)
and the PSD is defined as taking the square of the absolute value of
FFT. The peak frequency is then:

𝐹𝑚𝑎𝑥 =
𝑓𝑠
𝑁

𝑁−1
max
𝑖=0

𝑃 (𝑖) (3)

Where 𝑓𝑠 is the sampling frequency and 𝑁 the number of samples (data
points in time series).

Median frequency
The median frequency represents the midpoint of the power distri-

bution in the PSD and is the frequency below and above which lies 50%
of the total power in the signal:

𝐹𝑚𝑒𝑑 =
𝑗
∑

𝑖=1
𝑃 (𝑖) =

𝑀
∑

𝑖=𝑗
𝑃 (𝑖) (4)

Static clinical data
The dataset contains seven categorical variables (‘hypertension’, ‘di-

abetes’, ‘placental position’, ‘bleeding first trimester’, ‘bleeding second
trimester’, ‘funneling’, and ‘smoker’), each of which will be one-hot-
encoded (including the missing values). The missing values of the
numeric variables will be imputed with either median (‘parity’, ‘abor-
tions’) or mean (‘age’, ‘weight’). The last numeric variable, ‘gestation
at moment of recording’, does not have missing values. After imputing
missing values we scale all features to a mean of 0 and a standard
deviation of 1. In total there are 26 static features after preprocessing,
of which we remove one of the correlated feature pairs that have a
correlation higher than 85%.

Experimental set-up
The TCN model will be compared to the LSTM model, predictive

power of different data reduction methods will be evaluated and also
the potential benefit of adding static clinical data to the model will be
assessed. This amounts to 12 separate models to evaluate, which are
shown in Table 3. All models are implemented using PyTorch and code
is available online.1

Since the dataset contains only 300 records and we also want to
assess generalizability, we apply nested cross validation in a stratified
manner. The nested loops will be used for hyperparameter optimization
and the outer loops will be used to assess model performance and
generalizability. Meaning, we first divide the data in 5 (outer) folds
and within each fold we create another 3 stratified folds which are used
for hyperparameter optimization. Each outer fold will have their own
optimal hyperparameters on which a final model will be trained and
tested. Hyperparameter optimization will be performed using Bayesian
Optimization [73,74]. The range of possible values for the hyperpa-
rameters for the LSTM and TCN model are shown in Tables 6 and 7

1 https://github.com/AnneFischer/cocoon-project.

https://github.com/AnneFischer/cocoon-project
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Fig. 8. Create 5 adjacent subsequences, each consisting of 10 values of sample entropy/peak frequency/median frequency.
Fig. 9. Transformation of original EHG time series (left) to reduced sequence of Peak Frequency measurements (right).
Table 3
Overview of all models.
Model Model

TCN SE time series LSTM SE time series
TCN PF time series LSTM PF time series
TCN MF time series LSTM MF time series
TCN SE time series +
clinical data

LSTM SE time series +
clinical data

TCN PF time series +
clinical data

LSTM PF time series +
clinical data

TCN MF time series +
clinical data

LSTM MF time series +
clinical data

in Appendix. In total, 100 hyperparameter settings for each outer fold
will be tested and the configuration resulting in highest AUC on nested
validation set will be used to train and test the outer fold on. The
number of preterm cases in each of the 5 outer test folds will be 8,
8, 8, 5 and 9 respectively.

We use binary cross-entropy with logits loss as our loss function
with adding weights to positive examples to trade of precision and
recall:

𝑙 = −𝑤 [𝑝 𝑦 ∗ 𝑙𝑜𝑔𝜎(𝑥 ) + 1 − 𝑦 ∗ 𝑙𝑜𝑔(1 − 𝜎(𝑥 ))] (5)
8

𝑛,𝑐 𝑛,𝑐 𝑐 𝑛,𝑐 𝑛,𝑐 𝑛,𝑐 𝑛,𝑐
Where 𝑐 is the class number, 𝑛 is the number of samples in the batch
and 𝑝𝑐 is the weight of the positive answer for the class c. We will use
the ratio between the total number of samples in the training set and
the number of preterm samples in the training set as value for 𝑝𝑐 .

Two evaluation criteria are used to evaluate the models, namely the
area under the ROC-curve (AUC) and the area under the precision–
recall curve, also known as average precision (AP). As pointed out
by [75,76], AP is better suited when dealing with imbalanced datasets.
As we have 5 subsequences and thus 5 predictions per patient, we take
both the mean probability prediction over all 5 subsequences and the
highest probability prediction over all 5 subsequences for each patient.
Reason for taking the highest probability is that we want to alert
clinicians if a specific segment of an EHG recording triggers a higher
prediction and not have segments average each other out. The mean
and highest probability prediction will be used to calculate AUC and
AP and this procedure will be carried out for each outer fold, resulting
in 5 AUC and AP values. The final AUC and AP and their corresponding
standard deviation will be calculated by taking the mean and standard
deviation over all 5 folds.
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3.6. Interpretability framework

The best performing model will be used to analyze subsequences
from the test set to which the model assigned the top-10 highest or
lowest prediction score. We will look for patterns between the two
groups based on visual inspection. We chose to have clinicians analyze
both the data reduced subsequences (which was what was processed
by the model) and corresponding original EHG subsequences to try to
translate the model’s findings to clinical practice. In summary, we asked
the clinicians to answer these questions:

• Do you observe any difference in patterns between the top 10s?
• The idea behind 5 predictions per EHG recording is to give more

interpretability than if you would only give one prediction at the
very end. Do you feel this would add anything from a clinical
point of view? What factors do you feel are missing that would
make the model more interpretable?

. Results and discussion

.1. Results

In this paragraph, we show the results based on the experiments
e explained in the previous section. We will start with the results
btained using the best hyperparameters we found using Bayesian Opti-
ization using only the EHG data. Followed by the results of using EHG
ata + static clinical data. Hereafter, we will discuss interpretability of
he best model using our framework.

erformance LSTM and TCN model on EHG data
In Table 4 the results of each model using only EHG data are

hown. The highest AUC score for LSTM model is 0.544 by using Peak
requency as method of data reduction. Highest AP for LSTM, however,
s obtained using Median Frequency as method of data reduction. None
f the models outperformed other models with a significant differ-
nce. Noted is that the difference between taking mean or maximum
robability over all 5 subsequences resulted in only minor differences
n AUC or AP scores. We analyzed all predictions made on test set
ith the different LSTM models and found that all predictions were
ery close to the decision threshold of 0.5. In essence this means that
STM models were not able to differentiate between different sub-
ntervals. As SE as method of data reduction resulted in AUC scores
f even below 0.5, affiliated AP scores were above or around baseline
which is the incidence of preterm cases; 38

300 = 0.13), showing that no
good comparison between AUC and AP scores is possible in case of an
unbalanced dataset.

The best performing TCN model is the Peak Frequency data re-
duction model by taking the mean probability over all subsequences
resulting in an AUC of 0.527 and AP of 0.214 if the maximum probabil-
ity was taken. Also for the TCN models, the difference between taking
the mean or maximum probability over all subsequences did not lead
to significant differences in performance. After analyzing all predictions
on the test set we found that the TCN model did differentiate between
predictions on subsequences, as its predictions lay further away from
the decision threshold of 0.5. The confidence interval (CI) of the
best performing model of LSTM and best performing model of TCN
have overlap. For TCN using SE as data reduction led to the worst
performance across all models, which also holds for the LSTM models.

Performance LSTM and TCN model on EHG data + clinical data
In Table 5 the results of each model using both EHG and clinical

data are shown. Also the results of a simple Logistic Regression (LR)
model applied on only clinical data is shown in Table 5 to act as a
baseline. The highest AUC and AP score for the LSTM model is 0.487
9

and 0.169 respectively, by using Peak Frequency as method of data
reduction. Also for these results it holds that there is no significant dif-
ference between taking mean or maximum probability prediction over
all 5 subsequences. Strikingly, adding clinical data resulted in overall
worse performance for all data reduction types, except for SE, which
was a similar score. Even though difference is not significant for most
cases, none of the models showed an absolute gain in performance. In
particular, adding clinical data to PF LSTM model, which was the best
performing model with only EHG data, produced worse results.

After analyzing the results of EHG LSTM PF model against results
of EHG+clinical LSTM PF model, we found that predictions made by
the first model was on average a value of 0.50 while the latter had
an average prediction of 0.56. Even though these averages do not
differ substantially, the latter model had a standard deviation of 0.14
while EHG data PF LSTM model only had a deviation of 0.02 for
its predictions. Thus, the EHG+clinical LSTM PF model on average
predicts a higher value on subsequences and deviates more in its
predictions. Meaning that this model appears to differentiate between
different subsequences, but at the same time is unable to correctly
classify subsequences to the preterm class.

As for the results for EHG+clinical TCN models, these do not change
much compared to the EHG TCN models. In absolute terms, the TCN
SE model with EHG+clinical data outperforms PF and MF as method
for data reduction, but CIs all have overlap. In absolute terms, the TCN
SE model with EHG+clinical data outperforms PF and MF as method
for data reduction, but CIs all have overlap. Likewise for the EHG TCN
models, the difference between taking the mean or maximum over all
subsequences does not lead to significant differences in performance.
When analyzing the differences in predictions between EHG TCN PF
and EHG + clinical TCN SE model, we observe different behavior as
for LSTM models. The mean prediction of the first model was 0.53 over
all subsequences with a standard deviation of 0.14, while this was 0.51
with a deviation of 0.12 for the latter model. The average prediction is
similar when clinical data is added to the model and deviations between
predictions are also similar.

When we compare the results of the LR baseline model with the
results of the combined models, we observe that adding EHG data to
clinical data does not result in a performance gain. Compared to an
AUC of 0.571, the best performing combined model (TCN SE+clinical)
scores the same. For the LSTM combined models, these perform worse
than the clinical baseline model.

4.2. Results interpretability framework

After consulting with our clinical experts they decided to use the
EHG TCN PF model, because this model had the highest AP across all
models, making it clinically most relevant if the model can correctly
handle preterm cases. This model was used to evaluate the subse-
quences from the test sets of all folds to which the model assigned
the top-10 highest or lowest prediction score. We chose to have three
clinicians evaluate both the data reduced sub-sequences (which was
what was processed by the model) and corresponding original EHG sub-
sequences to try to translate the model’s findings to clinical practice.
Two clinicians have 10+ years of work experience as a gynaecologists
in both general and academic hospital and one clinician has 8 years of
work experience as resident in obstetrics and gynaecology.

Data reduced sub-sequences
In Fig. 10 (a–c) and 10 (d–f) respectively the highest and lowest

predictions over the sub-sequences are shown.

Observed differences in patterns between the top 10s
All three clinicians state that, at first glance, major differences

are hard to detect. All subsequences show a baseline peak frequency
of around 0.4 Hz with some deviations, although deviations seem
smaller for the lowest predictions. These observations are in line with

expectations, since electrical activity of the uterus is of small potential,
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Table 4
Overview of results of 5-fold cross-validation for LSTM/TCN models with only EHG data.

Model AUC mean
prediction

AP mean
prediction

AUC max
prediction

AP max
prediction

# Trainable
params**

LSTM SE 0.441
[0.033]

0.127
[0.017]

0.470
[0.075]

0.142
[0.039]

[446–5203]

LSTM PF 0.544
[0.07]

0.176
[0.012]

0.507
[0.08]

0.181
[0.069]

[206–10427]

LSTM MF 0.538
[0.101]

0.160
[0.022]

0.539
[0.084]

0.203
[0.084]

[206–607]

TCN SE 0.474
[0.109]

0.136
[0.015]

0.517
[0.079]

0.189
[0.025]

[624–2129]

TCN PF 0.527
[0.08]

0.173
[0.058]

0.518
[0.096]

0.210
[0.086]

[356–1161]

TCN MF 0.521
[0.100]

0.156
[0.044]

0.492
[0.095]

0.149
[0.040]

[356–1345]

Number between squared brackets is the standard deviation over 5-folds.
** This is the range of trainable parameters of the models of all 5-folds.
Table 5
Overview of results for LSTM/TCN models with EHG data + clinical data.

Model AUC mean
prediction

AP mean
prediction

AUC max
prediction

AP max
prediction

# Trainable
paramsb

LSTM SE + clinical 0.423
[0.11]

0.142
[0.03]

0.430
[0.12]

0.142
[0.03]

[1025–2411]

LSTM PF + clinical 0.487
[0.05]

0.169
[0.02]

0.481
[0.04]

0.167
[0.021]

[859–2463]

LSTM MF + clinical 0.480
[0.151]

0.154
[0.06]

0.483
[0.161]

0.164
[0.06]

[1758–9500]

TCN SE + clinical 0.578
[0.089]

0.296
[0.09]

0.562
[0.08]

0.234
[0.08]

[1961–2866]

TCN PF + clinical 0.464
[0.09]

0.186
[0.07]

0.473
[0.08]

0.152
[0.044]

[2714–3341]

TCN MF + clinical 0.528
[0.12]

0.206
[0.10]

0.549
[0.13]

0.211
[0.118]

[734–3031]

Clinical LR baselinea 0.571 (AUC)
[0.10]

0.191 (AP)
[0.02]

aNo hyperparameter optimization was done for this baseline. L2 regularization with C=1.0 was chosen and the same class weight as for the binary
cross-entropy logits loss function was used.
bThis is the range of trainable parameters of the models of all 5-folds.
about 50μV [10], so subtle changes in the frequency domain are to be
expected and more difficult to observe with the human eye. When we
calculated the standard deviation for the channels between the two top-
10 groups, we observe somewhat similar variability between the two
groups, except for channel 2 where the standard deviation is higher.
In channels 1, 2, 3 there is a standard deviation of 0.10, 0.10, 0.09 Hz
respectively for the highest predictions vs. 0.10, 0.07, 0.09 Hz for the
lowest predictions. In general, the model tends to classify more false
positives, as the mean prediction over all sub-sequences in test sets in
the folds was 0.53.

Value of proposed interpretability framework from a clinical point of view
The conclusion of the clinicians on the interpretability framework

an be summarized as follows:

• To make 5 predictions over an entire EHG recording can be clin-
ically relevant if making one prediction over the entire recording
takes much longer, whereas with 5 predictions over adjacent sub-
sequences, you could have your first prediction sooner. However,
in case the EHG recording takes only 30 min, one prediction at
the end of the recording would be sufficient.

• To work with predictions over multiple intervals may be interest-
ing in order to be able to estimate how consistently the model is
close to 0 or 1 with the prediction. However, one interval now
seems to equate to about 5 min. Clinically, that means that there
could be 1 or 2 contractions of the uterus in that interval. If you
10
would look at just one interval, it would not be possible to see
a pattern in it that can reasonable be linked to clinical uterine
activity. In other words, even if you create 5-minute intervals with
a prediction per interval, to look for patterns we need to look at
the entire recording (at least about 30 min) of one patient. To
summarize, the value of having 5 predictions per recording, gives
insight into what the model ‘thinks’ per interval about the chance
of term or preterm delivery, but clinically speaking it is ultimately
about one estimate that has to be made.

EHG sub-sequences with higher expected uterine activity
From literature it is known that between 30 to 44 weeks of gestation

there is a significant increase in uterine activity (UA), and this progres-
sive increase in UA has been reported before 36 weeks of gestation for
patients destined to deliver preterm [66]. Since the average moment
of recording was 26 weeks of gestation for patients in the TPEHG
database, it is less likely that signals from the electrohysterogram
related to UA are present. We attempt to connect the model’s output to
a scenario in which more UA is to be expected and clinician’s expertise
may be needed to assess the UA. Therefore we showcase examples of
subsequences of original EHG data from test set belonging to patients
who had a time-to-delivery of 6 weeks or less from the moment of EHG
recording.

In Fig. 11 (a–c), the highest predictions are shown and in Figs. 11 d–
f the lowest predictions for this subgroup of patients are shown. Again,
differences are subtle and difficult to identify but the amplitudes of
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Fig. 10. Peak frequency during intervals with the highest (a–c) and lowest prediction (d–f) by TCN PF model.
the EHG subsequence with the highest predictions appear to be slightly
larger than those of the lowest predictions and UA also appears to be
more irregular to some extent. This claim is hard to substantiate as only
6 examples are depicted, but when comparing more recordings after 30
weeks of gestation, more UA is visible on the EHG compared to patients
in whom the recording was made before 30 weeks of gestation. Also in
Fig. 11e (EHG recording was made at 26 weeks of gestation), it can be
seen that UA is smaller compared to Fig. 11 a–d and f.

5. Discussion

The best performing model, EHG + clinical TCN with Sample En-
tropy for data reduction, with an AUC of 0.578 and AP of 0.296 has
similar predictive power as other ML models developed on the original
(not oversampled) TPEHG database. We deliberately did not apply
oversampling on the TPEHG database, as recent research has shown
that when oversampling was applied properly (i.e., oversampling after
data partitioning), these models often did not perform better than
random guessing [44]. The best performing study, which has been re-
produced by van de Wiele et al. [44] and when correctly oversampled,
had an AUC of 0.65.

Papers that did also report evaluation metrics on the original (not
oversampled) TPEHG database achieved an AUC of 0.615 using a Ran-
dom Forrest model [45], an AUC of 0.58 using a feed-forward Neural
Network [46], an AUC of 0.61 using support vector machine [23] and
11
an AUC of 0.60 [48] using a linear classifier. All these models used
handcrafted engineered features as input. Although an AUC score of
0.578 when using a TCN model is not close to a perfect score, it is
obtained in a realistic scenario where incidence is low and thus having
a class imbalance. The use of DL models on this small dataset works
as good as models that rely on specific feature engineering and have
the advantage of not being dependent on scenarios where domain
knowledge may be limited.

Clinicians who evaluated results of our interpretability framework
stressed that differences between predictions are hard to detect with
the human eye and as neither EHG nor frequency values are part of
daily clinical practice, interpretation is not straightforward. In general,
having a framework that provides predictions over subsequences gives
them some insight on how the model ‘thinks’ per subsequence what the
chance is of preterm or term birth. But as an interval of 5 min could
reasonably only be linked to 1 or 2 uterine contractions, more intervals
are needed to observe patterns. Ultimately clinicians have to translate
multiple predictions into one risk estimate.

Combining the available static clinical data to EHG data and train
a model led in most cases to similar performance when a model was
trained on only EHG data. This implies that adding the available
clinical data does not bring extra predictive power to the model or
the number of samples in the dataset are too limited to learn extra
trainable parameters. From our experiments, we can conclude that with
the given data, the combination of EHG and clinical data does not
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Fig. 11. EHG during sub-sequences from patients with a time-to-delivery ≤ 6 weeks with predictions by TCN PF model.
work well in one model and could be modeled separately. In clinical
practice this might in fact be the favored scenario, as clinical data
and related risk factors are well understood by clinicians and can
therefore be assessed independently. While EHG monitoring is not yet
part of standard clinical practice and therefore not many clinicians
have acquired expertise in assessing an electrohysterogram, a ML model
may be of more added value. In addition, a baseline LR model using
only the available static clinical data resulted in an AUC score of
0.57, showing that the potential predictive power was limited a priori.
Nevertheless, since there are clinical factors that have predictive power
regarding spontaneous preterm birth, such as short cervical length
and increased cervical-vaginal fetal fibronectin concentration [43], we
believe that combining EHG and clinical data in a single ML model is
worth considering if these clinical factors are available.

Drawback of the proposed TCN model is the relatively large number
of false positives it infers, and as more than 50% of hospitalized patients
for imminent premature labor deliver at term [2], overtreatment is
likely to occur when a model trained on this patient population would
be used in practice.

6. Conclusion and future work

In this research, we have employed end-to-end learning on EHG
data to predict preterm birth for pregnant women, added static clinical
data to assess potential increase in predictive power and provided
an interpretability framework that can be used in scenario’s where
data is scarce and let clinicians evaluate findings of the model. In
12
order to make high-sampled frequency data like EHG feasible for time
series DL modeling, we applied data reduction by means of calculating
feature values over adjacent subsequences. In effect we drastically
reduced computation time while DL models still automatically learn
representations of the EHG signals. We show that DL models achieve
comparable performance to ML models with handcrafted features for
preterm birth prediction.

Next, we assessed the potential benefit of combining EHG and
clinical data into a single model and found that aggregation of the two
data sources does not lead to a gain in performance. Also, we showed
intervals that were given a high or low prediction by the model to
clinicians, and conclude that although predictions at successive time
points provide some insight into how the model ‘judges’ over time,
clinically you would need only one definitive risk estimate of preterm
birth.

Various research directions can be promising to develop a model for
more accurate preterm birth prediction. First, in line with previous re-
search [44], we underpin the importance to collect a dataset containing
a more balanced fraction of high-risk patients who are more likely to
deliver preterm to develop a clinically relevant model. Second, further
research endeavours are needed to combine EHG and clinical data in a
way that it adds value to a model. A method that can determine at the
individual level which single or combination of clinical fixed variables
are most important for a patient, and then add only these variables to
a DL model, could be promising.
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Table 6
Range or options for hyperparameters for LSTM model.

Variable Range/options

Bidirectional Yes/No
Hidden dimension for time series [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]
Hidden dimension for static dataa [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25]
Layer dimension [1, 2, 3]
Learning rate Loguniform distribution over [1e−5, 1e-3]
Number of epochs 3 (for EHG model), 6 (for EHG + clinical)
Drop out Uniform distribution over [0.1, 0.5]
Batch size [10, 20, 30, 40, 50, 60]
Optimizer Adam
Optional model Combination of [BatchNorm, activation layer, Linear layer or None]

aHidden dimension of the linear layer (as depicted in Fig. 7) for combined time series and static data will be: hidden
dim time series + hidden dim static.
Table 7
Range or options for hyperparameters for TCN model.

Variable Range/options

Number of hidden units per layer for time series [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]
Hidden dimension for static data [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25]
Kernel size [3, 5, 7, 9]
Learning rate Loguniform distribution over [1e−5, 1e-3]
Number of epochs 3 (for EHG model), 6 (for EHG + clinical)
Drop out Uniform distribution over [0.1, 0.5]
Batch size [10, 20, 30, 40, 50, 60]
Optimizer Adam
Optional model Combination of [BatchNorm, activation layer, Linear layer or None]

*Hidden dimension of the linear layer (as depicted in Fig. 7) for combined time series and static data will be: hidden dim time series
+ hidden dim static.
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