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Introduction
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Chapter 1. Introduction

Every living organism is constantly interacting with its environment. To thrive
and stay healthy the body needs to respond to these external inputs to main-
tain a healthy physical state. A state that needs to retain itself between a set
of strict boundaries. For example, the human body has to keep a temperature
between 36.3 and 37.3 degrees Celsius. Any deviation from these parame-
ters puts the body in direct danger. The body responds to these deviations by
sending signals throughout the body for an orchestrated response to work to-
wards a return to the norm. An increase in body temperature above the viable
temperature ranges could be such a response in itself.

This orchestration within the body happens at every level of the body, both
at the macroscopic and microscopic levels. For this, a myriad of signal re-
sponses exist. There are the nervous system and the hormonal system, but
also various chemical reactions to different metabolites, pathogens, and other
chemical compounds that can present a danger from both inside and outside
the body. For us to understand this complex chain of interacting processes
we need to understand the dynamics of this concert. Molecular biologists use
biological pathways as instruments to get a better understanding of the com-
plexity behind the processes that keep us healthy or to understand where these
processes get disrupted and cause disease. These pathways come in differ-
ent forms. There are metabolic pathways that describe the exchange of en-
ergy from food to ATP and its release of energy when needed. Together with
the metabolic pathways, there are roughly three main categories of biological
pathways. These are

1. metabolic pathways (Figure 1.1 A) [1]

2. signal-transduction pathways (Figure 1.1 B) [2]

3. gene-regulatory pathways (Figure 1.1 C) [3]

More detailed classifications do exist [4], where these three are further clas-
sified in e.g. protein-protein interaction pathways, protein-compound interac-
tions, and genetic interaction networks.

Biological pathways are thus instrumental in molecular biology as abstrac-
tions of what we already know about what happens in the cell and as such
are driving the continuously increasing understanding of our knowledge of

2
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A. metabolic pathway B. signaling pathway

C. gene-regulatory pathways

Figure 1.1: The three main pathway categories
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Chapter 1. Introduction

cellular processes. A pathway is usually depicted as a sequence of interac-
tions between molecules in the cell leading to cell products or a change of
state in the applicable cells, surrounding tissue, organs, or even the state of
the species.

Initially, these pathways were primarily depicted as illustrations or graphical
diagrams. Until recently, The Biochemical Pathways Wall Chart (Figure 1.2)
was a common sighting on walls of many biomedical and biochemical de-
partments. Due to the increased complexity of each revision, updates on this
wall chart were released in editions published as books [1]. Currently, these
pathways are also maintained online1.

Figure 1.2: Biochemical Pathways Wall Chart by Gerhard Michal initially published
by Boehringer Ingelheim and now continued by Roche.

Source: reddit (https://www.reddit.com/r/chemistry/comments/faux7y/
finally_got_a_copy_of_roche_biochemical_pathways/)

The change in the medium on which these pathways were published also
diverted the application of pathways in biomedical research. As graphical

1http://biochemical-pathways.com/#/map/1

4
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diagrams pathways were - and remain - a platform for discussions among
peers, or as illustrations in scientific publications and presentations. How-
ever, the application of pathways also diverted in different directions. While
mathematical methods or machine learning can be helpful with structuring
large datasets [5], getting an overview can be challenging. Here it helps to
be able to create a diagram or road map. Frameworks are needed to align
the existing knowledge in various biological databases with results from re-
search. Pathways gained value in this role as research instrument by aggregat-
ing the knowledge captured in biological databases [4, 6], using declarative
languages [7] such as BioPAX [8], SBML [9] and SBGN [10]. By expressing
them in declarative languages pathways become machine-actionable [11] and
when these declarative languages are used to also store the respective database
identifiers of data sets from various research studies it becomes straightfor-
ward to align the results with the above-mentioned knowledge bases. Basi-
cally, pathways are then proxies between biological databases and study re-
sults.

When the different parts of a pathway are annotated with external identifiers
used in study results it is possible to project these values onto pathways creat-
ing visualizations, where colours can be used to show increased or decreased
activity. For example, if a data set contains measurements of a studied gene
expression and the data set contains identifiers to the genes under scrutiny,
these values can be visualized by applying colour coding on a pathway. At
different thresholds, different colours are used showing the magnitude of the
gene expression at a certain location on the pathway.

For the first role - as illustrations in peer-to-peer discussions a graphical il-
lustration suffice. However, to be machine-actionable, the pathways need to
be in a format that computer programs can automatically process. Doing so
on images from the literature is challenging, if at all possible. However, if
the pathways are first stored in a set of instructions that drive the render-
ing of these pathways and the instructions also contain identifiers to various
databases used in study results it is possible to project these study results onto
those pathways. Figure 1.3 shows the different versions of the same pathway.
Figure 1.3.1 is the original pathway as it was published in the scientific liter-
ature [12]. Figure 1.3.2. It Is the same pathway but described on WikiPath-

5
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Chapter 1. Introduction

ways using a file format with instructions to render the pathway, making it
a machine-actionable pathway. Figure 1.3.3 depicts (part of) the machine-
actionable set of instructions to render the diagram. Each element of these
pathways parts should contain mappings or citations to external databases or
the literature. When the sample data comes with annotations using the same
database citations, both the pathways and the sample data can be linked auto-
matically. As such, Pathways become proxies between observational data, bi-
ological databases, and the scientific literature. Researchers can project their
results on these diagrams providing a visual oversight of the process under
scrutiny and pointers to the relevant literature. This has made pathways a
valuable research instrument, especially in the context where molecular bi-
ology transformed from studying single genes, towards multi-omics studies
where not single genes, but large sets of genes work together in orchestration
in a certain context. This topic is discussed in more detail in Chapter 2 of this
thesis.

Identifier mapping

While unified identifier schemes do exist and will be discussed in greater de-
tail below, most biological databases do not have unified underlying identifier
schemes. This means that similar concepts can have multiple identifiers. Dif-
ferent services and platforms exist to map between identifiers and identifier
schemes. Notable examples are DICT [14], CRONOS [15], MatchMiner [16],
AliasServer [17], PICR [18], Synergizer [19] and Ensembl BioMart [20].
BridgeDb [21, 22] builds on these identifier mappings to provide identity reso-
lution services to be used in pathway tools to link between various identifiers
used in pathways and data from study results. This allows the use of path-
way analysis even if the identifier schemes are different between biological
databases and study results.

6
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An example pathway diagram as published
in the scientific literature. [13]

The same pathway in WikiPathways where
the diagram is built from the machine-
actionable code below

The same pathway but now rendered in a
machine-actionable format (GPML)

Figure 1.3: Three types of pathway representations

7
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Chapter 1. Introduction

1.1 Pathway curation

With pathways being evolved into machine-readable objects that allow to
align what we know about a given process with study results, the pathways
need to be kept up-to-date with the scientific knowledge. To be constantly ac-
curate, newly gained insights need to be included into perpetuity. This means
that scientists need to assess novel knowledge from the scientific literature
and the available scientific databases. This involves reading the related liter-
ature, finding the appropriate databases and harmonizing or unifying all the
knowledge into the native format of the pathway databases being used. Tai-
loring biological knowledge into formats understandable by both humans and
machines is called biocuration [23, 24]. Hence, Pathway curation is every
human process that combines pathway knowledge into a format that allows
both humans and machines to parse, assess and process them. In Chapter 2
describes how pathway curation is a process where the field of bioinformatics
has a central role. Pathway curation tools are usually graphical design tools,
where the different paths are drawn as diagrams and where annotations are
being added as citations to the literature or the databases. These diagrams are
then stored in a file format like for example GPML [25]. Pathway curation is
quite implicit in this thesis, but forms the main rationale for the work done.
Pathways form a relative novel research method in aligning what we know
and what we see in new study results.

So to use biological pathways as a multi-omics research tool, we just need
citable literature and easy accessible tools. Bioinformatics is the area of re-
search that delivers and studies both the tooling as well as the actual databases
needed to maintain the available knowledge for pathway curation.

Mining the literature

Peer-review literature remains the knowledge backbone of science. However,
access to this total sum of knowledge captured in the literature can be chal-
lenging. Access guarded by sometimes hefty subscription fees limits the over-
all access. While, various funding agencies are more and more requiring open
science policies [26] that actively promote the removal of access limitation

8
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to the research community, understanding and assessing the related knowl-
edge can still remain challenging due to the sheer size of the scientific liter-
ature. The amount of papers being written remains growing at a staggering
pace [27, 28]. Current estimates indicate that the total body of the scien-
tific literature doubles every 15 years [28]. Manually assessing this corpus of
available scientific literature is challenging at best, maybe impossible. Differ-
ent methods from the field of computer science exist to make that volume of
available knowledge more accessible. Example fields from where the research
community can use technologies are information retrieval [29], named-entity
recognition [30] and other automatic information organization and retrieval
methods [31]. In Chapter 3 of this thesis one such text-mining method is de-
scribed. Here we automatically extracted terms from a manually curated set
of on-topic relevant scientific articles and - in the process - enrich the cor-
pus of topical scientific articles. We were able to identify candidate terms for
inclusion in biological pathways.

1.1.1 Biological database and pathway resources

While scientific literature remains the prime source for scientific knowledge,
progress in bioinformatics has also led to many different machine-readable
and machine-actionable biological databases. “Nucleic Acids Research”
(NAR) is a scholarly journal that publishes peer-review scholarly articles
that report on the “results of leading-edge research into physical, chemical,
biochemical and biological aspects of nucleic acids and proteins involved in
nucleic acid metabolism and/or interactions”. Since 1993 it publishes an
annual, designated issue on the biological databases, where novel databases
are announced and accelerating data sets are reported [32]. This series
has already led to almost 1700 scholarly articles on biological databases.
Pathway curators need tools and methods to efficiently process existing
pathway knowledge in both the literature and the database space.

9
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Chapter 1. Introduction

1.2 (Biological) structured data

Not only the sheer size of the volume of the available knowledge captured in
the scientific literature and (biological) databases, curators also have to extract
this knowledge through a myriad of different data formats [33, 34], webser-
vices [35] or query languages [36]. The literature can be available in different
forms. Articles printed on paper come to mind, but with the arrival of the
internet some decades ago, came the opportunity to publish the literature in a
digital form, allowing more automatic approaches in knowledge extraction.

Large-scale - automatic - knowledge extraction for pathway curation is hin-
dered by its sheer size, varying data formats, a wide range of query language
and legal constraints. Yet, corpora containing scientific literature exists. In
this thesis an automatic extraction method is described to extract pathway
parts from Pubmed. Pubmed is an online public corpus of abstracts from the
biomedical literature. Although covering only a fraction of the full paper,
the abstract do contain the main points covered. Using text mining, which
is an umbrella term for all automatic processes making text from the litera-
ture machine-readable, it was possible to extract a set of gene products and
metabolites from the literature in such a machine readable format and incor-
porate that in a metabolic pathway. This is described in Chapter 3.

While successful, text mining comes with limitations. First, there is the al-
ready mentioned limited availability, often only abstracts, but the written text
also comes with ambiguity. The process that was described in 3 boiled down
to breaking down the grammatical structures of text into its individual tokens
and then counting the number of occurrences these tokens appeared. Analysis
of the token frequency was sufficient to identify potential novel pathway parts.
This still required substantial pathway curation, i.e. co-authors being domain
experts in the field assessed the extracted pathway terms and decided whether
or not a term was fit for inclusion in that pathway. Basically, they re-read the
papers from which those terms came. So while text mining did allow them to
address more literature than when those curators had to read all papers, also
because they were able to access the full papers. These curators acted upon the
tokens extracted from the text-mining approach, which were still expressed as
natural language. In the next chapter (Chapter 4) the semantic web and linked

10
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data are explored to replace the natural-language tokens with identifiers. This
is to exclude the ambiguity that comes with natural language.

1.2.1 Introducing Linked Data/Semantic Web

The World Wide Web is an Internet standard for the linking and share of doc-
uments [37]. On the World Wide Web, a web address or Universal Resource
Locator (URL) provides the means to locate and render documents and me-
dia on the Internet through a web browser. A URL has three distinct parts.
The first part indicates the core protocol, being the HyperText Transfer Pro-
tocol [38] (http:// or https://), followed by either the Internet Protocol (IP)
address or hostname, where the documents are located. Finally, the location
of the webserver is given. With the ability to capture media files in Hyper-
Text Markup Language (HTML), the web has now matured into a globally
spanning collection of documents and media files. However, at the receiving
end of each URL, there is a document that still requires a person to assess the
meaning of that document. Its end-user is a person.

The Semantic Web [39, 40] extends the World Wide Web (WWW), by follow-
ing the same internet standards, to link data points. Where in the WWW each
document has a URL on the Semantic Web, each concept is given a Unique
Resource Identifier (URI) or Internationalized Resource Identifier (IRI), when
the web addresses also use non-ASCII codes. Due to its inclusiveness, this
document will use the term IRI since a URI is an IRI, but not vice versa.
A URI/IRI also does not necessarily point to a given location, as a URL
does. The URL specifically points to a physical location or a server. A
URI/IRI points to a concept. By using the same URI/IRI resources across
different resources, curators agree that the distinct resources capture (meta-)
data about the same concept. Many life-science databases were early adapters
of the semantic web notable examples are Bio2RDF [41], UniProt [42], the
linked Cancer Genome Atlas [43], the Open Phacts initiative [44], the RDF
platform of the European Bioinformatics Institute [45], PubChem [46] and
ChEMBL [47]. Initiatives like DBPedia [48] and Wikidata [49] allowed link-
ing other databases to align with the semantic web. Either by transforming
structured data captured in the (English) Wikipedia (in the case of DBPedia)

11
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or by directly transforming primary sources into a format compatible with the
semantic web (in the case of Wikidata). In this thesis, in chapter 4 we describe
the steps involved to present pathways captured in WikiPathways on the se-
mantic web. I.e. building the infrastructure to export pathways as RDF. By
doing so making the pathways captured in WikiPathways are linked to all the
above-mentioned resources and beyond.

1.2.2 FAIR

The semantic web and its underlying triples and URI allow for schema-less
storage of data. Knowledge can be easily integrated by simply concatenating
different RDF files into a single file. However, by concatenating large col-
lections of data into a single file, it becomes even more necessary to capture
the provenance of the individual parts of the linked data cloud that forms the
semantic web. I.e. which dataset came from where? In the last decade, the
FAIR principle emerged to capture exactly this [50]. Data should be Findable,
Accessible, Interoperable, and Reusable to facilitate the optimal application
of data. Chapter 5 addresses FAIR. It also introduces Wikidata, which is the
linked data resource of Wikipedia.

1.2.3 Wikipedia, WikiPathways, and Wikidata

Wikipedia is an online public crowd-sourced encyclopedia [51]. Started
twenty years ago, currently, it expands to 300 languages and is still growing.
Where legacy encyclopedias have large editor teams, Wikipedia does not. It
is the community at large that maintains online knowledge. Its back end is
called MediaWiki, which is a stack of different software components. The
open and collaborative nature of Wikipedia inspired many other initiatives
[52, 53]. WikiPathways which forms a core component of this thesis was
also inspired by the success of Wikipedia [54]. WikiPathways was initially
built by embedding a slim version of the PathVisio [55] pathway editor in the
media wiki stack [56]. Where the initial MediaWiki version of Wikipedia
captured the document in a relational database, Instead of storing documents,

12
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WikiPathways captures the GPML in the MediaWiki database. The slim
version of PathVisio is used to render these documents.

Wikidata emerged in 2012 as a linked-data back end of Wikipedia [49]. Due
to the many language versions, each maintained by distinct and independent
communities, knowledge does not always synchronize equally across differ-
ent language versions. The same knowledge basically needs to be written and
updated independently across all language versions. By providing a struc-
tured/linked database, different language Wikipedia communities can choose
to base their articles on Wikidata. This means that once the information is up-
dated in Wikidata, it is immediately ready for uptake in the different language
versions of Wikipedia.

Initially envisioned as the linked database for Wikipedia, Wikidata now is also
used extensively in other use-cases [57–60]. The data in Wikidata is available
under an open and public license, which means that anyone can source data
from Wikidata.

Wikidata offers biocurators the infrastructure to scale. With both text mining
and aligning with the semantic web, substantial bandwidth from the curator
remained needed. Wikidata does bring a crowd to the curation process. Not
necessarily by helping in a specific curation task, but by curating each other’s
curation work on a public platform. Chapter 5 described Wikidata and its role
in biocuration.

1.2.4 Schema descriptions

Different file formats (e.g. XML, JSON, CSV) exist to store data in a stan-
dard and machine-readable structure. RDF builds on those file formats to add
a semantic layer to the data. When data is rendered in RDF it allows semantic
interoperability between different (RDF) datasets [61]. s Having the knowl-
edge in RDF makes not only the data machine readable, but also the underly-
ing semantics explicit and machine-readable as well. Due to the unified way
data is structured in RDF (ie. as triples), all data sets available in RDF can be
integrated by simply combining the data sets in a single file/server. However,
for humans to make sense of the knowledge, the data needed be assessed by

13
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following the various links. This can be tedious at best but often impossible
by the proverbial rabbit hole it quickly gets into. The last chapter of this thesis
(Chapter 6) introduces Shape Expressions (ShEx) as a means to document the
links and patterns rendered in RDF data [62–64]. ShEx is a formal language to
describe data patterns in RDF. Having a formal language it is possible for data
owners to describe the structure of their data. It also allows data users and
UI developers to express expectations of the data they would like to ingest.
Chapter 6 describes in detail a protocol for how a specific part of a knowledge
resource relates to other parts of the semantic web.

This thesis addresses primarily how pathway curators can be helped by bioin-
formatics methods that transform the available knowledge in FAIR and thus
maximally machine-readable knowledge, so that computer technology can
ease the overall process of pathway curation. This is done by exploring a
set of subsequent questions. These are:

1. Can text mining help in processing the ever-increasing body of scientific
literature?

2. How do you align a pathway resource with the semantic web to al-
low straightforward access to other biological resources on the semantic
web?

3. How do you align biological resources to Wikidata, which aligns with
the semantic web?

4. How do you describe and document the relationships on the semantic
web using a formal schema language?

1.3 Thesis outline

Pathway curation is the process that creates, improves, and maintains the path-
way abstractions that describe cellular processes. Bioinformatics has a crucial
role in the process of pathway curation to keep the growing total body of ex-
isting knowledge manageable. The process involved in pathway curation is

14
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described in Chapter 2. Peer review of scientific literature remains the cor-
nerstone of science. This means that most, if not all, scientific knowledge
is captured in the literature. However, the volume of the total sum of sci-
entific literature is increasing at an ever-increasing pace. Pathway curation
through bioinformatics however requires structured data to manage the exist-
ing knowledge by automatically parsing this knowledge. Chapter 3 describes
an experiment where text mining is applied to extract structured knowledge
from the literature. This chapter extends a pathway on vitamin A metabolism
by extracting components in this cellular process from the scientific literature.
A seed corpus of well-annotated citations was used and by applying a simi-
larity search, the seed corpus was extended with more citations of vitamin A
metabolism. Documents from this extended corpus were homogenized into
a single document, and named-entity recognition allowed identifying novel
pathway terms. Although both the citations, as well as the results from the
text-mining process, were available as structured data, the analysis and deci-
sions still involved major engagement from domain experts, where they had
to flesh through the proposed suggestion before being deemed relevant. This
process does not scale, because the meaning of the terms identified still re-
quired major human assessment. Chapter 4 explores the value of the semantic
web which, in contrast to the approaches explored in the previous chapters,
explicitly captures the meaning and context of data and knowledge as struc-
tured data. Having WikiPathways available on the semantic web allows for
more scalable integration of research data and knowledge. In this chapter, we
review the process needed to make the knowledge available in WikiPathways
explicit. Aligning WikiPathways with the semantic web remains an expen-
sive process. Making the semantics explicit, and selecting the proper con-
text descriptions remains a laborious process. To use the semantic web as
a proxy of pathway knowledge that is scattered over the literature and bio-
logical databases requires that all is made explicit on the semantic web. For
WikiPathways alone the initial development of the semantic web model was
expensive, maintenance is a perpetual process. Chapter 5 describes the value
of Wikidata as a publicly linked data source where, by crowdsourcing, the
cost of maintaining pathway knowledge on the semantics can be less expen-
sive. Finally, Chapter 6 describes a protocol to document choices made in
designing the (implicit) schemas when a resource is aligned with the semantic

15
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2
The role of bioinformatics in pathway

curation

Adapted from: A. S. Waagmeester, T. Kelder, and C. T. A. Evelo.
“The role of bioinformatics in pathway curation”. Genes Nutr. 2008. 3 (3-4):
pp. 139–142.
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Chapter 2. The role of bioinformatics in pathway curation

Abstract
Diagrams and models of biological pathways are useful tools in biology. Path-
way diagrams are mainly used for illustrative purposes for instance in text-
books and in presentations. Pathway models are used in the analysis of ge-
nomic data. Bridging the gap between diagrams and models allows not only
the analysis of genomics data and interactions but also the visualization of
the results in a variety of different ways. The knowledge needed for pathway
creation and curation is available from three distinct sources: databases, liter-
ature, and experts. We describe the role of bioinformatics in facilitating the
creation and curation of pathways.

26



625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester
Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023 PDF page: 35PDF page: 35PDF page: 35PDF page: 35

2.1 Introduction

Biological pathway diagrams are used to describe molecular biology pro-
cesses in a graphical way. A pathway is a set of related reactions in a given
context, i.e. glycolysis, Krebs cycle, or apoptosis [1]. Traditionally, pathway
diagrams are used as representations of knowledge, such as used in textbooks
or in discussions among scientists.

Recently, pathway representations gained momentum as a research instru-
ment. High-throughput genomics experiments, such as DNA microarrays,
present the researcher with volumes of research data that are often too large
for manual assessment. Mathematical methods like clustering or principal
component analysis can be used to structure large data volumes [2], but do not
normally lead to increased understanding. Pathway diagrams can be used to
present the outcome of such mathematical methods or genomics data directly.
Biologically relevant changes are more visible when projected on pathway
diagrams than when presented as large sets of tabular data.

This new role of the pathway representations in analysis creates specific re-
quirements for their creation and curation. When a pathway diagram is used
as an illustration, desktop publishing tools can be used to draw the diagram
(Adobe Photoshop, Paintshop Pro, etc.). In this role, pathway entities and re-
lations between entities have not to be made explicit, as long as the diagram
can be interpreted by human assessment. When pathway diagrams are used
as a research tool, they should be available in a computer-readable form. Not
only every visible aspect of a pathway diagram needs to be made explicit, but
also all relationships are needed for analysis. For instance, visible genes prod-
ucts and metabolites need to be connected to a database entry that can be used
to link them to experimental data and reactions. Reactions between metabo-
lites or gene products need to be treated as edges in an interaction network to
allow network analysis.

The research field of bioinformatics has an active role in this part of pathway
modelling and creation. In this paper, we emphasize on pathway models,
which can be used in research tools in bioinformatics. We will distinguish
between aesthetic pathway diagrams and technical pathway models. We will
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also show why it could be advantageous to be able to combine both aesthetics
pathway diagrams and computer-readable pathway models.

2.2 Pathway diagram formats
The visual style and information of pathway diagrams vary between different
resources. Figure 7.1 contains four examples of pathway diagrams cover-
ing knowledge about the same topic. They are extracted from KEGG [3],
WikiPathways [4], Biocarta (http://www.biocarta.com) and Meta-
core (http://www.genego.com/metacore.php). When one wants
to project research data onto a pathway, the diagrams shown in Figure 2.1 will
not suffice. In order to be suitable for data analysis, pathway diagrams need
to be stored in a computer-readable format, such as XML. All four resources
mentioned above have pathway repositories that contain both a graphical rep-
resentation and at least logically structured data on the genes appearing in
those pathways. WikiPathways and KEGG do this in an easily computer-
readable and extendable XML format. The utilization of XML alone is not
sufficient to allow computational analysis in a biological context. Scalable
vector graphics (SVG), for example, is an XML format that only describes
the graphical elements of an image, but not the biological meaning of these
elements. A model of at least the biological entity types in a pathway is also
required.

BioPAX [5] is an initiative started at the ISMB’02 Conference that aims at
developing an exchange standard for facilitating the integration of pathway
knowledge from various sources. BioPAX could be seen as the opposite path-
way type of graphical pathway diagram. In contrast to the graphically oriented
pathway diagrams, BioPAX focuses on capturing the pathway information in
a non-graphical, highly structured form. However, the BioPAX model lacks
support for storing any graphical information. Although it is a deliberate de-
sign choice, it limits the practical usability of BioPAX for the visual interpre-
tation of genomics data.

To be able to both capture logical knowledge and graphical information we
started the development of GPML (Genmapp, Pathway Markup Language)
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Figure 2.1: Four examples of pathway diagrams from different pathway resources,
all capturing knowledge from a similar topic. From left to right, top to bottom: 1
WikiPathways, 2 KEGG, 3 Metacore, and 4 Biocarta
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in collaboration with the Conklin Group at the University of California, San
Francisco [6]. GPML is an XML implementation of the older Genmapp data
format extended with explicit interactions and the possibility to add BioPAX
elements like literature references.

2.3 The process of pathway curation

The application of pathway diagrams for data analysis requires the integra-
tion of knowledge from a wide variety of sources. Typically, a pathway
diagram is created by integrating knowledge from biological databases, the
scientific literature, and intrinsic knowledge from domain experts [7]. Each
of these three sources presents specific challenges to extracting and integrat-
ing the knowledge into a pathway diagram. Part of this challenge is the ex-
ponentially growing amount of available information that is scattered over a
wide variety of sources and knowledge domains. Pathguide (http://www.
pathguide.org), a website that lists pathway resources, already lists 261
different databases (October 2008) containing pathway knowledge [1]. As
Cary [8] points out, there is a need to be aware of potential biases when in-
tegrating data from biological databases. Biological databases are often con-
structed around a specific species or with a specific set of research questions
in mind.

Presenting knowledge as easily readable text often means that computers have
a problem interpreting it. An author would for instance try to avoid the utilisa-
tion of the same word more than once in the same paragraph, even when it de-
notes the same entity. This means that the actual lines containing crucial infor-
mation have to be read and interpreted by humans before they can be available
in a computer-readable form. As it is no longer possible to keep up-to-date
with the exponentially growing amounts of literature, we need ”text-mining
approaches” to find the important parts [9]. This provides specific challenges
to the (bio) informatics community. New approaches need to be developed
to automatically deal with text primarily intended for human interpretation.
The requirement for text mining is not exclusive to the biology community;
other disciplines in science are also facing an increase in scientific literature.
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Although each discipline could benefit from general text mining solutions,
the specific characteristics of the way literature is stored require specific solu-
tions for each discipline. One benefit biomedical sciences have is the existence
of Pubmed (http://www.ncbi.nlm.nih.gov/pubmed/), which pro-
vides us with a standard in the representation of scientific literature. Another
specific characteristic of the current biology field is the vast amount of exper-
imental data that is created in genomics. This directs the questions we want
to see answered from text mining efforts. For instance, we do want to find
relationships between genes influencing each other’s regulation.

Integrating knowledge from different domain experts is probably the most
challenging task, especially if more than one domain expert is involved. This
process requires commitment from the domain experts and an extensive social
network and social skills by the pathway diagram curator. In the next chapter,
we will address this point more in detail.

2.4 The role of bioinformatics in pathway curation

These different challenges provide the opportunity for bioinformatics to have
an active role in pathway curation.

An illustration of how bioinformatics can assist pathway curation is
WikiPathways [4] (http://www.wikipathways.org). WikiPathways
builds upon the concept of community-based curation of biological
knowledge using a wiki [4, 10, 11]. A wiki is a website the content of which
can be edited by users. A well-known example of a wiki is Wikipedia, an
online encyclopedia where all content is created and maintained by its users.
No formal approval of a human editor is needed. Still, recent studies showed
that the quality of Wikipedia is similar to editor-based encyclopedias [12].

WikiPathways applies a similar approach to biological pathway information.
Pathway diagrams on WikiPathways can be created and curated by every
member of the scientific community. As mentioned earlier, integrating ex-
pert knowledge requires an extensive social network and commitment from
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the community. Still, it requires a time-intensive procedure to collect knowl-
edge from different domain experts involved. Using WikiPathways, domain
experts from all over the world can directly collaborate on improving specific
pathway diagrams. Research groups focusing on a specific research area can
adopt a set of pathways and identify themselves as a community by creating
a portal page. This makes it easier to capture and integrate information from
different domains and increases the commitment of the community to path-
way curation. Specific research communities can adopt a set of pathways,
which will then be arranged into a portal.

2.5 Where aesthetic pathway diagrams meet
pathway knowledge models

We can define a spectrum of pathway knowledge types with complete graphi-
cal pathway diagrams on one side, and BioPAX pathway models on the other
tail. In between these extremes, we find a spectrum of resources capturing
pathway knowledge in both graphical form and in a computer-readable for-
mat. Additionally, computational methods based on pathway diagrams can
extract relevant parts out of large experimental data sets and improve statisti-
cal power.

As mentioned before, the different applications pose different requirements
on the pathway representations. As an example, a pathway diagram needs
to be primarily aesthetic and in a human-readable format. In this format, we
can use colours and other graphical features to distinguish various entity types
such as cell structures, genes, proteins, etc. Indeed pathways need to be ”beau-
tiful”. By applying colours or other aesthetic features, researchers understand
knowledge better. However, pathways diagrams, which are used in data anal-
ysis, need to be simple; they should allow an overlay of the experimental data
that we want to show. Very colourful and detailed pathway representations as
we see them for instance in Metacore, actually make it harder to understand
data representations.

One would expect that typically bioinformatics have a role in the curation of
pathway models for use in data analysis. For complete graphical pathways di-
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agram any standard imaging program would be sufficient. We would advocate
for bridging the two application areas by providing hybrid pathway represen-
tations. Having such hybrid pathway diagrams would eliminate redundancy.
Such pathway diagrams would contain enough structured, computer-readable
information to be used in data analysis with bioinformatics tools, as well as a
clear and flexible graphical representation to aid human interpretation.

2.6 Conclusion
As bioinformaticians, we have taken an active role in facilitating community-
based pathway curation. Data analysis on results from genomics studies re-
quires accurate and complete pathway models and the corresponding diagrams
need to be interpretable by scientists. Initiatives such as WikiPathways aim
to collect and present pathway information that meets both requirements us-
ing a community-based curation approach and a graphically oriented pathway
format, while at the same time facilitating the integration of knowledge from
other sources such as databases and scientific literature.
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Abstract
Carotenoid metabolism is relevant to the prevention of various diseases. Al-
though the main actors in this metabolic pathway are known, our understand-
ing of the pathway is still incomplete. The information on carotenoids is scat-
tered in the large and growing body of scientific literature. We designed a
text-mining workflow to enrich existing pathways. It has been validated on the
vitamin A pathway, which is a well-studied part of the carotenoid metabolism.
In this study, we used the vitamin A metabolism pathway as it has been de-
scribed by an expert team on carotenoid metabolism from the European Net-
work of Excellence in Nutrigenomics (NuGO). This workflow uses an initial
set of publications cited in a review paper (1,191 publications), enlarges this
corpus with Medline abstracts (13,579 documents), and then extracts the key
terminology from all relevant publications. Domain experts validated the in-
termediate and final results of our text-mining workflow. With our approach,
we were able to enrich the pathway representing vitamin A metabolism. We
found 37 new and relevant terms from a total of 89,086 terms, which have been
qualified for inclusion in the analyzed pathway. These 37 terms have been as-
sessed manually and as a result, 13 new terms were then added as entities to
the pathway. Another 14 entities belonged to other pathways, which could
form the link of these pathways with the vitamin A pathway. The remaining
10 terms were classified as biomarkers or nutrients. Automatic literature anal-
ysis improves the enrichment of pathways with entities already described in
the scientific literature.
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3.1 Introduction

Carotenoids are natural nutritional compounds. Fruits, vegetables, and de-
rived products constitute the major sources of these lipid-soluble pigments.
There is strong evidence that high dietary intake of these compounds is ben-
eficial for humans and that it is associated with a lower risk of developing
cardiovascular diseases, cancers, and age-related eye diseases [1–3]. Several
mechanisms have been described that explain at least in part the observed
effects. Examples include [A] a role in the scavenging of free radicals, [B]
the enhancement of gap-junction communication, [C] a role in immunomod-
ulation, [D] reduction of the risk of site-specific cancer and heart disease,
and [E] the protection of eye tissue [4]. Among the more than 600 identified
carotenoids, around 10% are categorized as pro-vitamin A, meaning that they
can be cleaved by the organism to produce retinal, the precursor of vitamin
A (retinol). Harrison et.al. [5] estimated in 2005 that more than 100 million
children worldwide suffer from vitamin A deficiency, and indicated that an
increased understanding of the metabolic processes concerning the absorp-
tion of carotenoids could lead to better nutrition and thereby in general to an
increase in the health of several populations [5]. Getting a profound under-
standing of the metabolic pathway of carotenoid metabolism is assisted by the
integration of a variety of study results from different sources and biomedical
research domains [6].

Pathways are abstract and functional representations of biological
knowledge [7]. Our understanding of their functioning is essential in the
analysis of genomic results [8] and, because such an approach requires
accurate and up-to-date representations of pathways, this research work is
ongoing. For the creation of such representations, the scientific curators
(biologists and other domain experts) merge their expert knowledge with
information from biological databases [9] and available scientific literature.

In biology, the Medline database is the primary resource of scientific literature.
It contains more than 18 million references to scientific journal publications
in the biomedical field, including author information and abstracts. The rate
of growth of Medline is so high that scientists have big difficulties to keep
up to date [10]. New approaches to filtering information from the scientific
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literature are required. Traditional procedures for gathering documents from a
corpus (i.e., a collection of documents. PubMed could be considered as a cor-
pus of biomedical abstracts) rely on selecting a set of appropriate keywords
with which one hopes to retrieve as many relevant publications as possible
from the document collection at hand. Measures have been defined to mon-
itor and optimize the retrieval for a given task to the selection of relevant
documents [10]. Whenever the resulting set of references is too overwhelm-
ing, one coping strategy is to limit the search to review articles. To this end,
PubMed, the Web-based interface to Medline, offers functionality to limit the
searches to retrieve only reviews. By manually selecting appropriate reviews
scientists acquire references to other relevant articles.

A literature search is optimal if both precision and recall are high. Precision
is the number of relevant documents in all retrieved documents. The recall is
the portion of retrieved documents out of all relevant documents in the cor-
pus [11]. In other words, recall is the ratio between the true positives and
the sum of the true positives and the false negatives. The precision is the ra-
tio between the true positives and the sum of the true positives and the false
positives. A literature search is optimal if the results are generated with high
recall and high precision at the same time, which is difficult to achieve because
often high precision hinders high recall and vice versa (see the explanations
below).

Two factors have a strong influence on recall and precision. The first fac-
tor is the polysemy (a term denoting multiple meanings) of keywords used in
user queries leading to their ambiguous interpretation in the text. Highly am-
biguous terms decrease precision because the number of false positives could
increase, that is, the more senses a term has the more diverse the final re-
trieval of documents (e.g., the term cancer denoting a disease and a species).
The second factor is synonymy (the use of different terms to denote the same
concept). If a concept is represented by more than one term, and neither the
query system nor the user formulating the query considers all relevant syn-
onyms to generate a complete query, this changes the recall due to the poten-
tial increase of false negatives. An example that illustrates the influence of
the latter factor is the retrieval of documents describing MRI (magnetic reso-
nance imaging) [12]. This imaging method is widely used in medicine. The
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same underlying physical method is used in chemistry for spectral analyses
but is here called NMR (nuclear magnetic resonance). Documents describ-
ing NMR could be relevant for someone interested in MRI. Unawareness of
synonymous terms leads to missing relevant literature. PubMed uses thesauri
like MESH to overcome some of these problems. The link between NMR and
MRI will be found in MESH. But synonymy could be so subtle that it would
require very big thesauri, and then again the excessive use of synonyms cre-
ates the risk of increasing ambiguity. Because of these limitations in the use
of keywords as query terms and due to the increasing volume of scientific
literature, we are prone to miss relevant literature.

Biological network and pathway models are needed to integrate different types
of genomic results in a systems biology approach to understand for instance
micronutrient health [13]. This approach is currently limited by the quality of
the available biological pathways. To improve this, curators integrate knowl-
edge from various scientific domains. Because each domain has specific sets
of journals, this means that many journals need to be explored. So in path-
way curation, the chance of missing important information is thus likewise
increased. What we present here is an integrated approach where the pathway
content is used to start a text-mining effort, and the results are represented in
such a way that they can easily be integrated into the pathway itself by manual
curation. In our study, we have compiled a text-mining workflow for finding
potential pathway entities in the literature for a given context (using Vitamin
A and carotenoids as an example). Other researchers have used text mining
to build abstract representations of relations in biology. Text mining is also
used to generate a controlled vocabulary of terms, which is a set of relevant
words or phrases [12]. In a different study, the text-mining solution generated
networks of related concepts [14]. Our approach is similar to those mentioned
above but differs in the sense that we go one step further. Through a com-
bined representation of the existing pathway and the newly found terms, we
allow people knowledgeable in the domain under scrutiny to combine already
formulated pathway knowledge with text-mining results. Thus, offering in-
tegration of automated and manual knowledge collection. In our study, we
assessed the relevance of the identified terms in collaboration with domain
experts and integrated a number of candidates into the latest pathway repre-
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sentation. In the present study, we apply a semiautomatic approach to identify
pathway entities in Medline abstracts. We started with a pathway developed
for vitamin A metabolism, which is the best-understood sub-pathway of the
carotenoid pathway (Fig. 3.1). The text-mining approach was initiated from
a single review article with 1,191 references [15]. In the first step, a corpus
of Medline abstracts was automatically generated based on these references.
This corpus was subsequently analyzed for pathway-related terms. The final
output is a ranked list of terms that have been validated by curators for their
relevance and novelty to the pathway under scrutiny. Our approach improves
the process of generating, enriching, and updating pathways.

Figure 3.1: The metabolic pathway of vitamin A (retinol) metabolism constructed
by a NuGO focus team on carotenoid metabolism (source: http://www.
wikipathways.org November 2007)

3.2 Methods
Our text-mining solution makes use of the text-mining infrastructure at the Eu-
ropean Bioinformatics Institute (EBI) where individual modules solve specific
tasks (Whatizit, MedEvi) [16, 17].In addition to filtering out pieces of infor-
mation, the solutions also provide explicit links from the identified informa-
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tion to entries in biomedical data resources such as Uniprot [18], ChEBI [19],
and the Human Metabolome Database [20]. Uniprot or the Universal Protein
Resource, came into existence by merging Swiss-Prot, TrEMBL, and PIR.
ChEBI is a database capturing chemical entities active in a biological con-
text, and the Human Metabolome Database contains information on Human
endogenous metabolites.

Figure 3.2: A two-step text-mining workflow for the enrichment of pathways. During
the first phase a corpus of manually assessed abstracts (A) is extended in a semiau-
tomatic manner with abstracts obtained from a high-recall query from PubMed (B).
This extended corpus (C) is then input to the second phase in which terms are ex-
tracted. The resulting terminology comprises a potential pathway concept, which is
available to pathway curators to extend a pathway.
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3.2.1 Corpus generation

In the first step, we generated a seed corpus (SC) from the comprehensive re-
view publication [15] that provides 1,191 references (see Fig. 3.2A). Then we
generated a second corpus consisting of a large set of abstracts from Pubmed
by using the query “carotenoids” (called “query selected corpus,” QSC, see
Fig. 3.2B). Each abstract from the QSC is assessed for relevance to our topic
by measuring the similarity to the SC (see Fig. 3.2). The goal was to gen-
erate a large set of documents from the scientific literature that contains all
relevant documents for the topic, that is, the carotenoid pathway, without im-
posing any bias on the selection. To this end the documents from the QSC
are assessed against the documents from the SC to generate the “similarity
extended corpus” (SEC, see Fig. 3.2C).

3.2.2 Relevance assessment of the QSC documents for the SC

For the SC all the titles and abstract texts were combined and processed to-
gether, whereas the documents from the QSC were processed individually.
First, the sentences in the texts were marked up explicitly, and the part-of-
speech information was added to the lemmatized tokens, that is, tokens repre-
sented in their dictionary form. Every document was transformed into a vec-
tor of its lemmatized tokens after removing non-informative tokens provided
from a stop list, and the frequency of the lemmatized tokens in the document
was kept to rank the tokens.

For every document we selected the most discriminative 20 terms according
to the following procedure:

• For each lemmatized term found in a document Dunning’s
log-likelihood value has been computed. Typically, likelihood values
are calculated in the context of hypothesis testing, which follows a
binomial distribution; that is, true or false. The values are used to
either accept or reject a null hypothesis. Dunning et al. adapted the
log-likelihood ratio test to be applicable in a set with multinomial
distributions. This adaptation makes the log-likelihood ratio test
applicable in automatic text analysis. When counting word occurrences
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in a document the resulting set follows a multinomial distribution.
Dunning’s log-likelihood value gives an indication that a term is
informative in a given context.

• All terms are ranked according to their log-likelihood values where the
highest log-likelihood value obtained is ranked at 1. The ranks are then
used to compute the term weight according to the following formula:
the inverse of [1 + log(rank)]. This transformation results in a smoother
distribution of term weights for a given document.

• The same procedure is applied to generate the term vector of the SC.
Because the SC of the carotenoid pathway contains 1,191 documents, a
much larger vector containing the weights of 1,000 terms was used.

• For each document from the QSC the cosine similarity score is com-
puted between the document’s vector and the vector of the SC. Notice
that the term weight can be equal to 0 whenever a term that is con-
tained in the SC is not found in the document vector being tested for
similarity. The documents from the QSC are ranked according to their
decreasing cosine similarity, which indicates their relevance. The best
relevant documents are added to the final SEC.

• A random set of abstracts from the QSC ranked according to their sim-
ilarity score to the SC was evaluated for their relevance to the studied
topic. Based on this assessment we derived a threshold for the similarity
score. The selection of the threshold for similarity will be explained in
detail in the results section. All abstracts with a similarity score higher
than the selected threshold were added to the final SEC.

3.2.3 Extracting terminologies containing potential pathway
entities

In the next step the documents from the SEC were processed (see Fig. 3.2C) to
deliver a list of statistically significant terms, which are then filtered on rele-
vance to the curated pathway. Potentially novel pathway entities are assumed
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to belong to the following semantic types: (1) proteins, (2) genes, (3) en-
zymes, (4) chemical compounds representing metabolites, that is, chemicals
being intermediate substances in metabolic processes, and (5) other chemical
compounds. Our analysis was tuned to identify multi-word terms in the SEC
because we applied part-of-speech patterns and the mutual information test
that measures the association strength between the constituents of multi-word
terms [21]. Recognition of multi-word terms in natural language is complex
when the words are not consecutive in a sentence, and this may lead to the
identification of shorter terms as sub-concepts. Presentation of results con-
taining such a sub-concept to an expert is often enough to make him see the
larger picture. In addition, we estimated the usage patterns for each term from
the SEC, such as the evenness of a term’s distribution in comparison to its
relative frequency in the corpus. Evenness is measured with the Juilland Dis-
persion (JD). To this end the corpus is separated into 100 segments, that is,
bins containing similar numbers of sentences. Then we compute the frequen-
cies (Xt) of all statistically identified terms in all segments and determined the
mean of their frequency over all segments [X = mean (Xt)] and the standard
deviation[S = standard deviation (Xt, X)]. The JD is calculated as follows:

JD = 100 ∗ (1− V√
n− 1

(3.1)

where (n = 100) is the number of segments in the SEC and V is the inverse of
the mean of frequencies (X) normalized by the standard deviation (S):

V =
S

X
(3.2)

A high dispersion value JD(t) occurs if a term t is frequent in almost all seg-
ments of the corpus. Comparing a term’s relative frequency to its dispersion
value could be a useful clue in the identification of potentially novel entities
due to the following two interpretations:

• If the term is frequent and has a high dispersion value, then it can be
assumed to denote a concept, which is likely to be very important in the
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context of the pathway represented by the corpus. However, it is likely
that such entities have already been included in the pathway represen-
tation, because they are mentioned consistently throughout the corpus,
and thus were likely to also occur in the documents used to create the
initial pathway.

• If the term is frequent but has a low dispersion value, then this signifies
that a term is local to a smaller number of segments of the corpus. Given
that we only accept pathway-relevant named entities such as UniProt
entries, metabolites, and other chemical compounds as candidate path-
way entities, a combination of high frequency and low dispersion could
be indicative of a situation where the term is used in a few abstracts that
report on important and new findings related to the pathway. Such enti-
ties are more likely to appear as new suggestions for pathway extension
but still have to be evaluated for relevance.

3.2.4 Selecting the SC

In our efforts to develop a suitable text-mining approach for pathway gen-
eration, we focused on an important part of the carotenoid metabolism, the
vitamin A metabolism. The reason for focusing on this part is twofold. It is
the best-explored part of the carotenoid pathway and thus serves as a good
benchmark in comparison to less understood pathways, and in addition, the
review article [15] formed an ideal SC on gene regulation by retinoic acid.
This review was an important source of information for the pathway editors
from NuGO in that it listed 1,191 articles reporting relevant information to
the vitamin A pathway. NuGO is the European Network of Excellence in
Nutrigenomics (see http://www.nugo.org).

3.2.5 Increasing the recall

We have used the above-mentioned 1,191 references as an SC. We extended
the SC to 13,579 Medline abstracts by setting the cutoff point for the simi-
larity score at 0.07. The similarity threshold was obtained as a result of an
integrated process using the curation capabilities of domain experts and the
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text-processing capabilities of a novel text-mining solution. The three follow-
ing steps were followed:

• we calculated the similarity score for an increasing number of poten-
tially relevant abstracts (see Fig. 3.3). The different distributions in
Figure 3 depict the similarity scores applied to term vectors of 30, 100,
500, or 1,000 terms, respectively. The introduction of more terms as
vector elements decreased the similarity score of initially better-ranked
documents and increased the similarity score of documents at lower
ranks. We conclude that the increase in the term vector size leads to an
increase in noise (i.e., terms that are not specific to the domain). We
select the cutoff point at the value where the increase of terms in the
vector leads to a decrease in the ranking for relevant documents and
vice versa. This cutoff point was found to be in the range of 15,000 and
20,000 documents with similarity scores between 0.06 and 0.08.

• Three groups of documents were selected that were all represented by
term vectors with 1,000 entries (Fig. 3.3). The first section was picked
from the part of the distribution where the term vectors showed high
similarity scores (above 0.15). The second part was picked from the re-
gion where the different graphs intersect with similarity scores between
0.06 and 0.08. The third part was selected from the tail of the graph,
with similarity scores below 0.04. From the first group we selected
20 abstracts with a similarity score of just above0.15. For the second
group, we selected 20 abstracts with a similarity score around the me-
dian value of 0.07 and for the last group 10 abstracts were selected with
a similarity score below 0.04 and 10 with a similarity score around 0.01.
This evaluation method is known as precision at rank [22].

• now, all the selected abstracts were presented to the domain experts
from NuGO in random order. The abstracts were assessed for their
relevance to the studied pathway and based on the evaluation by domain
experts, the precision was calculated for each section (Table 3.1).

• The precision in the first section was 100%, 60% in the second, and
15% in the last one (Table 3.1).

46



625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester
Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023 PDF page: 55PDF page: 55PDF page: 55PDF page: 55

Ta
bl

e
3.

1:
Pr

ec
is

io
n

at
R

an
k

E
va

lu
at

io
n

A
R

an
k

Pu
bm

ed
Id

Si
m

ila
ri

ty
sc

or
e

R
el

ev
an

t
11

41
71

41
88

3
0.

15
48

99
+

11
42

10
69

31
63

0.
15

48
14

+
11

43
13

17
11

3
0.

15
47

76
+

11
44

74
86

47
0

0.
15

47
21

+
11

45
88

43
98

4
0.

15
47

14
+

11
46

97
95

97
2

0.
15

46
56

+
11

47
43

88
97

0.
15

46
53

+
11

48
85

04
14

9
0.

15
46

43
+

11
49

92
12

34
9

0.
15

46
01

+
11

50
15

73
50

74
0.

15
45

54
+

11
51

16
61

44
18

0.
15

45
53

+
11

52
73

46
77

9
0.

15
45

43
+

11
53

88
23

15
4

0.
15

45
35

+
11

54
91

08
94

3
0.

15
45

28
+

11
55

16
36

50
78

0.
15

45
24

+
11

56
36

32
21

6
0.

15
45

06
+

11
57

85
03

36
0

0.
15

45
03

+
11

58
17

23
47

32
0.

15
45

02
+

11
59

16
17

71
87

0.
15

44
77

+
11

60
10

84
62

37
0.

15
43

68
+

B
R

an
k

Pu
bm

ed
Id

Si
m

ila
ri

ty
sc

or
e

R
el

ev
an

t
16

86
8

12
06

04
79

0.
06

07
01

+
16

61
5

13
09

94
2

0.
06

13
02

+
15

00
8

92
72

13
2

0.
06

56
86

+
15

00
7

16
06

02
21

0.
06

56
87

+
15

00
6

16
68

87
67

0.
06

56
87

+
15

00
5

91
73

08
6

0.
06

56
9

+
14

99
5

17
49

31
27

0.
06

57
14

+
14

99
4

97
20

97
7

0.
06

57
15

-
10

00
3

18
73

99
0

0.
08

33
92

-
10

00
2

14
69

25
15

0.
08

33
94

+
10

00
1

16
23

20
82

0.
08

33
96

-
10

00
0

12
67

10
93

0.
08

33
97

-
99

99
35

72
24

7
0.

08
34

2
-

99
98

31
07

19
4

0.
08

34
21

+
99

97
13

28
40

0
0.

08
34

21
+

99
96

11
97

81
37

0.
08

34
25

+
99

95
10

93
21

61
0.

08
34

35
-

99
94

10
08

06
95

0.
08

34
44

-
99

93
10

35
64

20
0.

08
34

53
+

99
92

44
24

51
0

0.
08

34
59

-

C
R

an
k

Pu
bm

ed
Id

Si
m

ila
ri

ty
sc

or
e

R
el

ev
an

t
35

92
6

11
69

11
7

0.
01

14
03

-
35

92
8

10
08

01
18

0.
01

13
87

-
35

20
4

15
71

29
87

0.
01

51
08

-
35

20
3

71
07

60
7

0.
01

51
14

-
35

20
2

11
38

84
77

0.
01

51
17

-
35

19
6

72
36

60
1

0.
01

51
43

-
35

15
1

15
56

45
32

0.
01

53
91

-
35

14
1

83
17

90
3

0.
01

54
41

-
35

11
7

11
20

46
02

0.
01

55
06

-
35

11
1

11
97

88
18

0.
01

55
33

-
35

10
7

39
32

28
8

0.
01

55
58

+
25

00
8

15
74

54
29

0.
04

18
9

-
25

00
7

12
11

07
02

0.
04

18
94

-
25

00
6

78
47

85
2

0.
04

18
94

-
25

00
5

12
06

85
73

0.
04

19
+

25
00

4
17

91
22

3
0.

04
19

03
-

25
00

3
85

36
62

4
0.

04
19

06
+

25
00

2
76

79
17

3
0.

04
19

07
-

25
00

1
13

67
98

61
0.

04
19

11
-

25
00

0
23

76
55

3
0.

04
19

11
-

47



625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester
Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023 PDF page: 56PDF page: 56PDF page: 56PDF page: 56

Chapter 3. Pathway Enrichment Based on Text Mining

Figure 3.3: Distribution of similarity scores between a corpus containing potentially
relevant publications and a seed corpus. The different graphs depict the difference in
distribution for different numbers of informative terms in simdoc vectors.

This outcome confirms our expectation that the cutoff point should be selected
in a range where the similarity score indicates that the term vectors mainly
contain relevant terms. We decided to take the median value of the second
section, which corresponds to a similarity score of 0.07.

3.3 Results

The initial query result on the PubMed query “carotenoids” resulted in a set
of 51,628 references of which 34,682 contained an abstract. Of these 34,682
documents 13,579 had a similarity score >0.07 and were considered to be
relevant to the construction of the vitamin A metabolism pathway.
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3.3.1 Increasing journal coverage

The corpus expansion from 1,129 abstracts to 13,579 abstracts led also to
changes in the distribution of journals in the corpus (Fig. 3.4). By expanding
the corpus we observed an increase in the contribution of distinct journals that
were not listed in the SC. The extended corpus contained 3,307 distinct jour-
nals out of which 2,586 journals were not part of the seed corpus. This clearly
shows that the automated corpus expansion has led to larger journal cover-
age, which is practically not achievable by the manual selection of scientific
articles.

Figure 3.4: The journals that had the relatively highest increase in contribution to the
extended corpus. The increase is measured in z-scores.

3.3.2 Extracting the key terminology

From the expanded corpus of 13,579 abstracts, we were able to extract 89,086
unique terms. A term may consist of multiple words. This extracted termi-
nology contains domain-independent terms because the extraction methods
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did not impose any domain-specific filter. Examples of domain-independent
terms are: “Etude du Vieillissement Art,” “kg bodywt,” or “Southwest Oncol-
ogy Group.” This shows that not all statistically significant terms are relevant
to the analyzed pathway even though they were extracted from a corpus of rel-
evant abstracts. From all extracted terms we identified 6,515 potential entities
for the vitamin A metabolism pathway. For clarity, we distinguish single-
word terms from multiple-word terms. Single-word terms are more likely to
be ambiguous than multi-word terms. The first assessment of the created ter-
minology was then performed on the multi-word terms.

Figure 3.5: The extracted terms from the similarity extended corpus is available
to pathway curators (http://www.bigcat.unimaas.nl/public/data/
textmining/carotenoids/). Through this interface, one could browse the
results by sorting on the frequency of occurrence or the Julliand Dispersion ( JD).
Furthermore, curators could limit the terms on specific semantic types (i.e., proteins,
metabolites, chemical compounds). Curators could also consult the context either by
extracting the keywords in conjunction with the sentence where they were extracted
from, or by using EBI’s MedEvi (http://www.ebi.ac.uk/Rebholz-srv/
MedEvi/).
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3.3.3 Presenting potential pathway entities in context

We first presented a list of found terms that could
be a potential pathway entity, in an HTML page (see
www.bigcat.unimaas.nl/public/data/textmining/carotenoids), where
a link to the abstracts from the SEC that contained this term is also presented.
The list of abstracts, when opened, shows the sentences containing the
concept plus a clickable PubMed identifier to the original publication. This
part is primarily meant to verify the text mining results themselves. To
facilitate the contextual evaluation we integrated our newly found entities as
a separate list in the carotenoid pathway that is available on WikiPathways.
This allows the curators to use the pathway editors functionality on
WikiPathways to review the results, connect the new entities to the existing
pathway, and add database information to individual concepts, leave them
as a separate list of related entities, or remove them. In general, this
mechanism, allows us to integrate results from automated text mining with
manual curation. The final result of our text-mining workflow is a list
of terms representing potential pathway entities, which are hyperlinked
to their original context of occurrence in the expanded corpus. We have
built an interface to browse the terminology (Fig. 3.5). In this interface,
the results can be sorted by the JD values and their frequencies. It is also
possible to filter for specific semantic types such as enzymes, metabolites,
or other chemical compounds. The terms in Table 3.2 were selected from
the generated vocabulary. They comprised the most informative term, that is,
most frequent, highest JD, and high frequency but low JD. Table 3.2 contains
those terms that were found with the UniProt filter (Proteins), Table 3.3
represents the metabolites found with the HMDB filter, and Table 3.4
contains terms that were identified with the chemical compound filter of
Whatizit. These terms were then validated by two curators who were also
involved in the creation of the initial pathway (Fig. 3.1).

We provided these terms together with an annotation tool where the curators
could classify the potentially new pathway entities according to a predefined
set of classes: (1) already included, (2) hyponym of a term already included,
(3) hypernym of a term already included, (4) synonym of a term already in-
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cluded, (5) too generic, (6) irrelevant to the studied pathway, and (7) potential
new pathway concept. Hypernyms are terms denoting more general entities
than the term in question, and conversely, hyponyms are terms that are more
specific than a given term. For example, lutein is the name of a carotenoid,
that is, lutein is the hyponym of a carotenoid and carotenoid is the hypernym
of Lutein. Our initial validation of the 266 potential pathway entities repre-
sented in Tables 2, 3, and 4 reduced the list to 36 potential pathway entities for
the vitamin A metabolism pathway (Table 3.5). During this validation the cu-
rators not only read the terms themselves, but also the sentences and abstracts
in which these potential pathway entities originally occurred. This validation
step, based on the text from the Medline abstracts, also resulted in the identifi-
cation of yet one additional pathway concept (Vitamin D3 receptor) [23–25],
which had not been identified by the automatic method but has been identified
by reading the most relevant abstracts. This concept has not been identified
automatically because it represents a more complex multi-word concept just
like the vitamin D3 receptor. Although the bigram vitamin D3 was identified
by the automatic approach the trigram was not. Taking this additional con-
cept into consideration we had a total of 37 pathway entities that have been
identified as a result of our semiautomatic extraction methods. In the next
step, the domain experts tried to incorporate the novel entities into the path-
way. This processing step led to the result that 12 of the 36 terms and, in
addition, the term vitamin D3 receptor (the 37th term) were found to be path-
way entities that had to be included in the pathway for vitamin A metabolism.
Fourteen of the remaining 24 entities were attributed to processes of related
metabolic pathways like fatty acid metabolism, oxidative stress, coagulation
cascade, and cholesterol metabolism. Because such entities form possibly
yet unknown links to related pathways, we suggest that text mining not only
serves to find new pathway entities but could also have a role in identifying
related pathways. The 10 remaining terms could be categorized either as nu-
trients or biomarkers. Vitamin A, carotenoids, and other pathway concepts
are frequently used as biomarkers in clinical and other health studies. The
pathway containing the 13 new pathway entities was given to the expert team
on carotenoid metabolism (NuGO focus team). They judged the relevance of
the modifications to the pathway representation and considered the additions
as a relevant improvement (Fig. 3.6).
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Figure 3.6: The resulting pathway of vitamin A metabolism extended with a text-
mining approach. The newly included entities are indicated with colored boxes

Table 3.5: Chemical Compounds That Are Potential Pathway Entities in Vitamin A
Metabolism

New pathway entities Related processes or pathways Biomarkers or nutrients
Vitamin D3 linoleic acid selenium
ADH3 fatty acid reduced glutathione gamma-tocopherol
alpha-carotene GNMT iron
astaxantin MAPK alpha-tocopherol
beta-cryptoxanthin NOS zinc
Canthaxanthin nitric oxides vitamine B
utein oleic acids vitamin K
ycopene TGase vitamine B6 prostate-specific antigen
zeaxanthin carboxylesterases
PEPCK cholesterol
cryptoxanthin arachidonic acids
riglyceride lipase docosahexaenoic acids

tissue-type plasminogen activator
aldose reductase
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3.4 Discussion

Identification of pathways is ongoing research work. Extraction of pathway-
relevant information from the literature, including protein–protein interactions
and molecular interactions, is a challenging task. In the current state, curation
of involved entities and integration of novel entities into existing pathways is
necessary to deliver high-quality resources to the public. In our study, we have
semi-automatically produced a list of entities that were finally included in the
representation of the carotenoid pathways. Other approaches [12] have tack-
led the same problem but they have not been evaluated for the integration of
novel entities into existing pathways. Nonetheless, both approaches demon-
strate that the scientific literature is still a very rich resource to gather relevant
information for the completion of pathway representations. One crucial step
in our analysis is the generation of a corpus that is expanded from the SC and
that can be used as input to the extraction of the key terminology. In our study,
we have a review containing 1,191 references, which forms an excellent basis
for an SC. Often such reviews are not available. In that case, the SC needs to
be compiled by consulting experts. The resulting start set can in some cases
be extended with references that were added to the studied pathway itself.
KEGG and WikiPathways contain such references. This start set can in fact
contain reviews like the one we used, which then can, of course, be extended.
In other cases Web resources like CiteULike (http://www.citeulike.org/) and
Connotea (http://www.connotea.org/), which provide means for scientists to
organize and share references, can be used to find other articles that were often
saved in combination with the articles from the start set. The selection of the
extended corpus was based on a scoring function that discriminates between
suitable documents and irrelevant documents with an empirically defined cut-
off parameter. This distinction is arbitrary to a given extent but ensures that
the best-ranked documents according to the judgment of a domain expert are
included in the study. The main analysis is concerned with the selection of
terminology and the assessment of this terminology by domain experts. The
overall number of identified entities is small(only 37) in comparison to the
overall number of extracted terms (89,086 terms). This reduction step is cru-
cial to the selection of the most relevant terms and to optimize the interaction
between the text-mining research group and the team of domain specialists,
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that is, the amount of relevant terms has to be small enough to be processed
by the domain specialists and comprehensive enough to generate sufficient
benefits from their work. The identification of novel terminology from the
literature for the completion of pathway representations still requires human
assessment to meet the high-quality standards of curated data resources. This
will not change in the near future. On the other side, our study has shown
that it is beneficial to consider the whole of Medline for analysis to search for
a small number of relevant terms. It is clear that the initial set of documents
that have been selected from a review article did not make reference to all
journals that could be relevant to the identification of entities for the selected
pathway. In other words, only a text-mining approach that filters information
from a large set of documents does not have to rely on assumptions that make
a preselection of documents, journals, authors, or keyword queries. Consid-
ering the whole of the scientific literature gives advantages in the sense that
no restrictions are applied to the primary data resource, and thus one of the
many reasons for a bias to the study’s results is excluded. In the future, we
expect that other research teams will pick up similar approaches to filter the
literature for concepts that have to be included in biomedical data resources
and ontologies. To some extent, this need will be answered by online search
engines that offer efficient access to the scientific literature [26, 27]. In addi-
tion, researchers will have to work together with text-mining research teams
to identify the most relevant concepts. Altogether, the literature will be fil-
tered many times for different purposes and will disclose step-by-step pieces
of information that will be integrated into public biomedical data resources.

3.5 Conclusions

The increase in the volume of scientific literature requires new methods for
knowledge extraction from the scientific literature. Our approach focused on
the carotenoid pathway(retinol metabolism). We generated an extended cor-
pus of Medline abstracts and based on the evaluation of sample sets, we con-
clude that the final extended corpora contained additional pathway-relevant
documents that could only be gathered in a time-consuming manual process
otherwise. With the combination of the corpus expansion and the pathway
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enrichment workflow, we were able to identify 13 relevant and yet uncovered
entities that were included in the vitamin A metabolism pathway, which is
part of the carotenoid pathway. Our results also show that concepts can be
identified that are potential links with other processes or pathways. The ex-
panded corpus and the extracted terminology, including links to relevant Med-
line abstracts, are available at http://www.bigcat.unimaas.nl/public/data/
textmining/carotenoids The workflow is applicable on other domains. We
have also applied it to the extraction of pathways entities of the selenium
metabolism pathway. Curators are currently processing the results into ex-
tending the existing pathway diagram. The evaluation of the results of our
workflow still requires significant human intervention. With this workflow,
we were able to select the most important information from much more ab-
stracts than a given number of domain experts would be able to read, interpret,
and understand. Essentially, we took the information from 13,579 abstracts
pre-selected both by direct queries and by similarity evaluation with a seed
corpus. Moreover, the application of the JD value helps in finding rare entities
that are only described in a small part of the selected abstracts. The chance
of missing these entities in a manual literature search is high. We believe that
human intervention is decreased if our workflow is integrated into pathway
repositories such as WikiPathways [28]. The community then provides the
seed corpora. The final result of the workflow is a terminology of potential
pathway entities. This could be provided as a list with references to the lit-
erature so that the curators (i.e., the community) can make a well-considered
decision on extending the different pathways. To allow integration of this
workflow in WikiPathways, we extended this wiki with an interface for auto-
matically generated suggestions. The pathway is available on the Web page of
WikiPathways [28] (http://www.wikipathways.org) for download.
It can be used for gene expression analyses in Genmapp [8]) and EU Gene [29]
and representations of interactions in Cytoscape [30].
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4
Using the Semantic Web for Rapid

Integration of WikiPathways with Other
Biological Online Data Resources

Adapted from: Andra Waagmeester et al. “Using the Semantic Web for
Rapid Integration of WikiPathways with Other Biological Online Data Re-
sources”. PLOS Computational Biology. 2016. 12 (6): e1004989.
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Abstract
The diversity of online resources storing biological data in different
formats provides a challenge for bioinformaticians to integrate and analyze
their biological data. The semantic web provides a standard to facilitate
knowledge integration using statements built as triples describing a relation
between two objects. WikiPathways, an online collaborative pathway
resource, is now available in the semantic web through a SPARQL endpoint
at sparql.wikipathways.org. Having biological pathways in the semantic
web allows rapid integration with data from other resources that contain
information about elements present in pathways using SPARQL queries. In
order to convert WikiPathways content into meaningful triples we developed
two new vocabularies that capture the graphical representation and the
pathway logic, respectively. Each gene, protein, and metabolite in a given
pathway is defined with a standard set of identifiers to support linking to
several other biological resources in the semantic web. WikiPathways triples
were loaded into the Open PHACTS discovery platform and are available
through its Web API (dev.openphacts.org/docs) to be used in various tools
for drug development. We combined various semantic web resources with
the newly converted WikiPathways content using a variety of SPARQL query
types and third-party resources, such as the Open PHACTS API. The ability
to use pathway information to form new links across diverse biological data
highlights the utility of integrating WikiPathways in the semantic web.
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4.1 Introduction

Pathway analysis and visualization of data on pathways provide insights
into the underlying biology of effects found in genomics, proteomics, and
metabolomics experiments [1–4]. WikiPathways is a pathway repository
where content is provided by the community at large [5, 6]. In a given
pathway, elements like genes, proteins, metabolites, and interactions are
identified using common accession numbers from reference databases such
as Entrez Gene [7], Ensembl [8], UniProt [9], HMDB [10], ChemSpider [11],
PubChem [12] and ChEMBL [13]. Multiple databases can be referenced
to annotate an element of the same semantic type, e.g. Ensembl and
Entrez Gene to annotate gene information. Even single studies sometimes
use different reference databases to annotate experimental findings. It is
common for bioinformaticians to spend valuable time dealing with data
mapping issues that impede the actual data analysis and interpretation.
In WikiPathways we use the open-source software framework BridgeDb
[14], to help resolve different identifiers representing the same (or related)
entities. Capturing a semantically correct description of biological entities
and their connections across datasets is the broader challenge that we have
to address. The semantic web provides an approach to define entities and
their relationships. By explicitly defining these entities and relationships
the semantic web can provide a network of linked data [15]. The Resource
Description Framework (RDF) consists of two key components: statements
and universal identifiers. Each statement is captured as a triple, consisting of
a subject, a predicate, and an object. For example, the following triple defines
the glucose molecule as being part of the glycolysis pathway:

Glycolysis︸ ︷︷ ︸
subject

Has member︸ ︷︷ ︸
predicate

Glucose︸ ︷︷ ︸
object

The notion of semantic web surfaces as you link across large sets of triples
representing a vast number of objects and diverse types of concepts and predi-
cates. The use of uniform identifiers, or URIs [16], provides consistency when
specifying subjects and objects. identifiers.org [17], for example, provides a
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clearinghouse for a wide variety of URIs for biological entities in the life
science domain. WikiPathways provides identifiers for all its pathways and
identifiers.org provides the URI scheme to make these resolvable. Standard-
ized URIs for predicates come from efforts such as the Simple Knowledge
Organization System (SKOS) [18]. For example, our example triple above
can be expressed in a more universal way:

<http://identifiers.org/wikipathways/WP534>︸ ︷︷ ︸
subject

<http:// www.w3.org/2004/02/skos/coremember>︸ ︷︷ ︸
predicate

<http://identifiers.org/chebi/CHEBI:4167>︸ ︷︷ ︸
object

where each element is uniquely and universally resolvable to a defined concept
(glycolysis, ”has member”, and glucose respectively). Of course, the more
human readable information can also be explicitly added by describing the
labels in RDF. But that information is also available by resolving the URIs.

PREFIX r d f s : <h t t p : / / www. w3 . org / 2 0 0 0 / 0 1 / r d f −schema#>
PREFIX wp : <h t t p : / / i d e n t i f i e r s . o rg / w i k i p a t h w a y s />
PREFIX skos : <h t t p : / / www. w3 . org / 2 0 0 4 / 0 2 / skos / c o r e#>
PREFIX c h e b i : <h t t p : / / i d e n t i f i e r s . o rg / c h e b i / CHEBI:>

wp : WP534 skos : member c h e b i : 4 1 6 7 .
wp : WP534 r d f s : l a b e l ’ ’ G l y c o l y s i s and

G l u c o n e o g e n e s i s (Homo s a p i e n s ’ ’@en .
c h e b i :4167 r d f s : l a b e l ’ ’ Glucose ’ ’@en .

In order to contribute pathway knowledge to the semantic web, we have mod-
eled the content of WikiPathways to form triple-based statements. The in-
teractions and reactions curated at WikiPathways are particularly well-suited
to enrich the overall connectivity of the semantic web. Pathways offer a
meaningful context for relations between biological entities, such as proteins,
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metabolites and diseases that are otherwise defined in disparate databases. We
report on the conversion process and the development of two new vocabular-
ies essential in capturing the semantics behind pathway diagrams. Finally,
we evaluate the use of the semantically linked pathway knowledge through
specialized queries and third-party resources, showing how to link WikiPath-
ways with disease annotations (from UniProt [9] and DisGeNET [19]), with
gene-expression values (from Gene Express Atlas) and with bioactive chem-
ical compounds known to affect proteins that occur in pathways (e.g. from
ChEMBL).

4.2 Results and Discussion

4.2.1 Pathway vocabularies

There are existing standards to model various aspects of pathway knowledge,
such as BioPAX [20], SBGN [21], MIM [22], SBML [23] and SBO [24].
BioPAX and SBO are in fact already available in a Semantic Web-compatible
language called OWL [25]. These standards provide valuable building blocks
for our ”WP” vocabulary that captures the biological meaning of pathways.
However, not all of the graphical annotations, spatial information and other
subtleties critical for the visual representation, the intuitive understanding and
the usability for data visualisation of the curated content at WikiPathways are
captured by these standards. Our ”GPML” vocabulary directly reflects these
features defined in the XML format, GPML, or Graphical Pathway Markup
Language. For example, in GPML, all genes, proteins and metabolites are
types of data nodes, which are rendered as a rectangular box with properties
capturing among others its position, height, width, label, and external refer-
ence. For example:

<DataNode T e x t L a b e l =” Glucose ” GraphId =” dba83 ” Type=” M e t a b o l i t e ”>
<G r a p h i c s CenterX=” 279 .0 ” CenterY=” 468 .0 ” Width=” 112 .0 ”

He ig h t =” 2 0 . 0 ” ZOrder=” 32768 ”>
<Xref D a t a b a s e =”ChEBI” ID=” CHEBI:4167 ” />

< / DataNode>
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In the GPML vocabulary, used for semantic representation of pathway dia-
grams, the markup elements and values are described as classes and proper-
ties, each with their respective URIs.

<h t t p : / / i d e n t i f i e r s . o rg / c h e b i / CHEBI:4167> r d f : t y p e gpml : DataNode .
<h t t p : / / i d e n t i f i e r s . o rg / c h e b i / CHEBI:4167> r d f s : l a b e l ” Glucose ”@en .
<h t t p : / / i d e n t i f i e r s . o rg / c h e b i / CHEBI:4167> gpml : g r a p h I d ” dba83 ” .
<h t t p : / / i d e n t i f i e r s . o rg / c h e b i / CHEBI:4167> gpml : ZOrder 32768 .

The GPML vocabulary, in its current form, is mainly instrumental in the rep-
resentation of the spatial information captured at WikiPathways. However, as
we will describe below it can also be used to convert pathway information
from other semantic web resources into a format amenable to being rendered
and curated at WikiPathways. Explicit mappings to external (graphical) on-
tologies are not added, however through plugins such as Pathvisio-MIM [26]
mappings to graphical notations such as MIM or SBGN, are possible. In an
analogous way, the WP vocabulary can be used to capture the biological re-
lations from other pathways in such a way that they can be used in resources
using this semantic layer of the WikiPathways RDF. We used this approach
for example to make the relations from Reactome pathways available in the
Open PHACTS discovery platform [27] starting from the converted pathways
at WikiPathways.

The WP vocabulary, focusing on biological meaning, issues URIs for biolog-
ical concepts and disregards layout and other rendering details. Using URIs
from this vocabulary allows stating that something is a Pathway, or that a
DataNode is a chemical compound or gene product. The vocabulary also cap-
tures descriptive elements, such as labels, shapes and lines that help annotate
and contextualize the pathway reaction details. The RDF generated consist of
terms from the vocabularies developed in this context. This is done to be able
to reflect the semantics used in the WikiPathways community. However, to
allow integration with external pathway resources—which is the primary ob-
jective of this project—we need to link to external ontologies. For the subset
of concepts in common with prior vocabularies, such as BioPAX, we utilize
the SKOS data model to express a range of similarities from skos:exactMatch
to skos:closeMatch [18, 28].
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Figure 4.1: A construct query is type of SPARQL query that enables the conversion
of one graph pattern to another. Here an interaction described by its spatial properties
(GPML) is converted into a semantic representation reflecting its biological interpre-
tation (WP). The SPARQL query is available in the supporting information section.

4.2.2 Pathway conversion and queries

With these vocabularies in place, the next step is the actual conversion of
GPML files into triples using the GPML vocabulary. Then rules are applied to
make the biological meaning explicit using the WP vocabulary. For example
a directed interaction is captured in GPML as two ”DataNodes”, a line and an
arrowhead. The ”DataNodes” have external references as properties. Rules
are then applied to state that a line is a Directed Interaction, with a source and
a target. Figure 4.1 contains an example of such a rule based reasoning query
that issues triples with URIs from the WP vocabulary.

WikiPathways pathways are regularly curated by a team of volunteers that
evaluate their usability for analysis and tag the pathways as ”curated”.
WikiPathways contains 1000 pathways in the curated set across over a
dozen species that convert to a total of 1.6 million triples. The triples are
loaded in a SPARQL endpoint (sparql.wikipathways.org), which allows
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semantic querying of the data with the SPARQL query language [29]. RDF,
including new and updated pathways, is generated and tested regularly and
can be delivered upon request. Updates of the RDF that is available for
download and in the SPARQL endpoint are triggered by crucial events, such
as Reactome or Open PHACTS data releases. This prevents discrepancies
in quality control or curation, due to small differences between (frequent)
releases. Example SPARQL queries and their plain language translations are
given in Table 1. A broad set of approximately 50 queries is available on the
help pages of WikiPathways [30].

A federated SPARQL query [29] enables querying over multiple SPARQL
endpoints. With a variety of SPARQL endpoints available with data on dis-
ease annotations (e.g. DisGeNET and UniProt), significantly expressed genes
(e.g. EBI Expression Atlas) and drug-target interactions (e.g. ChEMBL),
knowledge from these remote SPARQL endpoints can be integrated. Exam-
ple queries are given in Table 4.2 and on the help pages of WikiPathways
[30]

4.2.3 Using linked data in common analysis platforms

Different common analysis platforms allow the integration of linked data for
future analysis and visualization. One nice example of such an analysis plat-
form is R, a widely used software environment for statistical computing and
graphics. R has a SPARQL library [29], which enables the import of linked
data for further processing in R. This allows for running common statisti-
cal tests or the creation of different visualization of linked data. We re-
cently published an R library that interfaces R with PathVisio [31] and al-
lows manipulation of pathways and data visualisation on pathways. Fig. 2
shows up and down-regulated genes in Diabetes Mellitus (efo:EFO˙0000400,
efo:EFO˙0001359, and efo:EFO˙0001360) in the pathway diagram on insulin
signalling in human [30]. This pathway diagram with color-coding parts in-
dicating up- and down-regulated pathway elements was created by integrat-
ing knowledge from two geographically dispersed and independent resources,
through a single SPARQL query embedded in a R script, which is available
online [32].
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Figure 4.2: The colored boxes represent genes which are up (blue) or down (yel-
low) regulated in diabetes mellitus. PIK3R2, MYO1C, PRKAA2, LIPE are down-
regulated in pre-diabetes. STX4A is downregulated in type 1 diabetes longstand-
ing. PRKCQ, PTPN11, FOXO3A are downregulated in type 2 diabetes. GAB1,
RHEB, MAP4K4, SNAP23 are up regulated in pre-diabetes. RHOJ, PRKCB are
upregulated in type 1 diabetes recent onset. MAPK14UP, EIF4EBP1 are upregu-
lated in type 1 diabetes clinical onset. From these 17 up or down-regulated genes,
9 are being reported as being in the top 10 disease and phenotype associations for
the selected gene in DisGeNET (i.e. PIK3R2, PRKAA2, LIPE, STX4A, PRKCQ,
FOXO3A, MAP4K4, SNAP23, and PRKCB) (Gene-disease association data were
retrieved from the DisGeNET Database, GRIB/IMIM/UPF Integrative Biomedical
Informatics Group, Barcelona. (www.disgenet.org). 04, 2016)
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Rosetta stone function

A number of resources provide content from multiple pathway databases, in-
cluding Pathway Commons [33] and NCBI’s BioSystems (http://ncbi.
org/biosystems). While BioPAX in fact is RDF, the NCBI system is not.
NCBI BioSystems uses NCBI’s native identifiers: GeneId, ProteinId, CID.
We thus have a resource with pathways from different origins that are already
described in the same way. Since for WikiPathways content we know how the
different entities in these resources map to the GPML and WP vocabularies
we can now use that to produce RDF using these same ontologies for each of
the other pathway resources present in NCBI BioSystems. In fact, we can do
the same for Pathway Commons where this approach will lead to an improved
version of RDF with explicit mappings to the WP vocabulary. We made a pro-
totype script available on GitHub to be used for this type of conversion from
BioSystems [32].

Use in discovery platforms

The semantically linked pathway data from WikiPathways RDF have
also been integrated into the Open PHACTS discovery platform [27,
34]. Open PHACTS delivers and sustains an open pharmacological space
using semantic web standards and technologies. The Open PHACTS
platform currently provides 51 API methods of which thirteen deliver
pathway information (https://dev.openphacts.org/docs). Other
information collected in Open PHACTS describes other relationships like
drug-target (from ChEMBL) and protein interaction (from UniProt). Having
this all-in-one resource combined with a set of mapping tools allows fast
analysis across the domains. By combining Open PHACTS API calls one
can, for instance, find all protein targets for a drug and then all pathways that
contain these targets.
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List the species cap-
tured in WikiPathways
and the number of
pathways per species

SELECT DISTINCT ? organ i sm ? l a b e l
c o u n t ( ? pathway ) as ? numberOfPathways

WHERE {
? pathway dc : t i t l e ? t i t l e .
? pathway wp : o rgan i sm ? organ i sm .
? pathway wp : organismName ? l a b e l .
? pathway r d f : t y p e wp : Pathway .

}
ORDER BY DESC( ? numberOfPathways )

Get all gene products
on a particular path-
way (WP615 as an ex-
ample)

SELECT DISTINCT ? pathway ? l a b e l
WHERE {

? g e n e P r o d u c t a wp : GeneProduc t .
? g e n e P r o d u c t r d f s : l a b e l ? l a b e l .
? g e n e P r o d u c t d c t e r m s : i s P a r t O f

? pathway .
? pathway r d f : t y p e wp : Pathway .
FILTER regex ( s t r ( ? pathway ) , ”WP615” ) .

}

Return all Pub-
Chem compounds in
WikiPathways and the
pathways they are in

SELECT DISTINCT ? i d e n t i f i e r ? pathway
WHERE {

? c o n c e p t d c t e r m s : i s P a r t O f ? pathway .
? c o n c e p t dc : s o u r c e

”PubChem−compound ” ˆ ˆ xsd : s t r i n g .
? c o n c e p t dc : i d e n t i f i e r ? i d e n t i f i e r .
? pathway r d f : t y p e wp : Pathway

}

Table 4.1: Example queries handled by the WikiPathways SPARQL endpoint

73



625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester
Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023 PDF page: 82PDF page: 82PDF page: 82PDF page: 82

Chapter 4. WikiPathways RDF

From DisGeNET get disease-gene pairs on asthma and get all pathways where
these genes have a role

PREFIX i d e n t i f i e r s : <h t t p : / / i d e n t i f i e r s . o rg / ensembl/>
PREFIX a t l a s : <h t t p : / / r d f . e b i . ac . uk / r e s o u r c e / a t l a s />
PREFIX e f o : <h t t p : / / www. e b i . ac . uk / e f o />
PREFIX s i o : <h t t p : / / s e m a n t i c s c i e n c e . o rg / r e s o u r c e />
PREFIX skos : <h t t p : / / www. w3 . org / 2 0 0 4 / 0 2 / skos / c o r e #>
PREFIX n c i t : <h t t p : / / n c i c b . n c i . n i h . gov / xml / owl / EVS / T h e s a u r u s . owl#>
SELECT DISTINCT ? wpId ? p w t i t l e

( g r o u p c o n c a t ( d i s t i n c t ? w p g e n e i d e n t i f i e r ; s e p a r a t o r =” ; ” )
a s ? wpgenes )

WHERE {
SERVICE <h t t p : / / r d f . d i s g e n e t . o rg / s p a r q l /> {

GRAPH <h t t p : / / r d f . d i s g e n e t . org> {
? gda s i o : SIO 000628 ? gene , ? d i s e a s e .
? gene r d f : t y p e n c i t : C16612 ;

r d f s : l a b e l ? geneLabe l .
? d i s e a s e r d f : t y p e n c i t : C7057 ;

r d f s : l a b e l ? d i s e a s e L a b e l .
FILTER regex ( ? d i s e a s e L a b e l , ” as thma ” , ” i ” )
? gene s i o : SIO 010078 ? p r o t e i n .

}
}
? wpgene wp : bdbEnt rezGene ? gene .
? wpgene d c t e r m s : i d e n t i f i e r ? w p g e n e i d e n t i f i e r .
? wpgene d c t e r m s : i s P a r t O f ? pathway .
? pathway a wp : Pathway .
? pathway dc : i d e n t i f i e r ? wpId .
? pathway dc : t i t l e ? p w t i t l e .

}

For the genes differentially expressed in asthma (found in the EBI Expression
Atlas), get the gene products associated to a WikiPathways pathway

PREFIX i d e n t i f i e r s : <h t t p : / / i d e n t i f i e r s . o rg / ensembl/>
PREFIX a t l a s : <h t t p : / / r d f . e b i . ac . uk / r e s o u r c e / a t l a s />
PREFIX a t l a s t e r m s : <h t t p : / / r d f . e b i . ac . uk / t e r m s / a t l a s />
PREFIX e f o : <h t t p : / / www. e b i . ac . uk / e f o />
SELECT DISTINCT ?wpURL ? p w T i t l e ? Ensembl ? Ent rezGene ? e x p r e s s i o n V a l u e ? p v a l u e WHERE {

SERVICE <h t t p s : / / www. e b i . ac . uk / r d f / s e r v i c e s / a t l a s / s p a r q l> {
? f a c t o r r d f : t y p e e f o : EFO 0000270 .
? v a l u e a t l a s t e r m s : h a s F a c t o r V a l u e ? f a c t o r .
? v a l u e a t l a s t e r m s : i sMeasurementOf ? probe .
? v a l u e a t l a s t e r m s : pValue ? p v a l u e .
? v a l u e r d f s : l a b e l ? e x p r e s s i o n V a l u e .
? p robe a t l a s t e r m s : dbXref ? dbXref .

}
? pwElement d c t e r m s : i s P a r t O f ? pathway .
? pathway dc : t i t l e ? p w T i t l e .
? pathway dc : i d e n t i f i e r ?wpURL .
? pwElement wp : bdbEnsembl ? Ensembl .

? pwElement wp : bdbEnt rezGene ? Ent rezGene .
}

ORDER BY ASC( ? p v a l u e )

Table 4.2: Example federated queries handled by the WikiPathways SPARQL end-
point74
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Materials and Methods
Use of Open PHACTS RDF guidelines

In collaboration with partners in the Open PHACTS project, we proposed
guidelines for presenting data as RDF [35], most of that can be considered as
general guidelines to produce RDF in the biomedical domain. The guidelines
consist of a prerequisite and 11 steps, covering the licensing (step 0), design-
ing (steps 1-5), implementation (steps 6-9), and presentation (steps 10-11) of
the data in the semantic web. In the work presented here, we follow these
steps:

Licensing WikiPathways content is covered by the Creative Commons Attri-
bution 3.0 Unported license (creativecommons.org/licenses/by/3.0/ ). This is
stated in the VoID headers of the RDF made. These headers are automati-
cally generated by the same script generating the WikiPathways RDF. Open
PHACTS provides a template for these header files.

Implementation We used a Java RDF framework, Jena
(jena.apache.org) [36], to generate the RDF for WikiPathways. The pathway
diagrams were obtained through the web services of WikiPathways, after
which they were converted into RDF with the Jena RDF framework. The code
of the serializer is available on GitHub (github.com/wikipathways/wp2lod).
The vocabularies were generated with a vocabulary framework called Deri
Neologism (neologism.deri.ie).

Presentation The resulting RDF triples are available from
(rdf.wikipathways.org) and loaded on an instance of the Virtuoso
Open-Source Edition (virtuoso.openlinksw.com/ ) and available through its
SPARQL endpoint at sparql.wikipathways.org. The triples are also loaded on
the Open PHACTS discovery platform (dev.openphacts.org/docs/1.5) where
they can be accessed through eleven API calls.

Identifier mapping

In the context of the semantic web, it is impractical to burden query writers
with handling identifier mapping per resource and per query. Rather, the map-
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ping results themselves need to become part of the semantic web. We applied
two distinct approaches to addressing identifier mapping in our WikiPathways
and Open PHACTS projects.

Query expansion

The Open PHACTS framework provides query expansion functionality
through its Identifier Mappings Services. When an identifier is queried
the SPARQL query is enriched with all possible identifiers to retrieve an
expanded set of related entities. This approach is the most efficient in
terms of the number of triples, since it requires only a single identifier per
relationship, eliminating redundancy. However, it also requires a hosted
identifier mapping service that it called along with every query.

Unified identifiers

In the case of WikiPathways, which does not host a mapping service,
we chose a unified identifier approach, where all identifiers are mapped
ahead of time to a set of common identifier systems. In this way, the
database effectively contains the results of a limited number of identifier
mappings in the form of partially redundant triples. For example, in the
WikiPathways RDF, all identifiers have been unified to Entrez Gene [7]
(wp:bdbEntrezGene), Ensembl [8] (wp:bdbEnsembl), UniProt [37]
(wp:bdbUniprot) for gene products and HMDB [10] (wp:bdbHmdb),
and ChemSpider [11] (wp:bdbChemspider) for compounds like
metabolites and drugs. The original identifier provided by the pathway
curator is stored as a triple, with the predicate dc:identifier, and a URI from
identifiers.org, which points to both the identifier and the resource.

Summary
We present a semantic web representation of WikiPathways together with vo-
cabularies needed to cover the graphical pathway layout and the biological
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meaning and solutions to map between different identifier systems. The pub-
lic availability allows rapid integration with other biological resources. The
availability of two vocabularies allows to convert between different pathways
resources. Different analytical tools now support the import of semantic web
data, allowing integrated use of data from different resources with a single
query. We demonstrate this with a federated query across multiple resources
where the resulting differentially expressed genes for a disease where shown
on a discovered pathway using PathVisio.

Availability
The following resources are publically available as beta releases just like
WikiPathways. They are maintained as part of the open-source WikiPathways
project

Vocabularies

• GPML: http://vocabularies.wikipathways.org/gpml

• WP: http://vocabularies.wikipathways.org/wp

Wikipathways on the Semantic Web

• SPARQL endpoint: http://sparql.wikipathways.org

• Open PHACTS: https://dev.openphacts.org/docs/

• RDF download: http://rdf.wikipathways.org

Source code

• GitHub: https://github.com/wikipathways/wp2lod
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5
Wikidata as a knowledge graph for the

life sciences

Adapted from: Andra Waagmeester et al. “Wikidata as a knowledge graph
for the life sciences”. eLife. 2020. 9 (e52614): e52614.
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Chapter 5. Wikidata as a knowledge graph for the life sciences

Abstract
Wikidata is a community-maintained knowledge base that has been assem-
bled from repositories in the fields of genomics, proteomics, genetic variants,
pathways, chemical compounds, and diseases, and that adheres to the FAIR
principles of findability, accessibility, interoperability and reusability. Here
we describe the breadth and depth of the biomedical knowledge contained
within Wikidata, and discuss the open-source tools we have built to add in-
formation to Wikidata and to synchronize it with source databases. We also
demonstrate several use cases for Wikidata, including the crowdsourced cura-
tion of biomedical ontologies, phenotype-based diagnosis of disease, and drug
repurposing.
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5.1 Introduction

Integrating data and knowledge is a formidable challenge in biomedical re-
search. Although new scientific findings are being discovered at a rapid pace,
a large proportion of that knowledge is either locked in data silos (where in-
tegration is hindered by differing nomenclature, data models, and licensing
terms; or locked away in free-text. The lack of an integrated and structured
version of biomedical knowledge hinders efficient querying or mining of that
information, thus preventing the full utilization of our accumulated scientific
knowledge.

Recently, there has been a growing emphasis within the scientific community
to ensure all scientific data are FAIR – FINDABLE, ACCESSIBLE, INTEROP-
ERABLE, and REUSABLE – and there is a growing consensus around a con-
crete set of principles to ensure FAIRness [1, 2]. Widespread implementation
of these principles would greatly advance efforts by the open-data commu-
nity to build a rich and heterogeneous network of scientific knowledge. That
knowledge network could, in turn, be the foundation for many computational
tools, applications and analyses.

Most data- and knowledge-integration initiatives fall on either end of a spec-
trum. At one end, centralized efforts seek to bring multiple knowledge sources
into a single database (see, for example, Mungall et al., 2017 [3]): this ap-
proach has the advantage of data alignment according to a common data model
and of enabling high-performance queries. However, centralized resources are
difficult and expensive to maintain and expand [4, 5], at least in part because
of bottlenecks that are inherent in a centralized design.

At the other end of the spectrum, distributed approaches to data integration
result in a broad landscape of individual resources, focusing on technical in-
frastructure to query and integrate across them for each query. These ap-
proaches lower the barriers to adding new data by enabling anyone to publish
data by following community standards. However, performance is often an
issue when each query must be sent to many individual databases, and the
performance of the system as a whole is highly dependent on the stability
and performance of each individual component. In addition, data integration
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requires harmonizing the differences in the data models and data formats be-
tween resources, a process that can often require significant skill and effort.
Moreover, harmonizing differences in data licensing can sometimes be impos-
sible.

Here we explore the use of Wikidata (www.wikidata.org [6, 7] as a
platform for knowledge integration in the life sciences. Wikidata is an
openly-accessible knowledge base that is editable by anyone. Like its sister
project Wikipedia, the scope of Wikidata is nearly boundless, with items on
topics as diverse as books, actors, historical events, and galaxies. Unlike
Wikipedia, Wikidata focuses on representing knowledge in a structured
format instead of primarily free text. As of September 2019, Wikidataś
knowledge graph included over 750 million statements on 61 million items
(tools.wmflabs.org/wikidata-todo/stats.php). Wikidata was also the first
project run by the Wikimedia Foundation (which also runs Wikipedia)
to have surpassed one billion edits, achieved by a community of 12,000
active users, including 100 active computational ‘bots’ (Figure 1—figure
supplement 1).

As a knowledge integration platform, Wikidata combines several of the key
strengths of the centralized and distributed approaches. A large portion of the
Wikidata knowledge graph is based on the automated imports of large struc-
tured databases via Wikidata bots, thereby breaking down the walls of exist-
ing data silos. Since Wikidata is also based on a community-editing model,
it harnesses the distributed efforts of a worldwide community of contributors,
including both domain experts and bot developers. Anyone is empowered to
add new statements, ranging from individual facts to large-scale data imports.
Finally, all knowledge in Wikidata is queryable through a SPARQL query
interface (query.wikidata.org/), which also enables distributed queries across
other Linked Data resources.

In previous work, we seeded Wikidata with content from public and authori-
tative sources of structured knowledge on genes and proteins [8] and chemi-
cal compounds. Here, we describe progress on expanding and enriching the
biomedical knowledge graph within Wikidata, both by our team and by others
in the community [9]. We also describe several representative biomedical use
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cases on how Wikidata can enable new analyses and improve the efficiency
of research. Finally, we discuss how researchers can contribute to this effort
to build a continuously-updated and community-maintained knowledge graph
that epitomizes the FAIR principles.

5.2 The Wikidata Biomedical Knowledge Graph

The original effort behind this work focused on creating and annotating Wiki-
data items for human and mouse genes and proteins [8], and was subsequently
expanded to include microbial reference genomes from NCBI RefSeq [10].
Since then, the Wikidata community (including our team) has significantly
expanded the depth and breadth of biological information within Wikidata,
resulting in a rich, heterogeneous knowledge graph (Figure 1). Some of the
key new data types and resources are described below.

5.2.1 Genes and proteins

Wikidata contains items for over 1.1 million genes and 940 thousand pro-teins
from 201 unique taxa. Annotation data ongenes and proteins come from sev-
eral key data-bases including NCBI Gene [11], Ensembl [12], UniProt [13],
InterPro [14], and the Protein DataBank [15]. These annotations include in-
formation on protein families, gene functions, protein domains, genomic lo-
cation,and orthologs, as well as links to related com-pounds, diseases, and
variants.

5.2.2 Genetic variants

Annotations on genetic variants are primarily drawn from CIViC
(www.civicdb.org), an open and community-curated database of cancer
variants [16]. Variants are annotated with their relevance to disease
predisposition, diagnosis, prognosis, and drug efficacy. Wikidata currently
contains 1502 items corresponding to human genetic variants, focused on
those with a clear clinical or therapeutic relevance.
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5.2.3 Chemical compounds including drugs

Wikidata has items for over 150 thousand chemical compounds, including
over 3500 items which are specifically designated as medications. Compound
attributes are drawn from a diverse set of databases, including PubChem [17],
RxNorm [18], the IUPHAR Guide to Pharmacology [19–21], NDF-RT
(National Drug File – Reference Terminology), and LIPID MAPS [22].
These items typically contain statements describing chemical structure and
key physicochemical properties, and links to databases with experimental
data, such as MassBank [23, 24] and PDB Ligand [25]), and toxicological
information, such as the EPA CompTox Dashboard [26]. Additionally, these
items contain links to compound classes, disease indications, pharmaceutical
products, and protein targets.

5.2.4 Pathways

Wikidata has items for almost three thousand human biological pathways, pri-
marily from two established public pathway repositories: Reactome [27] and
WikiPathways [28]. The full details of the different pathways remain with
the respective primary sources. Our bots enter data for Wikidata properties
such as pathway name, identifier, organism, and the list of component genes,
proteins, and chemical compounds. Properties for contributing authors (via
ORCID properties; [29]), descriptions and ontology annotations are also be-
ing added for Wikidata pathway entries.

5.2.5 Diseases

Wikidata has items for over 16 thousand diseases, the majority of which were
created based on imports from the Human Disease Ontology [30], with ad-
ditional disease terms added from the Monarch Disease Ontology [3]. Dis-
ease attributes include medical classifications, symptoms, relevant drugs, as
well as subclass relationships to higher-level disease categories. In instances
where the Human Disease Ontology specifies a related anatomic region and/or
a causative organism (for infectious diseases), corresponding statements are
also added.
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5.2.6 References

Whenever practical, the provenance of each statement added to Wikidata was
also added in a structured format. References are part of the core data model
for a Wikidata statement. References can either cite the primary resource
from which the statement was retrieved (including details like version number
of the resource), or they can link to a Wikidata item corresponding to a pub-
lication as provided by a primary resource (as an extension of the WikiCite
project; [31], or both. Wikidata contains over 20 million items correspond-
ing to publications across many domain areas, including a heavy emphasis on
biomedical journal articles.
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Figure 5.1: A simplified class-level diagram of the Wikidata knowledge graph for
biomedical entities. Each box represents one type of biomedical entity. The header
displays the name of that entity type (e.g., pharmaceutical product) and the num-
ber of Wikidata items for that entity type. The lower portion of each box displays
a partial listing of attributes about each entity type and the number of Wikidata
items for each attribute. Edges between boxes represent the number of Wikidata
statements corresponding to each combination of subject type, predicate, and ob-
ject type. For example, there are 1505 statements with ’pharmaceutical product’
as the subject type, ’therapeutic area’ as the predicate, and ’disease’ as the object
type. For clarity, edges for reciprocal relationships (e.g., ’has part’ and ’part of’) are
combined into a single edge, and scientific articles (which are widely cited in state-
ment references) have been omitted. All counts of Wikidata items are current as of
September 2019. The most common data sources cited as references are available in
Figure 5.2. Data are generated using the code in github.com/SuLab/genewikiworld
[32]. A more complete version of this graph diagram can be found at com-
mons.wikimedia.org/wiki/File:Biomedical˙Knowledge˙Graph˙in˙Wikidata.svg Most
frequent data sources cited as references for the biomedical subset of the Wikidata
knowledge graph shown here: cdn.elifesciences.org/articles/52614/elife-52614-fig1-
data1-v1.csv
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Figure 5.2: Trends in Wikidata edits. Wikidata edits are categorized into four cat-
egories: anonymous edits with no user account (’anonymous’), edits from formally
registered bots (’group bot’), edits from user accounts that are presumed to be bots
based on the user account name (’name bot’), and all other edits from registered,
logged-in users. The top graph shows that Wikidata receives substantial contribu-
tions from both automated bots and individual users. While the overall number of
edits is relatively balanced between these two groups, the lower graph shows that the
number of user accounts is much higher than the number of automated bot accounts.
Statistics are shown for the periods between December 2017 through December 2019.
More statistics are available at stats.wikimedia.org/v2/#/wikidata.org
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5.3 Bot automation

To programmatically upload biomedical knowledge to Wikidata, we devel-
oped a series of computer programs, or bots. Bot development began by
reaching a consensus on data modeling with the Wikidata community, partic-
ularly the Molecular Biology WikiProject. We then coded each bot to retrieve,
transform, normalize and upload data from a primary resource to Wikidata via
the Wikidata application programming interface (API).

We generalized the common code modules into a Python library, called
Wikidata Integrator (WDI), to simplify the process of creating Wikidata bots
(github.com/SuLab/WikidataIntegrator); archived at Burgstaller-Muehlbacher
et al., 2020). Relative to accessing the API directly, WDI has convenient
features that improve the bot development experience. These features include
the creation of items for scientific articles as references, basic detection of
data model conflicts, automated detection of items needing update, detailed
logging and error handling, and detection and preservation of conflicting
human edits.

Just as important as the initial data upload is the synchronization of updates
between the primary sources and Wikidata. We utilized Jenkins, an open-
source automation server, to automate all our Wikidata bots. This system
allows for flexible scheduling, job tracking, dependency management, and
automated logging and notification. Bots are either run on a predefined sched-
ule (for continuously updated resources) or when new versions of original
databases are released.

5.4 Applications of Wikidata

Translating between identifiers from different databases is one of the most
common operations in bioinformatics analyses. Unfortunately, these trans-
lations are most often done by bespoke scripts and based on entity-specific
mapping tables. These translation scripts are repetitively and redundantly
written across our community and are rarely kept up to date, nor integrated
in a reusable fashion.
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An identifier translation service is a simple and straightforward application of
the biomedical content in Wikidata. Based on mapping tables that have been
imported, Wikidata items can be mapped to databases that are both widely-
and rarely-used in the life sciences community. Because all these mappings
are stored in a centralized database and use a systematic data model, generic
and reusable translation scripts can easily be written (Figure 5.3). These
scripts can be used as a foundation for more complex Wikidata queries, or
the results can be downloaded and used as part of larger scripts or analyses.

There are a number of other tools that are also aimed at solving the identi-
fier translation use case, including the BioThings APIs [33], BridgeDb [34],
BioMart [35], UMLS [36], and NCI Thesaurus [37]. Relative to these tools,

Figure 5.3: Generalizable SPARQL template for identifier translation. SPARQL is
the primary query language for accessing Wikidata content. These simple SPARQL
examples show how identifiers of any biological type can easily be translated us-
ing SPARQL queries. The top query demonstrates the translation of a small list
of gene symbols (wdt:P353) to Entrez Gene IDs (wdt:P351), while the bottom
example shows conversion of RxNorm concept IDs (wdt:P3345) to NDF-RT IDs
(wdt:P2115). These queries can be submitted to the Wikidata Query Service (WDQS;
https://query.wikidata.org/) to get real-time results. Translation to and from a wide
variety of identifier types can be performed using slight modifications on these tem-
plates, and relatively simple extensions of these queries can filter mappings based on
the statement references and/or qualifiers. A full list of Wikidata properties can be
found at https://www.wikidata.org/wiki/Special:ListProperties. Note that for trans-
lating a large number of identifiers, it is often more efficient to perform a SPARQL
query to retrieve all mappings and then perform additional filtering locally.
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Wikidata distinguishes itself with a unique combination of the following:
an almost limitless scope including all entities in biology, chemistry, and
medicine; a data model that can represent exact, broader, and narrow matches
between items in different identifier namespaces (beyond semantically im-
precise ’cross-references’); programmatic access through web services with a
track record of high performance and high availability.

Moreover, Wikidata is also unique as it is the only tool that allows real-time
community editing. So while Wikidata is certainly not complete with re-
spect to identifier mappings, it can be continually improved independent of
any centralized effort or curation authority. As a database of assertions and
not of absolute truth, Wikidata is able to represent conflicting information
(with provenance) when, for example, different curation authorities produce
different mappings between entities. (However, as with any bioinformatics in-
tegration exercise, harmonization of cross-references between resources can
include relationships other than ‘exact match’. These instances can lead to
Wikidata statements that are not explicitly declared, but rather the result of
transitive inference.)

5.5 Integrative Queries

Wikidata contains a much broader set of information than just identifier cross-
references. Having biomedical data in one centralized data resource facilitates
powerful integrative queries that span multiple domain areas and data sources.
Performing these integrative queries through Wikidata obviates the need to
perform many time-consuming and error-prone data integration steps.

As an example, consider a pulmonologist who is interested in identifying can-
didate chemical compounds for testing in disease models (schematically il-
lustrated in Figure 5.4). They may start by identifying genes with a genetic
association to any respiratory disease, with a particular interest in genes that
encode membrane-bound proteins (for ease in cell sorting). They may then
look for chemical compounds that either directly inhibit those proteins, or
finding none, compounds that inhibit another protein in the same pathway.
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Figure 5.4: A representative SPARQL query that integrates data from multiple data
resources and annotation types. This example integrative query incorporates data on
genetic associations to disease, Gene Ontology annotations for cellular compartment,
protein target information for compounds, pathway data, and protein domain informa-
tion. Specifically, this query (depicted schematically at right) retrieves genes that are
(i) associated with a respiratory system disease, (ii) that encode a membrane-bound
protein, and (iii) that sit within the same biochemical pathway as (iv) a second gene
encoding a protein with a serine-threonine kinase domain and (v) a known inhibitor,
and reports a list of those inhibitors. Aspects related to Disease Ontology in blue;
aspects related to biochemistry in red/orange; aspects related to chemistry in green.
Properties are shown in italics. Real-time query results can be viewed at w.wiki/6pZ

.

Because they have collaborators with relevant expertise, they may specifically
filter for proteins containing a serine-threonine kinase domain.

Almost any competent informatician can perform the query described above
by integrating cell localization data from Gene Ontology annotations, ge-
netic associations from GWAS Catalog, disease subclass relationships from
the Human Disease Ontology, pathway data from WikiPathways and Reac-
tome, compound targets from the IUPHAR Guide to Pharmacology, and pro-
tein domain information from InterPro. However, actually performing this
data integration is a time-consuming and error-prone process. At the time of
publication of this manuscript, this Wikidata query completed in less than 10
s and reported 31 unique compounds. Importantly, the results of that query
will always be up-to-date with the latest information in Wikidata.
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This query, and other example SPARQL queries that take advantage
of the rich, heterogeneous knowledge network in Wikidata are
available at https://www.wikidata.org/wiki/User:
ProteinBoxBot/SPARQL_Examples. That page additionally
demonstrates federated SPARQL queries that perform complex queries
across other biomedical SPARQL endpoints. Federated queries are useful for
accessing data that cannot be included in Wikidata directly due to limitations
in size, scope, or licensing.

5.6 Crowdsourced curation

Ontologies are essential resources for structuring biomedical knowledge.
However, even after the initial effort in creating an ontology is finalized,
significant resources must be devoted to maintenance and further
development. These tasks include cataloging cross references to other
ontologies and vocabularies, and modifying the ontology as current
knowledge evolves. Community curation has been explored in a variety of
tasks in ontology curation and annotation (see, for example, Bunt et al.,
2012; Gil et al., 2017; Putman et al., 2019; Putman et al., 2017; Wang et
al., 2016 [10, 38–41]). While community curation offers the potential of
distributing these responsibilities over a wider set of scientists, it also has the
potential to introduce errors and inconsistencies.

Here, we examined how a crowd-based curation model through Wikidata
works in practice. Specifically, we designed a hybrid system that combines
the aggregated community effort of many individuals with the reliability of
expert curation. First, we created a system to monitor, filter, and prioritize
changes made by Wikidata contributors to items in the Human Disease On-
tology. We initially seeded Wikidata with disease items from the Disease
Ontology (DO) starting in late 2015. Beginning in 2018, we compared the
disease data in Wikidata to the most current DO release on a monthly basis.

In our first comparison between Wikidata and the official DO release, we
found that Wikidata users added a total of 2030 new cross references to GARD
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[42] and MeSH (www.nlm.nih.gov/mesh/meshhome.html). These cross refer-
ences were primarily added by a small handful of users through a web inter-
face focused on identifier mapping (Mix’n’match, (tools.wmflabs.org/mix-n-
match/#/). Each cross reference was manually reviewed by DO expert cura-
tors, and 2007 of these mappings (98.9%) were deemed correct and therefore
added to the ensuing DO release. 771 of the proposed mappings could not
be easily validated using simple string matching, and 754 (97.8%) of these
were ultimately accepted into DO. Each subsequent monthly report included
a smaller number of added cross references to GARD and MeSH, as well as
ORDO [43], and OMIM [44, 45], and these entries were incorporated after
expert review at a high approval rate (>90%).

Addition of identifier mappings represents the most common community con-
tribution, and likely the most accessible crowdsourcing task. However, Wiki-
data users also suggested numerous refinements to the ontology structure, in-
cluding changes to the subclass relationships and the addition of new disease
terms. These structural changes were more nuanced and therefore rarely in-
corporated into DO releases with no modifications. Nevertheless, they often
prompted further review and refinement by DO curators in specific subsec-
tions of the ontology.

The Wikidata crowdsourcing curation model is generalizable to any
other external resource that is automatically synced to Wikidata.
The code to detect changes and assemble reports is tracked online
at github.com/SuLab/scheduled-botsgithub.com/SuLab/scheduled-bots
(archived at [46]) and can easily be adapted to other domain areas. This
approach offers a novel solution for integrating new knowledge into a
biomedical ontology through distributed crowdsourcing while preserving
control over the expert curation process. Incorporation into Wikidata also
enhances exposure and visibility of the resource by engaging a broader
community of users, curators, tools, and services.
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5.6.1 Integrative pathway pages

In addition to its use as a repository for data, we explored the use of Wikidata
as a primary access and visualization endpoint for pathway data. We used
Scholia, a web app for displaying scholarly profiles for a variety of Wikidata
entries, including individual researchers, research topics, chemicals, and pro-
teins [47]. Scholia provides a more user-friendly view of Wikidata content
with context and interactivity that is tailored to the entity type.

We contributed a Scholia profile template specifically for biological pathways.
In addition to essential items such as title and description, these pathway
pages include an interactive view of the pathway diagram collectively drawn
by contributing authors. The WikiPathways identifier property in Wikidata
informs the Scholia template to source a pathway-viewer widget from Tool-
forge (tools.wmflabs.org/admin/tool/pathway-viewer) that in turn retrieves the
corresponding interactive pathway image. Embedded into the Scholia path-
way page, the widget provides pan and zoom, plus links to gene, protein and
chemical Scholia pages for every clickable molecule on the pathway diagram
see, for example tools.wmflabs.org/scholia/pathway/Q29892242. Each path-
way page also includes information about the pathway authors. The Scholia
template also generates a participants table that shows the genes, proteins,
metabolites, and chemical compounds that play a role in the pathway, as well
as citation information in both tabular and chart formats.

With Scholia template views of Wikidata, we were able to generate interactive
pathway pages with comparable content and functionality to that of dedicated
pathway databases. Wikidata provides a powerful interface to access these
biological pathway data in the context of other biomedical knowledge, and
Scholia templates provide rich, dynamic views of Wikidata that are relatively
simple to develop and maintain.

5.7 Phenotype based disease diagnosis

Phenomizer is a web application that suggests clinical diagnoses based on an
array of patient phenotypes [48]. On the back end, the latest version of Phen-
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omizer uses BOQA, an algorithm that uses ontological structure in a Bayesian
network [49] . For phenotype-based disease diagnosis, BOQA takes as input a
list of phenotypes (using the Human Phenotype Ontology [HPO; [50] ]) and an
association file between phenotypes and diseases. BOQA then suggests dis-
ease diagnoses based on semantic similarity [48]. Here, we studied whether
phenotype-disease associations from Wikidata could improve BOQA’s ability
to make differential diagnoses for certain sets of phenotypes. We modified the
BOQA codebase to accept arbitrary inputs and to be able to run from the com-
mand line (code available at github.com/SuLab/boqa; archived at [51]) and
also wrote a script to extract and incorporate the phenotype-disease annota-
tions in Wikidata (code available at github.com/SuLab/Wikidata-phenomizer;
archived at [52]).

As of September 2019, there were 273 phenotype-disease associations in
Wikidata that were not in the HPO’s annotation file (which contained a
total of 172,760 associations). Based on parallel biocuration work by our
team, many of these new associations were related to the disease Congenital
Disorder of Deglycosylation (CDDG; also known as NGLY-1 deficiency)
based on two papers describing patient phenotypes [53, 54]. To see if the
Wikidata-sourced annotations improved the ability of BOQA to diagnose
CDDG, we ran our modified version using the phenotypes taken from a third
publication describing two siblings with suspected cases of CDDG [55].
Using these phenotypes and the annotation file supplemented with
Wikidata-derived associations, BOQA returned a much stronger semantic
similarity to CDDG relative to the HPO annotation file alone (Figure 4).
Analyses with the combined annotation file reported CDDG as the top
result for each of the past 14 releases of the HPO annotation file, whereas
CDDG was never the top result when run without the Wikidata-derived
annotations.

This result demonstrated an example scenario in which Wikidata-derived an-
notations could be a useful complement to expert curation. This example was
specifically chosen to illustrate a favorable case, and the benefit of Wikidata
would likely not currently generalize to a random sampling of other diseases.
Nevertheless, we believe that this proof-of-concept demonstrates the value of
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Figure 5.5: BOQA analysis of suspected cases of the disease Congenital Disorder
of Deglycosylation (CDDG). We used an algorithm called BOQA to rank potential
diagnoses based on clinical phenotypes. Here, clinical phenotypes from two cases
of suspected CDDG patients were extracted from a published case report (Caglayan
et al., 2015). These phenotypes were run through BOQA using phenotype-disease
annotations from the Human Phenotype Ontology (HPO) alone, or from a combi-
nation of HPO and Wikidata. This analysis was tested using several versions of
disease-phenotype annotations (shown along the x-axis). The probability score for
CDDG is reported on the y-axis. These results demonstrate that the inclusion of
Wikidata-based disease-phenotype annotations would have significantly improved
the diagnosis predictions from BOQA at earlier time points prior to their official
inclusion in the HPO annotation file. Details of this analysis can be found at
https://github.com/SuLab/Wikidata-phenomizer (archived at [52]).
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the crowd-based Wikidata model and may motivate further community con-
tributions.
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5.8 Drug repurposing
The mining of graphs for latent edges has been an area of interest in a variety
of contexts from predicting friend relationships in social media platforms to
suggesting movies based on past viewing history. A number of groups have
explored the mining of knowledge graphs to reveal biomedical insights, with
the open source Rephetio effort for drug repurposing as one example (Him-
melstein et al., 2017) [56]. Rephetio uses logistic regression, with features
based on graph metapaths, to predict drug repurposing candidates.

The knowledge graph that served as the foundation for Rephetio was manu-
ally assembled from many different resources into a heterogeneous knowledge
network. Here, we explored whether the Rephetio algorithm could success-
fully predict drug indications on the Wikidata knowledge graph. Based on
the class diagram in Figure 1, we extracted a biomedically-focused subgraph
of Wikidata with 19 node types and 41 edge types. We performed five-fold
cross validation on drug indications within Wikidata and found that Rephetio
substantially enriched the true indications in the hold-out set. We then down-
loaded historical Wikidata versions from 2017 and 2018 and observed marked
improvements in performance over time (Figure 5.6). We also performed this
analysis using an external test set based on Drug Central, which showed a
similar improvement in Rephetio results over time (Figure 5.7).

This analysis demonstrates the value of a community-maintained, centralized
knowledge base to which many researchers are contributing. It suggests that
scientific analyses based on Wikidata may continually improve irrespective
of any changes to the underlying algorithms, but simply based on progress in
curating knowledge through the distributed, and largely uncoordinated efforts
of the Wikidata community.
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Figure 5.6: We analyzed three snapshots of Wikidata using Rephetio, a graph-based
algorithm for predicting drug repurposing candidates [56]. We evaluated the per-
formance of the Rephetio algorithm on three historical versions of the Wikidata
knowledge graph, quantified based on the area under the receiver operator charac-
teristic curve (AUC). This analysis demonstrated that the performance of Rephetio in
drug repurposing improved over time based only on improvements to the underlying
knowledge graph. Details of this analysis can be found at github.com/SuLab/WD-
rephetio-analysis (archived at [32]).
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Figure 5.7: Drug repurposing using the Wikidata knowledge graph, evaluated using
an external test set. The analysis in Figure 5.6 was based on a cross-validation of
indications that were present in Wikidata. This time-resolved analysis was run using
an external gold standard set of indications from Drug Central [57].
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5.9 Outlook

We believe that the design of Wikidata is well-aligned with the FAIR data
principles.

FINDABLE: Wikidata items are assigned globally unique identifiers with di-
rect cross-links into the massive online ecosystem of Wikipedias. Wikidata
also has broad visibility within the Linked Data community and is listed in
the life science registries FAIRsharing (fairsharing.org; [58] ) and Identi-
fiers.org [59]. Wikidata has already attracted a robust, global community of
contributors and consumers.

ACCESSIBLE” Wikidata provides access to its underlying knowledge graph
via both an online graphical user interface and an API, and access includes
both read- and write-privileges. Wikidata provides database dumps at least
weekly (www.wikidata.org/wiki/Wikidata:Database˙download), ensuring the
long-term accessibility of the Wikidata knowledge graph independent of the
organization and web application. Finally, Wikidata is also natively multilin-
gual.

INTEROPERABLE: Wikidata items are extensively cross-linked to other
biomedical resources using Universal Resource Identifiers (URIs), which
unambiguously anchor these concepts in the Linked Open Data cloud
[60]. Wikidata is also available in many standard formats in computer
programming and knowledge management, including JSON, XML, and
RDF.

REUSABLE: Data provenance is directly tracked in the reference section of
the Wikidata statement model. The Wikidata knowledge graph is released
under the Creative Commons Zero (CC0) Public Domain Declaration, which
explicitly declares that there are no restrictions on downstream reuse and re-
distribution.

The open data licensing of Wikidata is particularly notable. The use of data
licenses in biomedical research has rapidly proliferated, presumably in an
effort to protect intellectual property and/or justify long-term grant funding
(see, for example, [61]). However, even seemingly innocuous license terms
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(like requirements for attribution) still impose legal requirements and there-
fore expose consumers to legal liability. This liability is especially problem-
atic for data integration efforts, in which the license terms of all resources
(dozens or hundreds or more) must be independently tracked and satisfied (a
phenomenon referred to as ’license stacking’). Because it is released under
CC0, Wikidata can be freely and openly used in any other resource without
any restriction. This freedom greatly simplifies and encourages downstream
use, albeit at the cost of not being able to incorporate ontologies or datasets
with more restrictive licensing.

In addition to simplifying data licensing, Wikidata offers significant advan-
tages in centralizing the data harmonization process. Consider the use case of
trying to get a comprehensive list of disease indications for the drug bupro-
pion. The National Drug File – Reference Terminology (NDF-RT) reported
that bupropion may treat nicotine dependence and attention deficit hyperac-
tivity disorder, the Inxight database listed major depressive disorder, and the
FDA Adverse Event Reporting System (FAERS) listed anxiety and bipolar
disorder. While no single database listed all these indications, Wikidata pro-
vided an integrated view that enabled seamless query and access across re-
sources. Integrating drug indication data from these individual data resources
was not a trivial process. Both Inxight and NDF-RT mint their own identifiers
for both drugs and diseases. FAERS uses Medical Dictionary for Regulatory
Activities (MedDRA) names for diseases and free-text names for drugs [62].
By harmonizing and integrating all resources in the context of Wikidata, we
ensure that those data are immediately usable by others without having to re-
peat the normalization process. Moreover, by harmonizing data at the time of
data loading, consumers of that data do not need to perform the repetitive and
redundant work at the point of querying and analysis.

As the biomedical data within Wikidata continues to grow, we believe that
its unencumbered use will spur the development of many new innovative
tools and analyses. These innovations will undoubtedly include the machine
learning-based mining of the knowledge graph to predict new relationships
(also referred to as knowledge graph reasoning [63–65].

For those who subscribe to this vision for cultivating a FAIR and open graph
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of biomedical knowledge, there are two simple ways to contribute to Wiki-
data. First, owners of data resources can release their data using the CC0
declaration. Because Wikidata is released under CC0, it also means that all
data imported in Wikidata must also use CC0-compatible terms (e.g., be in the
public domain). For resources that currently use a restrictive data license pri-
marily for the purposes of enforcing attribution or citation, we encourage the
transition to CC0 (+BY), a model that ”move[s] the attribution from the legal
realm into the social or ethical realm by pairing a permissive license with a
strong moral entreaty’ [66]. For resources that must retain data license restric-
tions, consider releasing a subset of data or older versions of data using CC0.
Many biomedical resources were created under or transitioned to CC0 (in part
or in full) in recent years , including the Disease Ontology [30], Pfam [67] ,
Bgee [68], WikiPathways [28], Reactome [27], ECO [69], and CIViC [16].

Second, informaticians can contribute to Wikidata by adding the results of
data parsing and integration efforts to Wikidata as, for example, new Wikidata
items, statements, or references. Currently, the useful lifespan of data integra-
tion code typically does not extend beyond the immediate project-specific use.
As a result, that same data integration process is likely performed repetitively
and redundantly by other informaticians elsewhere. If every informatician
contributed the output of their effort to Wikidata, the resulting knowledge
graph would be far more useful than the stand-alone contribution of any sin-
gle individual, and it would continually improve in both breadth and depth
over time. Indeed, the growth of biomedical data in Wikidata is driven not
by any centralized or coordinated process, but rather the aggregated effort and
priorities of Wikidata contributors themselves.

FAIR and open access to the sum total of biomedical knowledge will improve
the efficiency of biomedical research. Capturing that information in a cen-
tralized knowledge graph is useful for experimental researchers, informatics
tool developers and biomedical data scientists. As a continuously-updated and
collaboratively-maintained community resource, we believe that Wikidata has
made significant strides toward achieving this ambitious goal.

107



625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester
Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023 PDF page: 116PDF page: 116PDF page: 116PDF page: 116

Chapter 5. Wikidata as a knowledge graph for the life sciences

References
[1] Mark D. Wilkinson et al. “Evaluating FAIR maturity through a scalable,

automated, community-governed framework”. Scientific Data. 2019. 6
(1): p. 174.

[2] Mark D. Wilkinson et al. “The FAIR Guiding Principles for scien-
tific data management and stewardship”. Scientific Data. 2016. 3 (1):
p. 160018.

[3] Christopher J. Mungall et al. “The Monarch Initiative: an integrative
data and analytic platform connecting phenotypes to genotypes across
species”. Nucleic Acids Research. 2017. 45 (D1): pp. D712–D722.

[4] Christina Chandras et al. “Models for financial sustainability of biolog-
ical databases and resources”. Database. 2009. 2009 (bap017): .

[5] Chiara Gabella, Christine Durinx, and Ron Appel. “Funding knowl-
edgebases: Towards a sustainable funding model for the UniProt use
case”. F1000Res. 2018. 6: p. 2051.
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6
A protocol for adding knowledge to

Wikidata: aligning resources on human
coronaviruses

Adapted from: Andra Waagmeester et al. “A protocol for adding knowl-
edge to Wikidata: aligning resources on human coronaviruses”. BMC Biology.
2021. 19 (1): p. 12.
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Chapter 6. A protocol for adding knowledge to Wikidata

Abstract
Background Pandemics, even more than other medical problems, require
swift integration of knowledge. When caused by a new virus, understand-
ing the underlying biology may help finding solutions. In a setting where
there are a large number of loosely related projects and initiatives, we need
common ground, also known as a “commons.” Wikidata, a public knowledge
graph aligned with Wikipedia, is such a commons and uses unique identifiers
to link knowledge in other knowledge bases. However, Wikidata may not al-
ways have the right schema for the urgent questions. In this paper, we address
this problem by showing how a data schema required for the integration can
be modeled with entity schemas represented by Shape Expressions.

Results As a telling example, we describe the process of aligning resources
on the genomes and proteomes of the SARS-CoV-2 virus and related viruses
as well as how Shape Expressions can be defined for Wikidata to model the
knowledge, helping others studying the SARS-CoV-2 pandemic. How this
model can be used to make data between various resources interoperable is
demonstrated by integrating data from NCBI (National Center for Biotech-
nology Information) Taxonomy, NCBI Genes, UniProt, and WikiPathways.
Based on that model, a set of automated applications or bots were written
for regular updates of these sources in Wikidata and added to a platform for
automatically running these updates.

Conclusions Although this workflow is developed and applied in the con-
text of the COVID-19 pandemic, to demonstrate its broader applicability it
was also applied to other human coronaviruses (MERS, SARS, human coro-
navirus NL63, human coronavirus 229E, human coronavirus HKU1, human
coronavirus OC4).
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6.1 Background

The coronavirus disease 2019 (COVID-19) pandemic, caused by the severe
acute respiratory syndrome coronavirus-2 (SARS-CoV-2) virus, is leading to
a burst of swiftly released scientific publications on the matter [1]. In re-
sponse to the pandemic, many research groups have started projects to under-
stand the SARS-CoV-2 virus life cycle and to find solutions. Examples of the
numerous projects include outbreak.info [2], Virus Outbreak Data Network
(VODAN) [3], CORD-19-on-FHIR [4], KG-COVID-19 knowledge graph [5],
and the COVID-19 Disease Map [6]. Many research papers and preprints get
published every week and many call for more Open Science [7]. The Dutch
universities went a step further and want to make any previously published
research openly available, in whatever way related to COVID-19 research.

However, this swift release of research findings comes with an increased num-
ber of incorrect interpretations [8] which can be problematic when new re-
search articles are picked up by main-stream media [9]. Rapid evaluation of
these new research findings and integration with existing resources requires
frictionless access to the underlying research data upon which the findings are
based. This requires interoperable data and sophisticated integration of these
resources. Part of this integration is reconciliation, which is the process where
matching concepts in Wikidata are sought [10]. Is a particular gene or pro-
tein already described in Wikidata? Using a shared interoperability layer, like
Wikidata, different resources can be more easily linked.

Wikidata is the linked-data repository of the Wikimedia Foundation. It is de-
veloped to provide Wikipedia and its sister projects with structured data. One
interesting feature of Wikidata is that provenance and attribution can easily
be included using the references and qualifiers which are core to the Wikidata
data model.

The Gene Wiki project has been leveraging Wikidata to link different research
silos by creating a brokerage system between resources on genetics, biological
processes, related diseases, and associated drugs. Various use cases ranging
from crowdsourced curation of biomedical ontologies, phenotype-based diag-
nosis of diseases, and drug repurposing can feed on this system. The project
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recognizes Wikidata as a sustainable infrastructure for scientific knowledge in
the life sciences.

In contrast to legacy databases, where data models follow a relational data
schema of connected tables, Wikidata uses statements to store facts (see Fig.
6.1) [11–14]. This model of statements aligns well with the RDF triple model
of the semantic web and the content of Wikidata is also serialized as Resource
Description Framework (RDF) triples [15, 16], acting as a stepping stone for
data resources to the semantic web. Through its SPARQL (SPARQL Protocol
and RDF Query Language) endpoint [17], knowledge captured in Wikidata
can be integrated with other nodes in the semantic web, using mappings be-
tween these resources or through federated SPARQL queries [18]. A Wikidata
item, as depicted in Fig. 6.1, has properties and values. The values are ed-
itable by everyone, but the property types are restricted. Creating new prop-
erties requires a property proposal that is formally discussed online. When
there is consensus on the usefulness of the proposed property, it is created by
a system administrator with its attached semantics. Users cannot create new
properties at will, which makes it (together with is community acceptance)
highly sustainable.

The Gene Wiki project aligns novel primary data sources with Wikidata in
a cycle of consecutive steps where the data schema of the primary source is
aligned with the available Wikidata properties. Once the schema is in place,
bots are developed to add and regularly update Wikidata with knowledge from
the primary resource under scrutiny.

Automated editing of Wikidata simplifies the process; however, quality con-
trol must be monitored carefully. This requires a clear data schema that allows
the various resources to be linked together with their provenance. This schema
describes the key concepts required for the integrations of the resources we
are interested in the NCBI Taxonomy [19], NCBI Gene [20], UniProt [21],
the Protein Data Bank (PDB) [22], WikiPathways [23], and PubMed [24].
Therefore, the core elements for which we need a model include viruses, virus
strains, virus genes, and virus proteins. The first two provide the link to tax-
onomies, and the models for genes and proteins linked to UniProt, PDB, and
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Figure 6.1: Structure of a Wikidata item, containing a set of statements which are
key-value pairs, with qualifiers and references. Here the item for the angiotensin-
converting enzyme 2 (ACE2) protein is given containing a statement about its molec-
ular function. This molecular function (peptidyl-dipeptidase activity) contains a ref-
erence stating when and where this information was obtained
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WikiPathways. These key concepts are also required to annotate research out-
put such as journal articles and datasets related to these topics. Wikidata calls
such keywords “main subjects.” The introduction of this model and the ac-
tual SARS-CoV-2 genes and proteins in Wikidata enables the integration of
these resources. The resources used were selected based on their eligibility
for inclusion in Wikidata. Wikidata is available under a CC0 1.0 Universal
(CC0 1.0) Public Domain Dedication which stipulates public use of the data
included. Some valid resources use more restrictive licenses which prevents
their inclusion in Wikidata.

This paper is a case report of a workflow/protocol for data integration and
publication. The first step in this approach is to develop the data schema.
Wikidata has a schema extension called EntitySchema that uses Shape Ex-
pressions (ShEx) as the structural schema language to describe and capture
schemas of concepts [25, 26]. With ShEx, we describe the RDF structure
by which Wikidata content is made available. These Shapes have the ad-
vantage that they are easily exchanged and describe linked-data models as a
single knowledge graph. Since the Shapes describe the model, they enable dis-
cussion, reveal inconsistencies between resources, and allow for consistency
checks of the content added by automated procedures. Eventually, we would
like to get to a workflow where issues that can be fixed automatically are
corrected, whereas biological inconsistencies will be made available for eval-
uation by field experts, and non-domain specific issues are acted upon by the
Wikidata community at large. With the model defined, the focus can turn to
the process of adding knowledge to Wikidata. In this phase, the seven human
coronaviruses (HCoVs), Middle East respiratory syndrome (MERS), SARS,
SARS-CoV-2 (causing COVID-19), human coronavirus NL63, human coro-
navirus 229E, human coronavirus HKU1, and human coronavirus OC4 [27],
can be added to Wikidata. This protocol is finalized by describing how the
resulting data schema and data can be applied to support other projects, par-
ticularly the WikiPathways COVID Portal.

The Semantic Web was proposed as a vision of the Web, in which informa-
tion is given well-defined meaning and better-enabling computers and people
to work in cooperation [28]. In order to achieve that goal, several technolo-
gies have appeared, like RDF for describing resources [16], SPARQL to query
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RDF data [29], and the Web Ontology Language (OWL) to represent ontolo-
gies [30].

Linked data was later proposed as a set of best practices to share and reuse data
on the web [31]. The linked data principles can be summarized in four rules
that promote the use of uniform resource identifiers (URIs) to name things,
which can be looked up to retrieve useful information for humans and ma-
chines using RDF, as well as having links to related resources. These princi-
ples have been adopted by several projects, enabling a web of reusable data,
known as the linked data cloud [32], which has also been applied to life sci-
ence [33].

One prominent project is Wikidata, which has become one of the largest col-
lections of open data on the web [18]. Wikidata follows the linked data princi-
ples offering both HTML and RDF views of every item with their correspond-
ing links to related items, and a SPARQL endpoint called the Wikidata Query
Service.

Wikidata’s RDF model offers a reification mechanism that enables the repre-
sentation of information about statements like qualifiers and references [34].
For each statement in Wikidata, there is a direct property in the wdt names-
pace that indicates the direct value. In addition, the Wikidata data model adds
other statements for reification purposes that allow enrichment of the declara-
tions with references and qualifiers (for a topical treatise, see Ref. [35]). As
an example, item Q14875321, which represents ACE2 (protein-coding gene
in the Homo sapiens species) has a statement specifying that it can be found
on chromosome (P1057) with value chromosome X (Q29867336). In RDF
Turtle, this can be declared as:

wd:Q14875321 wdt:P1057 wd:Q29867336 .

That statement can be reified to add qualifiers and references. For example, a
qualifier can state that the genomic assembly (P659) is GRCh38 (Q20966585)
with a reference declaring that it was stated (P248) in Ensembl Release 99
(Q83867711). In Turtle, those declarations are represented as (see also Fig.
6.2):
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wd:Q14875321 rdfs:label "ACE2"@en ;
wdt:P1057 wd:Q29867336 .

wd:Q14875321 p:P1057 [
ps:P1057 wd:Q29867336 ;

pq:P659 wd:Q20966585 ;
prov:wasDerivedFrom [

pr:P248 wd:Q83867711 ;
pr:P594 "ENSG00000130234" ;

]] .
wd:Q29867336 rdfs:label "human X chromosome"@en .
wd:Q20966585 rdfs:label "Genome assembly GRCh38"@en .
wd:Q83867711 rdfs:label "Ensembl Release 99"@en .
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Figure 6.2: Example of an RDF data model representing ACE2, created with RDF-
Shape [36]
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6.2 Results
6.2.1 Semantic data landscape

To align the different sources in Wikidata, a common data schema is needed.
We have created a collection of schemas that represent the structure of the
items added to Wikidata. Input to the workflow is the NCBI taxon identifier,
which is input to mygene.info (see Fig. 8b). Taxon information is obtained
and added to Wikidata according to a set of linked Entity Schemas (virus,
strain, disease) [37–40]. Gene annotations are obtained and added to Wiki-
data following the schemas virus gene and protein annotations [41, 42] are
obtained and added to Wikidata following the two schemas. Pathway infor-
mation is sourced according to the schema describing Wikipathways repre-
sentation in Wikidata [43]. The last two schemas are an extension from more
generic schemas for proteins [44] and genes [45] (Fig. 6.3).

6.2.2 ShEx validation

With the set of ShEx schemas, it is possible to check if existing data aligns
with the expressed expectations. Figure 9 demonstrates two cases in which
one Wikidata item (Q70644554) does not align with the tested Schema E174,
while another Wikidata item on a Wikipathways Pathway (Q88292589) does
conform to schema E41. The Wikidata EntitySchema extension does allow
checking for conformance. There are currently five actively maintained ShEx
implementations that allow checking for ShEx conformance at a larger
scale [25] (Fig. 6.4).

6.2.3 Bots

The bots developed and used in this protocol are adaptations of the bots de-
veloped in the Gene Wiki project. On regular intervals, the bots run to update
viral gene and protein annotations as well as pathway updates from WikiPath-
ways. For the gene and protein annotations, we have also made a Jupyter
Notebook. The bot that synchronizes virus, gene, and protein information
and the Jupyter Notebook are available [46]. The bot that synchronizes the
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Figure 6.3: Overview of the ShEx schemas and the relations between them. All
shapes, properties, and items are available from within Wikidata
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Figure 6.4: Application of the drafted ShEx schemas in the EntitySchema extension
of Wikidata allows for confirmation if a set of on-topic items align with expressed
expectations. In panel A, the application renders the Wikidata item invalid due to a
missing reference which in turn does not conform to the expressed ShEx whereas in
panel B, the item (Q88292589) conforms to the applied schema

WikiPathways pathways with Wikidata was updated from the original version
to allow adding proteins annotated with Wikidata identifiers and no longer
requires pathways to be part of the WikiPathways Curated Collection. The
customized bot source code is available [47].

Both bots are now part of the automation server used in the Gene Wiki project.
This runs on the Jenkins platform [48]. Although Jenkins is mainly aimed at
software deployments, its extended scheduling capabilities the synchroniza-
tion procedure at set intervals that can be changed depending on the up-
date speed of the external resources. The Jenkins jobs are also available
from [49].

6.3 Data added

Using the gene and proteins bots explained in the “Methods” section, missing
genes and proteins have been added for the seven human coronaviruses. The
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Table 6.1: Summary of the seven human coronaviruses, including taxon identifiers,
the Wikidata items, and the number of genes and proteins. The latter two are gen-
erated by the SPARQL queries geneCount.rq and proteinCount.rq in Additional file
1

Virus strain NCBI Taxon ID Wikidata Qid # Genes # Proteins
SARS virus 694009 Q278567 14 11
MERS 1335626 Q4902157 11 9
Human coronavirus NL63 277944 Q8351095 7 6
Human coronavirus 229E 11137 Q16983356 8 8
Human coronavirus HKU1 290028 Q16983360 9 9
Human coronavirus OC43 31631 Q16991954 9 8
SARS-CoV-2 2697049 Q82069695 11 27

results are summarized in Table 1. The automatically added and updated gene
and protein items were manually curated. For SARS-CoV-2, all items were
already manually created, and the bot only edited gene items. Thirteen out of
27 protein entries were created by the authors. For the other species, all gene
entries and most protein entries have been created by the bot. Only for MERS
and SARS-CoV-2, some protein entries were added manually, including some
by us. During this effort, which took 3 weeks, the bot created a number of
duplicates. These have been manually corrected. It should also be noted that
for SARS-CoV-2 many proteins and protein fragments do not have RefSeq or
UniProt identifiers, mostly for the virus protein fragments.

6.4 Use cases

6.4.1 BridgeDb

Using the dedicated code to create a BridgeDb identifier mapping database
for coronaviruses, mappings were extracted from Wikidata with a SPARQL
query for the seven human coronaviruses and the SARS-related viruses. This
resulted in a mapping database with 567 mappings between 380 identifiers
(version 2020-11-30). This includes 171 Wikidata identifiers, 70 NCBI Gene
identifiers, 71 UniProt identifiers, 58 RefSeq identifiers, and 10 Guide to
Pharmacology Target identifiers. The mapping file has been released on the
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Figure 6.5: Screenshot of SARS-CoV-2 and COVID-19 Pathway in WikiPathways
(wikipathways:WP4846) showing the BridgeDb popup box for the ORF3a protein,
showing a link out to Scholia via the protein and gene’s Wikidata identifiers

BridgeDb website and archived on Zenodo [50]. The mapping database has
also been loaded on the BridgeDb webservice which means it can be used in
the next use case: providing links out for WikiPathways.

6.4.2 Wikipathways

The WikiPathways project is involved in an international collaboration to
curate knowledge about the biological processes around SARS-CoV-2 and
COVID-19. The authors have started a pathway specifically about SARS-
CoV-2 (wikipathways:WP4846). To ensure interoperability, WikiPathways
uses BridgeDb and taking advantage of the enriched BridgeDb webservice,
WikiPathways now links out for HCoV genes and proteins (depending on
availability of mappings) to RefSef, NCBI Gene, UniProt, and Scholia (see
Fig. 6.5). The latter links to the next use case and provides a link to literature
about the virus. It should be noted that for each gene and protein two Wikidata
identifiers with links may be given. In that case, one is for the gene and one
for the protein.

128



625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester
Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023 PDF page: 137PDF page: 137PDF page: 137PDF page: 137

6.4.3 Scholia

The WikiPathways use case shows us that literature describes our knowledge
about how coronaviruses work at a rather detailed level. Indeed, many articles
discuss the genetics, homology of genes and proteins across viruses, or the
molecular aspects of how these proteins are created and how they interfere
with the biology of the human cell. The biological pathways show these pro-
cesses, but ultimately the knowledge comes from literature. Wikidata allows
us to link literature to specific virus proteins and genes, depending on what
the article describes. For this, it uses the “main subject” (P921) property [51].
We manually annotated literature with the Wikidata items for specific proteins
and genes, particularly useful for virus concepts for which reference databases
do not provide entries, such as the non-structural proteins. We developed two
SPARQL queries to count the number of links between genes [17] and pro-
teins [52] and the articles that discuss them. Scholia takes advantage of the
“main subject” annotation, allowing the creation of “topic” pages for each
protein. For example, Fig. 6.6 shows the topic page of the SARS-CoV-2 spike
protein. As such, Scholia provides a simple user interface summarizing liter-
ature about a specific feature of the SARS-CoV-2 virus. An RSS feed is even
available to get alerted about new literature about each topic (also visible in
Fig. 6.6).
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Figure 6.6: Screenshot of the Scholia page for the SARS-CoV-2 spike glycoprotein,
it shows four articles that specifically discuss this protein
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6.5 Discussion

This paper describes a protocol we developed to align genetic annotations
from reference resources with Wikidata. Numerous annotations are scattered
across different sources without any overall integration, thereby reducing the
reusability of knowledge from different sources. Integration of the annotations
from these resources is a complex and time-consuming task. Each resource
uses different ways to access the data from a user and machine perspective.
Making use of these protocols programmatically to access and retrieve data
of interest requires the knowledge of various technologies and procedures to
extract the information of interest.

Wikidata provides a solution. It is part of the semantic web, taking advan-
tage of its reification of the Wikidata items as RDF. Data in Wikidata itself is
frequently, often almost instantaneously, synchronized with the RDF resource
and available through its SPARQL endpoint [53]. The modelling process turns
out to be an important aspect of this protocol. Wikidata contains numerous
entity classes as entities and more than 7000 properties that are ready for (re-
)use. However, that also means that this is a confusing landscape to navigate.
The ShEx Schema has helped us develop a clear model. This is a social con-
tract between the authors of this paper, as well as documentation for future
users.

Using these schemas, it was simpler to validate the correctness of the updated
bots to enter data in Wikidata. The bots have been transferred to the Gene Wiki
Jenkins platform. This allows the bots to be kept running regularly, pending
the ongoing efforts of the coronavirus and COVID-19 research communities.
While the work of the bots will continue to need human oversight, potentially
to correct errors, it provides a level of scalability and generally alleviates the
authors from a lot of repetitive work.

One of the risks of using bots is the possible generation of duplicate items.
Though this is also a risk in the manual addition of items, humans can apply
a wider range of academic knowledge to resolve these issues. Indeed, in run-
ning the bots, duplicate Wikidata items were created, for which an example
is shown in Fig. 6.7. The Wikidataintegrator library does have functionality
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to prevent the creation of duplicates by comparing properties, based on used
database identifiers. However, if two items have been created using different
identifiers, these cannot be easily identified.

Close inspection of examples, such as the one in Fig. 6.7, showed that the du-
plicates were created because there was a lack of overlap between the data to
be added and the existing item. The UniProt identifier did not yet resolve, be-
cause it was manually extracted from information in the March 27 pre-release
(but now part of the regular releases). In this example, the Pfam protein fami-
lies database [54] identifier was the only identifier upon which reconciliation
could happen. However, that identifier pointed to a webpage that did not con-
tain mappings to other identifiers. In addition, the lack of references to the
primary source hampers the curator’s ability to merge duplicate items and ex-
pert knowledge was essential to identify the duplication. Fortunately, names
used for these RNA viruses only refer to one protein as the membrane protein.
Generally, the curator would have to revert to the primary literature to iden-
tify the overlap. Statements about “encoded by” to the protein-coding genes
were found to be helpful as well. Reconciliation might be possible through
sequence alignment, which means substantial expert knowledge and skills are
required.

This makes reconciliation in Wikidata based on matching labels, descriptions
and synonyms, matching statements, and captured provenance (qualifiers and
references) hazardous, due to different meanings to the same label. A targeted
curation query (geneAndProteinCurationQuery.rq, see Additional file 1) was
developed to highlight such duplications and manually curated seven duplicate
protein entries for SARS-CoV-2 alone. This duplication is common and to be
expected, particularly in rapidly evolving situations like a pandemic, when
many groups contribute to the same effort. In this case, this paper only repre-
sents one group contributing to the Wikidata:WikiProject COVID-19 [55].

We also discovered that virus taxonomy is different from zoological taxon-
omy. For example, there is no clear NCBI taxon identifier for SARS-CoV-
1 and after consultation with other projects, we defaulted to using the taxon
identifier for the SARS-related CoVs, something that NCBI and UniProt seem
to have done as well.
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Figure 6.7: Comparison of two Wikidata entries for the SARS-CoV-2 membrane pro-
tein. An overlap between a Wikidata item and a concept from a primary source needs
to have some overlap to allow automatic reconciliation. If there is no overlap, dupli-
cates will be created and left for human inspection. Since this screenshot was made,
the entries have been merged in a manually curation process
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Finally, we note that during the 2 weeks, this effort took place, several other
resources introduced overviews, including dedicated COVID-19 portals from
UniProt [56] and the Protein DataBank in Europe [57].

6.6 Conclusion
This manuscript presents a protocol to link information from disparate
resources, including NCBI Taxonomy, NCBI Gene, UniProt, PubMed, and
WikiPathways. Using the existing Wikidata infrastructure, we developed
semantic schemas for virus strains, genes, and proteins; bots are written
in Python to add knowledge on genes and proteins of the seven human
coronaviruses and linked them to biological pathways in WikiPathways and
to primary literature, visualized in Scholia. We were able to do so in the
period of 2 weeks, using an ad hoc team from existing collaborations, taking
advantage of the open nature of the components involved.

6.7 Methods
6.7.1 Specifying data models with ShEx

Although the RDF data model is flexible, specifying an agreed structure for
the data allows domain experts to identify the properties and structure of their
data facilitating the integration between heterogeneous data sources. Shape
Expressions were used to provide a suitable level of abstraction. Yet Another
ShEx Editor (YaShE) [58], a ShEx editor implemented in JavaScript, was ap-
plied to author these Shapes [59]. This application provides the means to
associate labels in the natural language of Wikidata to the corresponding iden-
tifiers. The initial entity schema was defined with YaShE as a proof of concept
for virus genes and proteins. In parallel, statements already available in Wiki-
data were used to automatically generate an initial shape for virus strains with
sheXer [60]. The statements for virus strains were retrieved with SPARQL
from the Wikidata Query Service (WDQS). The generated Shape was then fur-
ther improved through manual curation. The syntax of the Shape Expressions
was continuously validated through YaShE and the Wikidata Entity Schema
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namespace was used to share and collaboratively update the schema with new
properties. Figure 6.8 gives a visual outline of these steps.

6.8 Populating Wikidata with human coronavirus
data

The second step in our workflow is to add entries for all virus strains, genes,
and their gene products to Wikidata. This information is spread over differ-
ent resources. Here, annotations were obtained from NCBI EUtils [61], My-
gene.info [62], and UniProt, as outlined below. Input to the workflow is the
NCBI Taxonomy identifier of a virus under scrutiny (e.g., 2697049 for SARS-
CoV-2). The taxon annotations are extracted from NCBI EUtils. The gene and
gene product annotations are extracted from mygene.info and the protein an-
notations are extracted from UniProt using the SPARQL endpoint [56].

Genomic information from seven human coronaviruses (HCoVs) was col-
lected, including the NCBI Taxonomy identifiers. For six virus strains, a ref-
erence genome was available and was used to populate Wikidata. For SARS-
CoV-1, the NCBI Taxonomy identifier referred to various strains, though no
reference strain was available. To overcome this issue, the species taxon for
SARS-related coronaviruses (SARSr-CoV) was used instead, following the
practices of NCBI Genes and UniProt (Fig. 6.9).

NCBI Eutils

The Entrez Programming Utilities (EUtils) [24] is the application program-
ming interface (API) to the Entrez query and database system at the NCBI.
From this set of services, the scientific name of the virus under scrutiny was
extracted (e.g., “Severe acute respiratory syndrome coronavirus 2”).
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Figure 6.8: Flow diagram for entity schema development and the executable workflow
for the virus gene protein bot. a The workflow of creating shape expressions. b The
computational workflow of how information was used from various public resources
to populate Wikidata
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Figure 6.9: JavaScript Object notation output of the mygene.info output for gene with
NCBI gene identifier 43740571
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Figure 6.10: The UniProt SPARQL query used to obtain additional protein annota-
tions, descriptions, and external resources

Mygene.info

Mygene.info [60] is a web service that provides a REST API that can be used
to obtain up-to-date gene annotations. The first step in the process is to get
a list of applicable genes for a given virus by providing the NCBI taxon id.
The following step is to obtain gene annotations for the individual genes from
mygene.info (e.g., [63]). This results in the name and a set of applicable
identifiers (Fig. 6.10).

UniProt

The annotations retrieved from mygene.info also contain protein identifiers
such as UniProt, RefSeq [64], and PDB; however, their respective names are
lacking. To obtain names and mappings to other protein identifiers, Ref-
Seq and UniProt were consulted. Refseq annotations were acquired using
the earlier mentioned NCBI EUtils. UniProt identifiers are acquired using the
SPARQL endpoint of UniProt, which is a rich resource for protein annotations
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provided by the Swiss Bioinformatics Institute. Figure 5 shows the SPARQL
query that was applied to acquire the protein annotations.

Reconciliation with Wikidata

Before the aggregated information on viruses, genes, and proteins can be
added to Wikidata, reconciliation with Wikidata is necessary. If Wikidata
items exist, they are updated; otherwise, new items are created. Reconcili-
ation is driven by mapping existing identifiers in both the primary resources
and Wikidata. It is possible to reconcile based on strings, but this is danger-
ous due to the ambiguity of the labels used [65]. When items on concepts are
added to Wikidata that lack identifiers overlapping with the primary resource,
reconciliation is challenging. Based on the Shape Expressions, the follow-
ing properties are identified for use in reconciliation. For proteins, these are
Uniprot ID (P352) and RefSeq protein ID (P637). For genes, these are NCBI
Gene ID (P351) and Ensembl Gene (ID) (P594). When sourced information
matches none of these properties, then a new item is created, if the concepts
from the primary source reconcile with Wikidata items these are updated.

6.8.1 Wikidataintegrator

Wikidata integrator is a Python library [66] that wraps around the Wikidata
API [11, 67]. From external resources such as the NCBI, gene and taxonomy
statements have been compiled with provenance and assigned to the associ-
ated Wikidata items. When an item did not exist (or was not recognized), it
was created. The module compiled a list of statements by parsing the primary
sources under scrutiny and extracted what statements already existed on Wiki-
data. A JavaScript Object Notation (JSON) string was created that resembled
the JSON data model used by the Wikidata API. This JSON string was then
submitted to the Wikidata API for ingestion.
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6.8.2 Data integration use cases/validation

WikiPathways and BridgeDb

WikiPathways is a biological pathway database and can visualize the details
of interactions between genes, proteins, metabolites, and other entities par-
ticipating in biological processes. It depends on BridgeDb to map identifiers
of external data and knowledge to the identifiers used for the genes, proteins,
and metabolites in the pathways [68]. Furthermore, mappings to Wikidata are
required to establish the link of biological entities in pathways and journal arti-
cles that have those entities as main topics. Therefore, the virus genes and pro-
teins are required to exist in Wikidata, enabling the interoperability between
WikiPathways and Wikidata. Additionally, new virus mapping databases for
BridgeDb are created by extracting the new virus gene and protein data, in-
cluding links between Wikidata, NCBI Gene, RefSeq, UniProt, and Guide to
Pharmacology Target identifiers using a SPARQL query [69]. The mapping
databases will be updated regularly and will allow pathway curators to anno-
tate virus genes and proteins in their pathways and provide link outs on the
WikiPathways website.

The COVID-19-related pathways from WikiPathways COVID-19 Portal
are added to Wikidata using the approach previously described. For this,
a dedicated repository has been set up to hold the Graphical Pathway
Markup Language (GPML) files, the internal WikiPathways file format [70].
The GPML is converted into RDF files with the WikiPathways RDF
generator [23], while the files with author information are manually edited.
For getting the most recent GPML files, a custom Bash script was developed
(getPathways.sh in [71]). The conversion of the GPML to RDF uses the
previously published tools for WikiPathways RDF [23]. Here, we adapted the
code with a unit test that takes the pathways identifier as a parameter. This
test is available in the SARS-CoV-2-WikiPathways branch of GPML2RDF
along with a helper script (createTurtle.sh). Based on this earlier generated
pathway RDF and using the Wikidataintegrator library, the WikiPathways
bot was used to populate Wikidata with additional statements and items.
The pathway bot was extended with the capability to link virus proteins to
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the corresponding pathways, which was essential to support the Wikidata
resource. These changes can be found in the sars-cov-2-wikipathways-2
branch.

Scholia

The second use case is to demonstrate how we can link virus gene and pro-
tein information to literature. Here, we used Scholia [14] as a central tool. It
provides a graphical interface around data in Wikidata, for example, literature
about a specific coronavirus protein (e.g., Q87917585 for the SARS-CoV-2
spike protein). Scholia uses SPARQL queries to provide information about
topics. We annotated literature around the HCoVs with the specific virus
strains, the virus genes, and the virus proteins as “main topic.”

6.8.3 Availability of data and materials

All data and corresponding schema are available in Wikidata. All source code
is available from GitHub [37–45]
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7
General discussion: From illustrative

pathways to machine-readable
biological pathway
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Chapter 7. General Discussion

7.1 Discussion

The field of (bio)curation involves transforming biological knowledge into
formats that are both understandable by humans and machines [1, 2]. Bio-
logical or scientific knowledge that still remains primarily captured in (peer-
reviewed) literature. While scientific literature is the primary source of sci-
entific knowledge, its vast size and limited accessibility pose significant chal-
lenges to the accessibility of the literature. There are several reasons why it
can be difficult to access scientific literature. For example, some older doc-
uments may not have been digitized or added to databases like PubMed that
researchers use to find articles. In other cases, journal publishers may put
up paywalls that prevent people without a subscription from accessing arti-
cles. Additionally, some articles may be stored in file formats, making it hard
for computers to read and analyze their contents. Examples are PDF and
ReadCube, which are optimized for online and human reading. These factors
can limit automatic access to the full text of scientific articles. The issue of
hindered access to existing knowledge is exemplified in a recent review pa-
per which describes how acute promyelocytic leukaemia (APL), a once fatal
form of leukaemia, became one of the more treatable forms of the disease
[3]. The paper highlights the scientific process in action and the decades-
long gap between discovering a key chemical compound to APL therapy and
its eventual application in modern medicine. This delay occurred primarily
because the original papers reporting the early findings were published in a
Chinese-language scientific journal, which was even obscure to most Chinese
readers. The novel findings in this research paper are hidden in two ways.
First, the paper is written in a language that limits its usefulness outside the
region where Chinese is spoken. But in this case, the paper was even unknown
to many people within that language community because it was published in
a journal that was not widely known even to Chinese speakers. This case is
similar to where Mendelian inheritance was hidden in ”plain sight” for almost
four decades. Gregor Mendel published his theory on inheritance [4] but was
initially ignored since his work was not recognised as being groundbreaking
[5]. It took decades before the paper was accurately judged on its merit when
researchers could put the theory into context [6].
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Just publishing and having the paper findable is insufficient; more is needed
to allow progress.

We see similar examples where connections to facts are lost by being dis-
connected. One prime example where integration of facts is hindered is the
often-reported longstanding example of the unintended introduction of syn-
onyms for gene labels through auto-correction rules applied using common
spreadsheets programs such as Microsoft Excel [7, 8]. Gene names are incor-
rectly renamed through autocorrection rules used in data processing software.
Fixing those issues can take a while before curators identify them [9].

Addressing this issue is of utmost importance, and it is essential to develop
innovative solutions that enable the open and accessible sharing of scientific
knowledge, first by making the scientific literature more accessible and pri-
marily findable but also to make the contents of the individual articles and
their metadata more machine-readable. Especially since the body of scientific
literature is expanding unprecedentedly. Numerous articles have described the
growth as ”nearly exponential.” Interestingly, getting the actual size of the to-
tal sum of the scientific literature is difficult to estimate. However, estimates
on the size of citation databases suggest, with some level of uncertainty, con-
firming the sheer size. Google Scholar, for example, being the biggest, con-
tains 389 million records as reported in 2018. [10].

But there is a nuance to be made here. In chapter 3, where a text-mining
pipeline is described, we faced limitations in full access to the needed scien-
tific literature. The main obstacle was paywalls, but automatic processing was
also not always permitted, even when universities granted access through sub-
scriptions. Automatic processing of large quantities of scientific articles was
not always permitted by the licenses granted. Additionally, extracting full-text
literature files automatically was often difficult due to the many file formats
used to present scientific content to the public. Sometimes access was made
more complicated by embedding additional code (e.g. JavaScript) to get the
full content of a given article. Just as the biological databases discussed in
this thesis require an interoperability layer, there is also a need for scientific
literature to adopt a more machine-readable format to facilitate easier access
and build an interoperability layer. Because of these limitations imposed by
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(some) publishers on full access, our text-mining pipelines had to rely on ab-
stracts from PubMed only. These abstracts come with limitations. Not all
citation records contain abstracts; those abstracts are often limited to a few
lines. That is, the information value of an abstract is limited: a 2018 study
on 16.5 million articles ”show[ed] that text mining of full-text articles con-
sistently outperforms using abstracts only” [11]. Therefore, even though the
quantity of academic publications is increasing exponentially, it is arguable
whether the total amount of available knowledge is also increasing at a simi-
lar pace. In most cases, the abstract is readily available, while the underlying
full text not always.

In fact, some have argued that the nearly exponential growth of scientific out-
put could have the opposite effect of causing knowledge loss, or at least a
decline in the skills needed to process and acquire it [12]. Whether the to-
tal sum of knowledge is truly becoming increasingly inaccessible due to this
growth remains a subject for further exploration

In the context of pathway curation, incomplete access to knowledge on related
concepts can lead to incomplete information. Pathways are an abstraction of
cellular processes and metabolic interactions and thus need to be as compre-
hensive as possible. This does not mean that all relevant knowledge needs
to be embedded into the pathway boundaries but that sufficient links to that
complete knowledge should exist, as used by bioinformatics tools such as
CyTargetLinker [13]. To get an accurate pathway, a pathway curator should
ideally be able to find most, if not all, relevant knowledge on the process being
scrutinized in the curated pathway with some level of confidence. While the
limitations mentioned above exist, we identified novel pathway concepts us-
ing text-mining, showing that text-mining can be a valuable curation resource
for pathway curation.

However, the limited access to existing knowledge, as described above, due
to obscure file formats or poorly described access protocols, still hinders the
ability of pathway curators to access potentially relevant information. To fa-
cilitate pathway curation, future work in improving access to the (relevant)
literature remains relevant. A separate thread of future work is assessing the
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quality by having machine-readable access to curator annotations on the qual-
ity of the individual papers. Innovations like RetractionWatch and PubPeer
are slowly gaining traction [14, 15].

Although, as said, future work is needed to improve access to the relevant lit-
erature, it is also worth noting that curation also heavily relies on biological
databases, as discussed in chapter 2. Pathway curators benefit from a skill set
that includes knowledge extraction from the literature and the available bio-
logical databases, which are generally more structured than scientific literature
and thus should be more findable and accessible. However, similar to the point
made by Eve Marder et al. [12], skills in accessing the various database access
methods may also be diminishing. This is also driven by the rapid develop-
ments of novel technologies where interoperability with former technologies
is not always maintained. The interoperability of biological databases is an
ongoing debate [12, 16, 17]. Full access to the sum of all knowledge from
scientific literature and biological databases remains problematic, and more
research is needed.

Full access to both the literature and biological databases is particularly rele-
vant in the context of pathway curation and analysis [18]. As highlighted in
both the introduction and Chapter 2, pathways have become essential tools
for research, enabling data to be placed within a wider context [19, 20]. To
achieve this, unrestricted access to the relevant knowledge stored in scientific
literature and biological databases remains essential. This means direct and
unambiguous access to the total sum of gained knowledge both on a concep-
tual and infrastructural level.

7.2 Structured Representations of Biological
Knowledge through Pathways

As pathway curators abstract existing knowledge into biological pathways,
these pathways become structured representations of the biological knowl-
edge they contain. This provides researchers with a scaffold or template to
align their study results against the available knowledge. The COVID-19 Dis-
ease Map project is a prime example of this role, creating a computational

153



625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester
Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023 PDF page: 162PDF page: 162PDF page: 162PDF page: 162

Chapter 7. General Discussion

repository of SARS-CoV-2 virus-host interaction mechanisms using machine-
readable pathway formats that contain biological database identifiers for link-
ing study results [21]. With technological advancements and computational
power, genomics has moved beyond single-gene studies to a more compre-
hensive approach. Researchers can now analyze and interpret vast amounts
of genomic data to gain insights into complex biological systems, including
interactions between multiple cells and genes [22]. Integrating data from var-
ious file formats and access protocols is essential for pathway curators to nav-
igate the research landscape and draft accurate pathway descriptions. Addi-
tionally, the advancement of single-cell analysis and long-read sequencing
and large-scale variant evaluations and related technologies has made an ever-
growing amount of data available [23–25]. The same knowledge captured in
biological pathways provides the means to organize and oversee the available
sequencing data and associated expression studies.

As discussed in Chapter 2, the vast amount of research data generated in bio-
logical studies can be overwhelming, and mathematical methods such as clus-
tering, machine learning, and statistics are often employed to organize and
analyze the data [26]. These methods do not always lead to increased under-
standing, but rather to different representations of the same data. In contrast,
biological pathways have evolved from simple illustrations of processes to
a valuable research tool that can increase understanding [27]. By present-
ing findings in visually appealing diagrams, these pathways make it easier to
identify areas where changes or patterns are apparent. While pathway dia-
grams remain visually appealing, recent advancements allow pathways to be
expressed in machine-readable formats, which can be visualized using render-
ing tools [28]. Moreover, with these machine-readable descriptions, research
results can be projected onto pathways, provided that the pathway parts and
concepts use external identifiers from commonly known biological databases
[29] (see Figure 7.1). For example, expression values or changes in expression
can be visualized on a pathway diagram using various colour gradients. Com-
plementing these mathematical methods with pathway visualization can lead
to a better understanding of the biological process or system being studied
[22].

The main argument of this thesis is that comprehensive pathway curation re-
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quires unrestricted access to all relevant biological knowledge, which can be
found in the scientific literature or biological databases. It must be in machine-
readable format to handle the overwhelming amount of data to enable au-
tomated processing. Although this knowledge’s ideal level of completeness
remains uncertain, this thesis aims to investigate techniques to support the
retrieval, normalization, and standardization of biological knowledge.

Chapter 4 is crucial in normalising and standardising biological knowledge,
as it focuses on transforming pathway content into linked data (i.e., RDF). In
this chapter, I propose an RDF implementation for WikiPathways. By merg-
ing the native file format (GPML) with explicit semantics (including identi-
fiers, ontologies), WikiPathways became seamlessly integrated with other data
resources on the semantic web. This approach has enabled the improved inte-
gration of pathway models with biological databases and scientific literature
through linked-data principles, which allow for the connection and linking of
relevant information. By rendering pathway content as linked data, we have
facilitated more efficient access to the available knowledge and resources in
the field.

Creating an RDF version of WikiPathways was a time-consuming task
requiring software development to convert the various formats for storing
pathway knowledge into the RDF model. Additionally, it required the
selection of controlled vocabularies and ontologies to ensure that the
meaning behind concepts was unambiguously conveyed or the creation of
a new ontology where none existed. Two controlled vocabularies were
specifically developed for WikiPathways: one to capture biological concepts
and another to describe the graphical features of a rendered pathway
diagram. At the time of the first release of the RDF of WikiPathways,
we had to also deviate from the linked-data principles that require that
URIs point to linked data. In some cases, we had to rely on URLs
instead. These URLs would then point to online documents instead
of linked-data instances. One example is using identifiers.org, where
https://identifiers.org/wikipathways/WP716 resolves to
the pathway Vitamin A and carotenoid metabolism (wikipathways:WP716).
Minting native URIs for all pathways was administratively impossible since
the hosting institute had specific requirements for pointers to resources
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hosted by the institute. Using identifiers from identifiers.org instead solved
this constraint by providing a URI that redirects to the pathways hosted on a
web server.

After creating the RDF for WikiPathways, it is necessary to continuously cu-
rate and update the controlled vocabularies to ensure they reflect novel insights
and are better integrated with other ontologies. However, it is often preferable
to reuse an existing ontology that requires less maintenance or where the cu-
ration effort is shared with a broader audience. While there were existing
ontologies for representing pathway knowledge, such as BioPAX [30], we
chose to create novel ontologies for WikiPathways, which required, as said,
significantly more effort than simply reusing. The decision to develop novel
controlled vocabularies - that are however mapped to existing ontologies - for
WikiPathways was motivated by the fact that the existing models did not pro-
vide the necessary level of detail for the specific use case. For example, in
WikiPathways, a concept can exist multiple times within the same pathway
to capture different features (e.g. an intra-cellular and extra-cellular role).
Additionally, existing models did not provide the capability to capture the
graphical features of a pathway diagram. However, to maintain the promise
of interoperability, mappings were provided to align with those models. With
current insights, if I would develop the RDF for WikiPathways from scratch,
I would have developed a WikiPathways ontology instead of a controlled vo-
cabulary, and I would be more strict on following the linked-data principles.
Identifiers.org does not support linked data, and it is a lot easier to set up and
maintain one’s own URI space.

Often, the decision to create a new ontology or engage with existing commu-
nities to improve or detail existing models depends on various factors, such as
the project’s specific requirements, available resources, time constraints, and
the willingness of existing communities to collaborate. As said earlier, the
reuse of existing ontologies can be preferred. However, creating a specialized
ontology may be necessary to address specific requirements and capture the
details for a particular use case. Ultimately, it is essential to strike a balance
between creating new ontologies and engaging with existing communities to
ensure interoperability and sustainability in the long run. When the RDF for
WikiPathways work was started, there were not many ontologies or controlled
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vocabularies available that had the correct semantic meaning, which justi-
fied the decision to create a new set of controlled vocabularies. However,
since then, the ontology landscape has expanded significantly towards more
community-driven ontology and controlled vocabulary curation [31–37].

Figure 7.1: Having a pathway diagram available in a machine-readable format allows
its application in the visualization of gene expression, which is nicely illustrated in
the two diagrams, which visualize the frontal and temporal cortex gene expression on
the Microglia pathogen phagocytosis pathway (wikipathways:WP3626) [38]. This
visualization is possible even though the expression values use identifiers from dif-
ferent identifier schemes. These are aligned using identifier mapping in BridgeDb to
use identifiers in the pathway model. The expression value is then rendered using
colour gradients to show the magnitude of the expression
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7.3 Text mining

With the developed RDF model for WikiPathways, we can streamline the ac-
cessibility and interoperability of pathway knowledge for pathway curators.
Linking related structured data requires applying similar workflows for those
related biological databases. However, while much knowledge is already cap-
tured in the many biological databases, much remains hidden in the scien-
tific literature. In Chapter 3, a text-mining pipeline was explored to extract
pathway-related concepts from the literature [39, 40]. We identified novel
pathway parts by applying named entity recognition and profile extraction on
a large body of text extracted from many articles.

The method described in Chapter 3 is a form of text mining, a technique used
to extract useful information from large bodies of text. This study identi-
fied novel pathway extensions on a carotenoid metabolic pathway (wikipath-
ways:WP716) by counting terms in a corpus of topical scholarly articles. This
leads to topical profiles, vectors that can be used to identify similar articles.
After retrieval of those articles from the full corpus - seed plus extended cor-
pus - existing terms were extracted through named-entity recognition. A team
of biocurators then assessed those terms in their context and assessed their
relevance for that pathway. This way, we successfully identified novel path-
way concepts that contributed to new additions to WikiPathways. However,
we acknowledge the need to assess the effectiveness of our approach. Specifi-
cally, comparing the results obtained through text mining with those generated
by a focus group of experts reading the same seed corpus would be valuable.
Extracting knowledge automatically is a valuable tool for pathway curators
and nicely illustrates the potential of text mining for biocuration, providing a
solution for the extensive and ongoing influx of new literature.

We demonstrated the feasibility of extracting novel terms for the studied
pathway using a text-mining pipeline. However, there are several important
caveats to consider. Firstly, the seed corpus used in this study was extensive
and meticulously curated, which may not be representative of other
corpora. Additionally, referring to this workflow as semi-automatic is an
understatement, as it required extensive input and collaboration from the
curators and bioinformaticians involved. The commitment of the biocurators
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and the incentive of a peer-reviewed journal publication served as motivation
to see the project through to completion, as peer-reviewed publications
continue to hold significant value in the scientific community [41]. It
is making the possible reward of a paper, part of the workflow. For the
application of this text-mining pipeline in the daily practice of biocuration,
there is no incentive for routine text-mining, because it will not lead to a
peer-reviewed publication, each time the workflow would be applied. Yet
having to go through all the papers and extract the same terms manually
would require that same team to put in a lot of time, if at all possible. To
scale this workflow, the availability of seed corpora needs to be increased.
In this study, we utilized a supplement to a paper to generate a seed corpus.
However, exploring alternative approaches for creating topical reference lists
is essential. One promising avenue is to consider reference lists of existing
pathways or from community efforts such as Gene Ontology as potential
seed corpora. One method could be to rely on citations attached to a pathway
or a group of related pathways. WikiPathways now recognizes topical portals
that might be instrumental in providing citations to publications that can be
used as seed corpus.

Overall, this approach demonstrates the feasibility of text-mining techniques
in extracting useful information from large volumes of scientific literature and
highlights the potential for identifying novel research directions and targets
for further investigation. Our method started with a seed corpus of approxi-
mately 2000 scholarly articles selected as being on topic. This was substan-
tially extended to a difficult-to-build corpus due to its sheer number of papers
that needed to be selected on their relevance.

In our approach, we focused on text mining and did not consider the poten-
tial value of bibliometrics in either composing the seed corpora or extending
them. However, several alternative approaches are available for extracting
knowledge or discovering relevant literature. These include utilizing citations
in databases or other structured resources and conducting direct analyses of
pathway figures [19, 42]. By exploring these alternative approaches, we may
gain a more comprehensive understanding of relevant literature and improve
the effectiveness of our research.
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Finally, and as a segue into the next section, it is with noting that I have fo-
cused primarily on string similarity, which could lead to inaccuracies in the
results and could use further refinement. Relying solely on string similarity
for profile matching can be limited because single words can have multiple
meanings or be expressed using different terminology in natural language.
This can result in inaccurate identification of relevant concepts or detection of
incorrect identifiers. Disambiguation of terms and synonym expansion needs
to be addressed.

Chapter 4 addresses the disambiguation of terms by exploring the usefulness
of the semantic web, where, instead of words, concepts are described us-
ing normalized identifiers expressed as internationalized resource identifiers
(IRI).

7.4 Aligning pathways with the Semantic Web
Chapter 4 introduces the semantic web to align heterogeneous biological data
sets and knowledge bases. When curating the text mining results described
in Chapter 3, we had to address the issue of spelling variations and the map-
ping of identifiers. The latter is particularly prevalent in pathway curation
since pathways as vehicles of aggregated biological knowledge can contain
identical concepts identified by identifiers from different identifier providers.
For example, a specific gene can be identified using gene identifiers from the
NCBI gene database [43] or gene identifiers from the Ensembl gene database
[44]. Sometimes the same issue with spelling variations applies to identi-
fiers since some resources prefer using prefixes to identify a concept. e.g. a
gene identified by an NCBI gene id can be identified using ”ncbi:1234567”,
”entrez:1234567” or ”1234567”. Identifiers.org and the new Bioregistry.io
address this issue [45, 46].

Chapter 4 explored the value of the semantic web as an interoperability plat-
form that deals with harmonising concepts across multiple biological resource
issues. The semantic web is an extension to the World Wide Web (WWW) that
became a W3C recommendation in 2008 [47, 48]. With WWW, each docu-
ment requires human assessment to grasp its full context. The semantic web
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uses this same protocol to link data points. However, where in the WWW the
identifier points to a document on a server in the WWW, in the semantic web,
the identifiers point to a concept. Another nuance is that with the WWW, that
identifier, also known as Uniform Resource Locator (URL), points to a doc-
ument on a physical computer giving access to that document that it hosts.
On the semantic web, the identifier points to a concept, which can be hosted
on a server, in which case it is also a URL, however on the semantic web,
the identifier can also exist as a virtual identifier which is why it is called a
Universal Resource Identifier (IRI). Its value stems from the fact that if two
(independent) resources use the same URI (sequence of characters) they are
addressing the same concept. While for a document pointed to by its URL,
human assessment is needed to put an IRI into context because the IRI does
not locate anything. If a concept is thoroughly described on the semantic web,
however, the context is explicit by the collection of triples 1 of which the URI
is a part of.

To give an example, on the WWW, a pathway can be depicted in its graphical
representation (Figure 7.2) or a machine-readable format (Figure 7.3)

Figure 7.2: A. A pathway in WikiPath-
ways where the diagram is drawn by a
community of (online) curators

Figure 7.3: B. The same pathway but
now rendered in a machine-actionable
format (GPML)

The WikiPathways RDF representation differs from the earlier-described syn-
tactical GPML representation of a pathway from which a pathway diagram is

1see Chapter 4 for a detailed description on URIs and triples
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rendered. Often these machine-readable representations are specific to a given
resource. E.g. WikiPathways utilizes the GPML [49] format, which is specific
for WikiPathways (and its associated pathway analysis tool PathVisio [50]).
The semantic web solves the issue of having to deal with multiple file formats,
by creating a unified representation of data, where all data is represented us-
ing a statement-driven file format that reflects the subject-verb-object sentence
structure used in English and many other languages. In the semantic web,
these statements are called triples, of which a detailed description is given in
Chapter 4. By depicting knowledge as a set of triples using normalized identi-
fiers, such as identifiers.org, the problem of varying file formats is solved. So
expressing knowledge on the semantic web requires the different existing for-
mats to be transformed and rendered as triples. The idea is that both resources
become interoperable by structuring knowledge this way and doing the same
for similar resources. After all, knowledge from both resources is represented
in the same format. However, reciprocal reuse also requires resources to use
the same collection of unified identifiers or use explicit mapping. As is de-
scribed in Chapter 6, rendering knowledge on the semantic web is a two step
process—i.e. the transformation in triples and identifying the same identifier
patterns across different resources [33].

Converting any file format or data structure to RDF is a straightforward task.
The main challenge is to determine appropriate and pertinent identifiers.
This contradicts the perception that RDF is complicated and suitable only
for highly skilled computer scientists. Transforming from one format,
such as CSV, to RDF can be easily accomplished using automated tools
available on various platforms 2. However, adding semantics by selecting
and creating relevant controlled vocabularies and ontologies requires more
domain expertise than technical skills. This is the domain of a biocurator
with profound knowledge of the field.

Creating RDF pipelines is predominantly handled by individuals with techni-
cal expertise. There is a need for further research on how to involve domain
experts in the overall process without requiring them to have a strong un-
derstanding of technologies such as SPARQL, RDF, ShEx, and others. One

2https://www.w3.org/wiki/ConverterToRdf
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should not have to get a post-graduate computer science degree to be able
to design and apply linked-data frameworks. Some technical skills or un-
derstanding by life scientists are needed to effectively capture knowledge as
linked data. Future work should focus on developing procedures that effec-
tively capture the knowledge of biomedical domain experts. This point is
nicely reiterated in the following quote [51]:

”People think RDF is a pain because it is complicated. The truth
is even worse. RDF is painfully simplistic, but it allows you to
work with real-world data and problems that are complicated.
While you can avoid RDF, it is harder to avoid complex data and
computer problems. RDF brings together data across application
boundaries and imposes no discipline on mandatory or expected
structures. This can make working with RDF data frustrating.”

7.5 Wikidata: a linked-data proxy for the life sciences
Like with any data format, hosting RDF requires a significant amount of main-
tenance and updating that goes beyond just maintaining the servers. In addi-
tion to ensuring the servers run smoothly, organizations must keep their URIs’
persistence by establishing an infrastructure and community to curate the on-
tologies and controlled vocabularies used. The ongoing cost of sustaining
the infrastructure beyond funding cycles can be daunting, requiring dedicated
maintenance staff and funding.

In 2012 Wikidata emerged as a sister project of Wikipedia [52]. It follows
the same system principles as Wikipedia. Where Wikipedia stores its arti-
cles in a relational database, Wikidata stores its data on the same MediaWiki
software as Wikipedia. The parallel can be extended to WikiPathways, where
the GPML representation of the pathways was originally stored in the same
platform. It is safe to say that what articles are to Wikipedia and what XML
representation of pathways is to WikiPathways, is what semantically struc-
tured data is to Wikidata. The data in Wikidata follows the same structure as
RDF: a concept is represented as an item consisting of a set of statements (for
a detailed description of a Wikidata item, I defer to Chapter 4). The statements
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resemble the RDF triples, except that a statement also consists of a set of qual-
ifiers and references which provide the immediate context and provenance of
the individual statements. Initially, Wikidata was only accessible through the
same API as Wikipedia. However, early on, Wikidata was extended with a
SPARQL endpoint allowing integration of Wikidata content to the semantic
web. Currently, data on Wikidata exists in two (redundant) forms: first, as
a collection of JSON blobs in the above-mentioned relational database, and
second, a copy as RDF in a triple store with an associated SPARQL endpoint
[53]. Adding the RDF layer made Wikidata a strong linked-data proxy. With-
out that RDF layer, Wikibase (the Wikidata backend) can only be queried
with a (rich) set of predefined API queries and, thus, yet another conventional
database. Adding RDF (and SPARQL) to Wikidata combines the combinato-
rial expression of RDF with the Wikis. The difference between Wikibase and
any RDF triple store is that Wikibase allows editing a single statement without
understanding the underlying RDF principles.

Wikidata has items on most Wikipedia articles (from 300 language versions).
The Wikipedia narrative defines the meaning of the linked Wikidata item,
which then acts as a robust, controlled vocabulary. This is subsequently en-
riched by many contributors on Wikidata with links to existing ontologies.
Because the core backend of Wikidata is not an RDF store, Wikidata needed
to invent its metadata model and cannot easily extend on existing ontologies
offered by resources like the OBO foundry [54, 55], schema.org [37], Bio-
Portal [34], etc. However, Wikidata does provide a reified redundant RDF
layer and through the stored mappings to external ontologies and controlled
vocabularies, it makes Wikidata part of the semantic web.

Chapter 5 describes the progress of the Gene Wiki project [56, 57] which has
been enriching Wikidata with life science data on genes, proteins, diseases and
chemical compounds by collecting public data on those concepts and align
that with semantic models of those concepts on Wikidata. Started as a project
to increase the coverage of knowledge on genes and proteins, the Gene Wiki
project moved to the Wikidata project, adding gene and protein annotations
and related diseases and chemical compounds. We did this by parsing public
data sources on the matter and aligning them with Wikidata. By doing so,
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we also aligned the sourced public resources with the semantic web, making
Wikidata a gateway for life-science data to the Semantic Web.

7.6 Shape Expressions

The last chapter describes shape expressions and how these support curation.
As formal language to describe RDF, Shape Expressions allow for describing
use-case expectations and data descriptions. This is to communicate existing
data schemas; we can detect inconsistencies automatically by having those
machine-readable. The importance of this is exemplified in the following ex-
ample.

Syntactic issues such as spelling variations and differences in table formats
can be resolved by representing information on the semantic web as triples
using URIs. As described earlier, RDF allows representing that knowledge in
any preferred format. I.e. the semantic web solves any syntactical issue. How-
ever, variations in how data is being represented remain. This time in, what
I would call semantic variations. An example is how gene-disease associa-
tions are expressed as RDF triples on the semantic web. It can be expressed
by a single triple where the subject is a gene directly linked to the relevant
predicate with its associated disease.

The same association can, however, also be expressed through intermediate
steps, which means more details. To stick with the gene-disease example, the
knowledge of the actual association can also be described through the involved
proteins encoded by that gene and even possible protein-protein interactions,
where that knowledge might even be scattered across different (RDF) data
stores.

Figure 7.4: In Wikidata, at least two properties allow capturing direct gene-disease
associations.
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Figure 7.5: In Wikidata, at least two indirect links exist between genes and diseases.
Knowing all these indirect connections is necessary to find all gene-disease associa-
tions in Wikidata
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So, even while rendering knowledge on the semantic web removes the need to
deal with spelling variations and different formats, substantial curation efforts
are still needed to parse and process the available expertise. The knowledge
can use different paths using other controlled vocabularies and ontologies,
sometimes called namespaces, to capture the same expertise. Figures 7.4 and
7.5 demonstrate two examples of variations within a single namespace - i.e.
Wikidata - to capture knowledge using linked concepts. A curator does need
to know how the knowledge available in the source data resources exists. An
intuitive way to do so is by following the different paths starting from general
concepts. However, this is tedious and existing patterns are easily missed.
In Chapter 6, we use Shape Expressions [58, 59] to describe graph patterns
found in Wikidata to capture existing knowledge on COVID in the onset of
the global pandemic. These Shape Expressions are a way to either provide
documentation by the data owners or allow users to express expectations. E.g.
it documents that for each virus protein we expect a statement about which
virus it is encoded by.

7.7 Conclusion

Chapter 6 on Shape Expressions concludes the thesis where a full path is
provided on pathway curation with the means to efficiently explore avail-
able knowledge needed to complete biological pathways with existing knowl-
edge.

In conclusion, this thesis has provided a comprehensive pathway (pun in-
tended) towards exposing existing biological knowledge with the aim to sup-
port more efficient pathway reuse, including curation, analysis, and integra-
tion. Steps involved are: 1. Extraction of knowledge from large bodies of text;
2. expressing this and related data on the semantic web. Biological pathways
presented in machine-readable language help present documentation or user
expectations to the user, making biological literature and databases more ac-
cessible. In this thesis, I have shown that this approach gives us new tools to
explore, visualize, and understand the underlying biology in more detail, by
making semantics explicit forcing us to think about the detailed differences
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and when to generalise knowledge. With this approach, scientists can focus
more on the real meaning of the research topics and less on setting up and
maintaining infrastructure. While substantial efforts remain, this thesis has
taken a significant step toward making biological literature easier to use with
machine-readable language.

The title of this thesis is ”Biological Pathway Abstractions: from two-
dimensional Drawings to Multidimensional linked-data.”. Two-dimensional
panes are essential in research to abstract the available facts. These are in
the form of drawings or two-dimensional data frames. While valuable, there
remains a risk of knowledge loss by fitting the multidimensional reality
into a limited set of two-dimensional panes. We are trying to understand
our surroundings by compacting the observations into two dimensions to
reconstruct a total image. Storing observations in multidimensional linked
data will allow more granularity in the reconstruction of a model from the
observed facts, simply by the sheer number of facets that can be stored
as machine-readable research data. With the linked-data principles, we
have this opportunity already. The research tools and user interface to
digest and process linked data still have quite some love from our research
community.
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[17] Martı́n Pérez-Pérez et al. “Next generation community assessment of
biomedical entity recognition web servers: metrics, performance,
interoperability aspects of BeCalm”. Journal of Cheminformatics.
2019. 11 (1): p. 42.

[18] Martijn P van Iersel et al. “Presenting and exploring biological
pathways with PathVisio”. BMC Bioinformatics. 2008. 9: p. 399.

[19] K. Hanspers et al. “Pathway information extracted from 25 years of
pathway figures”. Genome Biol. 2020. 21 (1): p. 273.

[20] K. Hanspers et al. “Ten simple rules for creating reusable pathway
models for computational analysis and visualization”. PLoS Comput
Biol. 2021. 17 (8): e1009226.

[21] M. Ostaszewski et al. “Author Correction: COVID-19 Disease Map,
building a computational repository of SARS-CoV-2 virus-host
interaction mechanisms”. Sci Data. 2020. 7 (1): p. 247.

[22] Y. Hasin, M. Seldin, and A. Lusis. “Multi-omics approaches to
disease”. Genome Biol. 2017. 18 (1): p. 83.

[23] Chandra Shekhar Pareek, Rafal Smoczynski, and Andrzej Tretyn.
“Sequencing technologies and genome sequencing”. Journal of
applied genetics. 2011. 52 (4): pp. 413–435.

[24] Tuuli Lappalainen et al. “Genomic analysis in the age of human
genome sequencing”. Cell. 2019. 177 (1): pp. 70–84.

[25] Antoine-Emmanuel Saliba et al. “Single-cell RNA-seq: advances and
future challenges”. Nucleic acids research. 2014. 42 (14):
pp. 8845–8860.

[26] David B. Allison et al. “Microarray data analysis: from disarray to
consolidation and consensus”. Nat Rev Genet. 2006. 7 (1): pp. 55–65.

[27] Michael P. Cary, Gary D. Bader, and Chris Sander. “Pathway
information for systems biology”. FEBS Lett. 2005. 579 (8):
pp. 1815–1820.

[28] Martina Kutmon et al. “PathVisio 3: An Extendable Pathway Analysis
Toolbox”. PLOS Computational Biology. 2015. 11 (2): e1004085.

170



625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester
Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023 PDF page: 179PDF page: 179PDF page: 179PDF page: 179

[29] Martijn P. van Iersel et al. “The BridgeDb framework: standardized
access to gene, protein and metabolite identifier mapping services”.
BMC Bioinformatics. 2010. 11 (1): p. 5.
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The main objective of the thesis is to explore how to analyze effectively and,
where possible, transform biological knowledge into a structured, machine-
readable and semantically enriched data format. This is to facilitate large-
scale integration of knowledge into pathway diagrams and models. We could
extract relevant concepts from the literature and extend this knowledge by in-
tegrating them with other formally described knowledgebases. This thesis led
to better-integrating pathway knowledge with the literature and other (linked-
)data sources.

Results from this thesis proved to be relevant to the broader research com-
munity. Bibliographic studies on citations of the published work stemming
from some of the chapters in this thesis show subsequent and downstream
usage of the pathway data with other linked-data resources. This has been
demonstrated by integrating the RDF generated by the workflow developed in
work from this thesis in various projects, of which Open PHACTS is the most
prominent. WikiPathways RDF consistently ranks high in ranking frame-
works such as YummyData 1.

Wikidata, a community-curated knowledge base, is described in this thesis as
a potential source of knowledge for pathway curation. The wikidata work-
flows described in this thesis addressed structuring pathway knowledge in the
public knowledge base but did so for other biomedical and chemical public
data sources. Judging from the different citations to the work on wikidata de-
scribed in this thesis has been inspirational to others. It shows at least some
impact of this work beyond the narrative of pathway curation. As the author,
I was able to set up a scientific research startup called Micelio BV; since its
inception in 2014, it has been involved in various projects, not limited to path-
way curation alone. Micelio BV is a company that provides services to differ-
ent actors, primarily in the life sciences domain. Micelio is an economically
viable company that became a partner in various initiatives and projects in

1http://yummydata.org/
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healthcare, biomedical research, agriculture and cultural heritage. The com-
pany is built on the reputation gained and the results from the output in this
thesis.

The results in this thesis are primarily geared towards pathway curators. How-
ever, since pathways act as an abstraction of cellular processes and interac-
tions, they can also be seen as a hub of biological knowledge in the broader
sense. Making pathway knowledge machine-readable can be instrumental in
making biological knowledge more impactful, making the results relevant for
a wider audience.

This thesis proved the value of methods developed in the field of bioinfor-
matics. A more comprehensive application of these methods and research
results requires further investment in capacity training for biocurators. This
field needs formal training in linked data and its affiliated methods to fully
appreciate its potential for biocuration.
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Summary

This thesis explored methods to extract biological knowledge for pathway cu-
ration efficiently. While many platforms host scientific knowledge, scientific
literature remains the central pillar of existing scientific knowledge. Scientific
literature, for quite some time now, has been growing at an ever-increasing
pace. With existing access constraints, this growth poses challenges for re-
searchers to obtain knowledge efficiently.

The use case in this thesis is pathway curation. Pathways are like biological
maps that show how different parts of a living organism work together. In this
thesis, I explore other methods to facilitate and structure knowledge so that a
pathway curator has unrestricted access to existing knowledge next to access
to scientific knowledge.

In Chapter 2, we explore biological pathways and how the field of bioinfor-
matics helps in pathway curation. Bioinformatics plays a role in organizing
biological knowledge in formats that serve automatic pipelines. We also men-
tion that pathways evolved from mere illustrations in discussions among peers
towards full-fledged models that can be used in research pipelines to process
and assess findings. Chapter 3 describes a text-mining pipeline that semi-
automatically identifies potential pathway parts. These parts were presented to
pathway curators, who validated their relevance and extended the scrutinized
pathway with novel features. Text mining leads to structured data from loosely
structured. Other approaches from the field of Bioinformatics lead to a myr-
iad of structured data formats. Chapter 4 presents a representation of pathway
knowledge on a framework that, next to the data, also formally captures its
semantics. This framework makes rapid integration with other structured data
sources possible. Chapter 5 follows up on the linked-data concept introduced
in Chapter 4. In that chapter, we describe how an online linked-data platform,
called Wikidata, is used as a hub in linking similarly structured linked data
resources, as the one described in chapter 4. Finally, Chapter 6 describes a
protocol to document the linked data. This is because while the knowledge is
structured and formalized as linked data, the underlying schema of linked data

177



625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester
Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023 PDF page: 186PDF page: 186PDF page: 186PDF page: 186

Summary

remains implicit. By using formal language describing linked-data schemas,
curators and data owners alike can formally describe expectations from the
data and what is offered by the data. This allows for rapid validation of ex-
pectations.

The thesis started its exploration from loosely structured scientific knowledge
towards a structured representation of data and expectations.

178



625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester625625-L-bw-Waagmeester
Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023Processed on: 20-12-2023 PDF page: 187PDF page: 187PDF page: 187PDF page: 187

Samenvatting

Dit proefschrift gaat over het efficiënt blootleggen van biologische en medis-
che kennis die verstopt zit in de literatuur en biologische databanken. Er
ligt een specifieke focus op de biologische pathways. Dit zijn schematische
weergaven van reacties en interacties tussen cellen, hun metabolieten en hun
omgeving. Hoewel er verschillende platformen en databanken bestaan die
wetenschappelijke kennis kunnen opslaan en representeren, blijft de weten-
schappelijke literatuur de centrale bron van wetenschappelijke kennis. Zonder
evaluatie en validatie door medewetenschappers, het zogenaamde ”peer re-
view”, bestaat kennis in de wetenschappelijke traditie niet. Echter, de weten-
schappelijke literatuur groeit al geruime tijd in een steeds sneller tempo. Toe-
gang tot die kennis wordt steeds meer een uitdaging, enerzijds door die toen-
emende groei, maar anderzijds ook door bestaande toegangsbeperkingen die
op grote schaal toegepast worden. Er zijn vaak dure abonnementen vereist
met als gevolg dat de beschikbare informatie niet altijd eenvoudig te vinden
is.

Heel specifiek gaat het hier over ”pathway curatie”. Dit is een vorm van
biocuratie gericht op het verzamelen, beoordelen, organiseren en annoteren
van biologische gegevens voor representatie en weergave in pathways. Biocu-
ratie omvat ook het beheren van biologische databases en het waarborgen van
de kwaliteit, consistentie en nauwkeurigheid van de verzamelde informatie.
Pathways zijn als biologische kaarten die laten zien hoe verschillende delen
van een levend organisme samenwerken. In dit proefschrift onderzoek ik ver-
schillende methoden om kennis te faciliteren en te structureren, zodat een
bioloog of andere wetenschapper onbeperkt toegang heeft tot bestaande ken-
nis.

In hoofdstuk 2 onderzoeken en beschrijven we verschillende vormen van
deze pathways en hoe de bioinformatica helpt bij het onderhouden en
actueel houden van deze biologische kaarten. Over het algemeen speelt de
bioinformatica een rol bij het organiseren van biologische kennis in computer
structuren, van waaruit verschillende automatische pijplijnen kunnen
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Samenvatting

worden bediend. We vermelden ook dat pathways zijn geëvolueerd van
louter illustraties in discussies tussen collega’s naar volwaardige modellen
die kunnen worden gebruikt in onderzoekspijplijnen om bevindingen te
verwerken en te beoordelen.

Hoofdstuk 3 beschrijft een automatische tekstanalyse- en extractie pijplijn
die semi-automatisch potentiële nieuwe elementen identificeert, vertrekkende
vanuit de wetenschappelijke literatuur. Deze potentieel nieuwe elementen
werden gepresenteerd aan domeindeskundigen, die de potentiele relevantie
van die elementen bevestigden en het onderzochte pathway uitbreidden met
nieuwe kennis. Deze automatische tekstontginningsmethodieken leiden
tot gestructureerde gegevens vanuit tekst, die vervolgens geı̈ntegreerd
kunnen worden in pathways. Vanuit de bioinformatica zijn verschillende
bestandsformaten gekomen, die opslag van kennis op een gestructureerde
kennis mogelijk maken. Dit biedt de mogelijkheid om te structureren, maar
niet altijd op inhoud. Het verbinden van verschillende bestandsformaten kan
nog lastig zijn. Daarvoor is ook een gestructureerde representatie van de
inhoud van de bestanden nodig. Hoofdstuk 4 presenteert een representatie
van pathway kennis op een raamwerk dat, naast de gegevens, ook formeel
de semantiek vastlegt. Dit framework maakt een snelle integratie met
andere gestructureerde databronnen mogelijk. Hoofdstuk 5 gaat voort op
de integratie van kennis op zowel structuur als inhoudelijk niveau, zoals
dat beschreven werd in hoofdstuk4. In dat hoofdstuk beschrijven we hoe
een online linked-data platform, genaamd Wikidata, wordt gebruikt als een
hub voor het koppelen van gelijkaardig gestructureerde linked data-bronnen
Ten slotte beschrijft hoofdstuk 6 een protocol om de gekoppelde gegevens
te documenteren. Dit is nodig omdat hoewel de kennis is gestructureerd
en geformaliseerd is als gekoppelde gegevens, het onderliggende schema
van gekoppelde gegevens impliciet blijft. Computer kunnen daar mee
overweg, maar voor menselijke beoordeling blijft het nodig om die kennis
schematisch weer te geven. Door gebruik te maken van een formele taal die
schema’s met gekoppelde gegevens beschrijft, kunnen zowel beheerders als
gegevenseigenaren formeel de verwachtingen van de gegevens beschrijven
en ook wat de gegevens bieden. Dit zorgt voor een snelle bevestiging van
verwachtingen.
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Het proefschrift begon zijn verkenning van losjes gestructureerde
wetenschappelijke kennis naar een gestructureerde weergave van gegevens
en verwachtingen. Dit allemaal om ten goede van volledige pathway
beschrijvingen volledige toegang tot de biomedische kennis te hebben.
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