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The authors reply: Alexander and Kolodny ques-
tion our conclusion that many providers have 
stopped prescribing opioids altogether. We reached 
this conclusion on the basis of the stability of the 
provider network during the sample period. Fur-
thermore, our conclusion remains valid in analy-
sis of data from the same providers over time.

Although we agree (and note in the article) 
that we did not have sufficient clinical informa-
tion to determine whether a given prescription 
was appropriate, CDC guidelines help to identify 
prescriptions that are more likely to be inappro-
priate. We did not imply that all other prescrip-
tions were appropriate.

Prescription opioids have played an important 
role in the opioid crisis. However, we believe that 
the causes are complex and that other factors, such 
as heroin and fentanyl, have also played a role.

Finally, we agree that the serious risks associ-
ated with opioids occur with use as directed, 
although the risks increase with higher doses 
and durations of opioid treatment.1,2 At the same 
time, there are medical contexts in which opioid 

use may be indicated (especially when preferred 
therapies have failed), although recent evidence 
suggests that the list is growing ever smaller.3
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To the Editor: Rajkomar and colleagues (April 4 
issue)1 summarize the advantage of machine 
learning for medical predictive analytics over tra-
ditional statistical methods. We agree that there 
is no clear distinction between the two types of 
algorithms but find the discussion of their dif-
ferences to be caricatural. They argue that use of 
statistical algorithms would be limited to simple 
problems based on a limited set of curated and 
standardized predictors. For complicated prob-
lems that involve a large number of noisy and 
heterogeneous predictors, machine learning would 
be preferred. Machine learning indeed requires 
large sample sizes, but it is unclear how this will 
yield accurate predictions regarding highly noisy 
data, such as electronic health records (EHRs). 
Sample size does not solve fundamental data 
problems. On the contrary, machine learning may 
not outperform traditional statistical models when 
the “signal-to-noise” ratio is low.2-4 We therefore 
need a better understanding of when different 
algorithms have maximal value. We call for ex-
ternal validation studies by independent research-
ers in order to understand model generalizability 
to new data and different environments. Although 

such studies are scant,5 they can inform society 
on the strengths and weaknesses of medical pre-
dictive analytics.
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To the Editor: The article by Rajkomar and col-
leagues provides a thorough overview of machine 
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learning and its potential to transform health care. 
They provide impressive examples of machine-
learning algorithms that correctly identify ab-
normal imaging findings with an accuracy 
similar to that of a specialist physician.1 Image-
based problems lend themselves well to pre-
diction because the totality of the data is con-
tained within the individual pixels. However, 
there are important caveats to applying neural 
networks.

Neural networks can be fooled by small altera-
tions in image orientation or positioning.2 Alcorn 
and colleagues showed how a deep neural net-
work can achieve near-perfect accuracy on cor-
rectly identifying basic objects (e.g., a fire truck), 
but when those same objects are shown with 
slight changes in positioning, it incorrectly iden-
tifies the object and, disturbingly, does so with a 
high level of confidence.2 Azulay and Weiss found 
that changes in even a few pixels can drastically 
affect the ability of neural networks to correctly 
identify images.3 Quality control and preprocess-
ing of images will be critical in the real world, 
where seemingly insignificant changes could have 
substantial implications for patient care.
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The authors reply: Van Calster and Wynants 
raise common concerns about using machine-
learning models rather than traditional statisti-
cal models. As emphasized in our review article, 
the selection of a model should be tailored to the 
clinical scenario, and we agree that it is often 
preferable to use a simple model if it is suffi-
ciently accurate for a particular application. How-

ever, many clinical prediction tasks are hard both 
because many potential variables and interactions 
among them need to be modeled and because the 
data encountered in clinical care are inherently 
noisy (e.g., an elevated potassium level from a 
hemolyzed sample, entry of an erroneous vital 
sign, or idiosyncratic abbreviations in a medical 
note). Modern machine-learning models excel at 
handling those issues, and there are compelling 
findings that accurate predictions across multi-
ple clinical domains can be obtained with unhar-
monized and uncurated EHR data.1

We agree that validation of models is impor-
tant, and we would like to address a common 
confusion about this point. Validating a model 
using EHR data from one site on another site is 
possible if the data are harmonized. However, 
most EHR data are not harmonized, particularly 
when the full electronic record is considered, 
which includes local customizations, abbrevia-
tions, notes, and more. This makes harmoniza-
tion a difficult and time-consuming task owing 
to a lack of technical and semantic interopera-
bility. Because of decreasing costs of computing 
power, it may be preferable to retrain models at 
new hospital sites; this would allow models to 
incorporate site-specific signals and minimize 
the overhead for performing and maintaining 
harmonization.

Fralick et al. caution against using neural net-
works because some networks may be brittle to 
slight changes in the features in an input through 
positioning, pixel changes, or preprocessing. We 
agree that before models are deployed, they 
must be tested for robustness to the quality of 
data and images and for how they handle edge 
cases. After a model is deployed, we advocate for 
monitored deployment that systematically evalu-
ates whether live data are consistent with the 
distribution of data seen during training, that 
model performance remains at expected levels, 
and, most important, that patient care is being 
improved by its use.2
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More on Ivabradine in Tachycardia with Paraganglioma

To the Editor: Malaza et al. (March 28 issue)1 
describe the benefit of ivabradine administration 
in a patient with catecholamine-induced tachy-
cardia and metastatic paraganglioma. However, 
further data on hemodynamic variables before 
and after ivabradine treatment were lacking. Pre-
vious investigations have attempted to detect the 
hemodynamic effects of ivabradine in counter-
acting the undesirable tachycardia that is related 
to exogenous catecholamines. Vitale and col-
leagues2 found a significant heart-rate–lowering 
response to ivabradine, which was associated with 
increased cardiac index, stroke-volume index, 
and mixed venous oxygen saturation in a series 
of patients with sinus tachycardia that had been 
induced by inotropic agents after cardiac surgery. 
A subsequent single-center, prospective, nonran-
domized analysis by Gallet et al.3 showed a sig-
nificant improvement in diastolic function and 
hemodynamic status in patients with refractory 
cardiogenic shock who had been treated with 
oral ivabradine during dobutamine infusion. The 
hemodynamic benefit of this drug combination 
was validated in a preclinical experimental ani-
mal model, in which intravenous ivabradine was 
found to reverse the chronotropic properties of 
dobutamine, thus resulting in prolonged diastolic 
filling time and restored stroke volume.4 Larger, 
randomized, controlled trials are needed to con-
firm these results.

Riccardo Scagliola, M.D. 
Claudio Brunelli, M.D.
IRCCS Ospedale Policlinico San Martino 
Genoa, Italy 
risca88@  live . it

No potential conflict of interest relevant to this letter was re-
ported.

1. Malaza G, Brofferio A, Lin F, Pacak K. Ivabradine in catechol-
amine-induced tachycardia in a patient with paraganglioma.  
N Engl J Med 2019; 380: 1284-6.
2. Vitale D, De Santis V, Guarracino F, Fontana A, Pellegrini F, 
Tritapepe L. Use of ivabradine in catecholamine-induced tachy-
cardia after high-risk cardiac surgery. Clin Res Cardiol 2010; 99: 
853-5.

3. Gallet R, Ternacle J, Damy T, et al. Hemodynamic effects of 
ivabradine in addition to dobutamine in patients with severe 
systolic dysfunction. Int J Cardiol 2014; 176: 450-5.
4. Bakkehaug JP, Naesheim T, Torgersen Engstad E, Kildal AB, 
Myrmel T, How OJ. Reversing dobutamine-induced tachycardia 
using ivabradine increases stroke volume with neutral effect on 
cardiac energetics in left ventricular post-ischaemia dysfunc-
tion. Acta Physiol (Oxf) 2016; 218: 78-88.

DOI: 10.1056/NEJMc1905730

The authors reply: We agree with Scagliola and 
Brunelli that the hemodynamic benefits of ivab-
radine have been reported in multiple studies. 
However, we would like to note that the patient 
populations in previously published studies dif-
fer from our patient, who never had low cardiac 
output. Invasive cardiac monitoring was not ob-
tained in our patient, because there were no clin-
ical indications to do so; therefore, many of the 
variables discussed in the aforementioned stud-
ies were not available for our patient. Throughout 
the course of our patient’s treatment, he was mon-
itored with echocardiography, which revealed a 
stable stroke volume and cardiac index. Grade I 
to II diastolic dysfunction was present in our 
patient, but these changes did not correlate with 
the use of ivabradine. It is important to consider 
that our patient had severe hypertension during 
treatment, which often led to the use of multiple 
antihypertensive medications, with an inevitable 
effect on diastolic function. Further studies in 
large populations of patients appear to be war-
ranted to better delineate the wide spectrum of 
hemodynamic benefits associated with the use of 
ivabradine.
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