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Abstract—As more AI solutions are implemented in every
aspect of our lives, the need for Explainable Artificial Intelligence
(XAI) rises. Explanations can have different forms, such as
a number (or an equation), a figure, or a text. This paper
investigates textual explanations to effectively communicate the
reason for a decision made by an AI system. In previous works,
linguistic summaries, as an example of a textual explanation, have
already been tested and shown to have explanatory potential.
In this paper, we explore this topic further and present a
roadmap for linguistic summaries to become a proper XAI tool
as Explainable Linguistic Summaries (XLSs). We discuss the
challenges that an XLS has to overcome. We outline possible
solutions and state their consequences. We consider different
protoforms, the definition of the membership function, heuristics
for the selection of XLS and personalizing the explanations as
well as options to gain more insights into the explanations.

Index Terms—Explainable Artificial Intelligence, Linguistic
Summaries, Roadmap, Explainable Linguistic Summary (XLS)

I. INTRODUCTION

Recent advances in information technology cause compa-
nies to discover the value of data, resulting in more and
more data being gathered with the hope of analyzing it.
The amount of data is beyond human cognitive capabilities
and comprehension skills, which can be seen in healthcare
data doubling every two years [1]. To process this data,
business organizations are using many powerful data mining
and knowledge discovery methods, though they still require
human understanding. For this purpose, recently there is a big
interest in Explainable AI methods [2]. There is an expectation
that with those means the users can understand better the
machine-made recommendations.

Arrieta et al. [2] distinguish several types of explanations,
such as numerical, visual and textual explanations. We fo-
cus here on the textual explanations, as they use natural
language as the communication means, which is the natural
way of communication for humans. We investigate linguistic
summaries, as they are able to capture the essence of data
(e.g. [3]). Moreover, some experiments showed that some
people can make better decisions based on the information
presented to them verbally (as a text), instead of as numbers
or figures [4]. This is also in line with the results of the OECD
numeracy skill study [5], which investigates various skills and
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measures the proficiency in numeracy, literacy and problem-
solving in adults. This report states that in the worldwide
population only 40% reached numerical literacy level 2, being
able to understand simple multivariate graphs. The OECD
study shows also that people who are struggling with their
numeracy have troubles grasping numerical concepts and lack
an understanding of more advanced graph types. Therefore, we
believe that textual explanations will transfer data and model
recommendations to a better understandable format. However,
until now, the explanatory capabilities of linguistic summaries
were investigated only to a limited extent (cf. [6], [7]). There
is a potential for these summaries as ad hoc local explanations
but as is the characteristic of natural language, there are many
possible ways of creating them.

Therefore, in this paper we want to identify and discuss the
challenges that need to be overcome to unlock the full potential
of linguistic summaries as good explanations and become
Explainable Linguistic Summaries (XLSs). While there are
many aspects that have an influence on this, we focus on what
we believe are the five core challenges at this moment. Each
challenge is described and its selection is motivated alongside
potential solutions and possible consequences.

The remainder of this paper is organized as follows. First, in
Section II more details about the related work of Explainable
Artificial Intelligence are given. Next, section III gives back-
ground details about linguistic summaries. Afterwards, Section
IV outlines the challenges we see when it comes to designing
these XLS to become an XAI tool and addresses how they
can realistically be accomplished in practice. Subsequently,
Section V contains a discussion of these design challenges
and choices with respect to the established related work and
possible evaluation metrics. Finally, Section VI concludes this
paper and gives an outlook for future research.

II. RELATED WORK

With the increased presence of machine-learning models,
there is a need for understanding these models, which has
resulted in emerging a new domain of Explainable Artificial
Intelligence (XAI) [2], [8], [9]. Generally, the various XAI
methods can be divided into two basic categories: model-
agnostic XAI methods, which can generate explanations for
any type of black-box model and model-specific XAI meth-
ods, which are designed for a particular machine-learning
model. Moreover, model-agnostic methods can be further



distinguished into local and global methods, depending on
whether they provide an explanation for a particular data point
or the whole data set.

A number of model-specific XAI methods have already
been proposed, e.g., for fuzzy rule-based systems [10], [11],
logical formulas [12], counterfactual facts [13], [14], knowl-
edge representation and reasoning [15]–[18], temporal and
causal relations in Bayesian networks [19]–[21], and black-
box machine learning algorithms [22], [23]. Regarding model-
agnostic approaches, examples are Grad-CAM [24], SHAP
[25], LIME [26] or DeepLIFT [27].

In [2] the authors categorize model-agnostic XAI methods
in six categories, depending on the explanation means, namely:
local explanations, local simplification, feature relevance, ex-
planation by example, visualizations and text explanations.
In this paper we use linguistic summaries [28], which we
consider as potential local and textual explanations.

III. LINGUISTIC SUMMARIES

We employ the method of a linguistic summary as proposed
by Yager [28], which are related to Computing with Words
[29]. A linguistic summary is a template-based sentence in
semi-natural language. Typically, two protoforms (templates)
are used, the simple protoform:

Qy’s are P (1)

and the extended protoform:

Q Ry’s are P (2)

where Q is the quantifier, e.g. many, most, P is the sum-
marizer, i.e., a property of the object (or a set of those), R
is the qualifier, i.e., a different object characterization, and
y’s are the objects to be summarized. The qualifier R is a
subset of features and linguistic terms that best describe the
summarized data point with the conjunction and. It is also
called the subset of feature-linguistic term pairs. Key concepts
here are the linguistic variables and the linguistic values. The
linguistic variable is based on the linguistic terms describing
a certain feature or property of an object, with the linguistic
value giving it a certain meaning. For example, a linguistic
variable of the feature “age” may have the linguistic terms
“new”, “pristine”, “dated” or “old”, each with an underlying
meaning as described with a membership function. For a
database of cars, a linguistic summary most cars are fast is an
example of a simple protoform summary, while most new cars
are fast is an example of an extended protoform summary. An
example of an extended form with multiple feature-linguistic
term pairs is most new and sporty cars are fast.

The basic criterion for evaluating the quality of the linguistic
summary is the truth value T , also called the validity of a
summary. One possibility to determine its value is to employ
Zadeh’s calculus [30]. In this case, the truth value for a simple
and an extended protoform is calculated respectively as:

T (Qy’s are P ) = µQ

(
1

n

(
n∑

i=1

µP (yi)

))
(3)

T (Q Ry’s are P ) = µQ

(∑n
i=1 µP (yi) ∧ µR(yi)∑n

i=1 µR(yi)

)
(4)

where µ· is a membership function of the appropriate linguistic
term and n is the number of objects to be summarized. More
details about linguistic summarization and different methods
for the evaluation of linguistic summaries can be found in [31].

This method has been investigated by many researchers and
can summarize different types of structured data: databases
[32], [33], time series [34], [35], standardized texts [36],
videos [37]–[39], sensor data [40], [3], [41], web logs [42]
and event logs [6], [43].

IV. DESIGN CHALLENGES AND CHOICES FOR XLS

The following section outlines the challenges we see for de-
signing linguistic summaries that are automatically generated.
We selected five different aspects, that have been deemed as
important starting points. Those aspects were generated by
looking at developments and challenges of linguistic sum-
maries and discussed by the authors. For each of these points
the challenge itself is described, the reason for addressing
it and the resulting consequences that follow from it. Addi-
tionally, possible solutions to how these challenges could be
realistically addressed in practice are given and motivated. A
visualization of these challenges can be seen in Figure 1.

A. Protoform

As described in the previous section, linguistic summaries
are based on protoforms, also called templates, which give
shape to the explanation. Currently, linguistic summaries have
only been tested on the tasks of classification [7] and anomaly
detection [6]. For this, the based templates as described by
(1) and (2) have been adapted to account for the task-specific
needs for such an explanation. The explanatory power has
been found to be sufficient, and we assume that linguistic
summaries can also be efficiently used on other tasks. For this,
it is important to be able to easily adapt the base templates
to different tasks, also to establish a recognition value of
this type of explanation. While the base templates might
already offer a valid explanation, making use of the possibly
inherent structure of the different tasks the explanations are
used for can streamline the explanations even more. A general
similarity between templates means a reduced adaptation for
recognizing and understanding the general concept of these
types of explanations for the user. Moreover, any gained
structural insights from improved tasks-specific explanations
could in turn also be more easily transferred to explanations
of other tasks.

In the following, we propose exemplary XLSs for four basic
tasks of data mining. Please note that these adaptations are
specifications of the extended protoform (2) by putting certain
conditions on both qualifiers and summarizer, and can also be
adapted to more advanced tasks.

1) Classification: In the case of classification, we want to
explain why a certain label Ĉ was assigned by a classification
model. Therefore, the template should contain this assigned



Fig. 1. Visualization of the challenges of Explainable Linguistic Summaries.

label, either as the qualifier or as the summarizer Ĉ. This
would give us two different templates:

Q Ry’s are Ĉ (5)

Q Ĉ are P (6)

So far, only (5) has been tested in [7]. The choice was
made as it seems more intuitive, and it was perceived well in
an initial assessment. The alternative protoform of (6) has yet
to be evaluated.

2) Clustering: The task of clustering remains an interesting
field of study. In our view, there are two options for building a
template for cluster description. The first one puts the assigned
cluster Ci in focus, while the second one highlights the shared
summarizer of the summarized objects within the same cluster:

Q Ry’s are in cluster Ci (7)

Qy’s in Ci are P (8)

3) Anomaly detection: For the case of anomaly detection,
as investigated in [6], it is important to find the biggest
difference between the anomaly object and the normal object.
Therefore, the template should point out the found contrast
clearly.

Qy’s are P and anomaly is not P. (9)

4) Association rules: Finally, linguistic summaries can be
used for improving the interpretability of association rules.
Both templates (1) and (2) can be employed, however, in a
slightly modified fashion.

Q’s <verb> P (10)

Q Ry’s <verb> P (11)

The placeholder <verb> can be instantiated depending on
the application. For example, if we would analyze data from
car orders we might find an association rule “Lane Assist
and Blind Spot detection → Adaptive Cruise Control”. In this
case, <verb> gets value “have” and one possible linguistic
summary can be read as follows: Most SUVs have Adaptive
Cruise Control when also having Lane Assist and Blind Spot
detection.

B. Membership function

The next challenge when automatically creating linguistic
summaries lies in establishing the definition of the linguistic
variables and their respective linguistic values. Just as in other
expert systems, the linguistic values need to be defined in a
meaningful way. This can be composed of two tasks, namely
determining which linguistic values are used and what their
underlying meaning is, which is modeled with a membership
function.

Current applications were defining the linguistic variables
by questioning the domain experts and potential users, which
can potentially be both time-intensive as well as difficult when
combining different definitions. Usually, the trapezoidal mem-
bership function was used, as recommended by Zadeh [44].



They can be defined by only four parameters and are easy to
understand by domain experts. Moreover, the impact of the
choice of the membership function is relatively limited [45].

In the future, we see the potential for automatizing this
step. The ideas coming from Referring Expression Generation
(REG) [46] are a promising direction, however, the current
solutions cannot deal with objects described by continuous
variables.

C. XLS selection

Another aspect to consider is the actual selection of the
presented linguistic summary. In the previous works of [6], [7]
multiple explanations have been generated that met a certain
threshold level for the truth value T . The final presented
explanations were handpicked to evaluate certain character-
istics of said explanations. Especially when using the ex-
tended base template (2), the number of possible linguistic
summaries grows quickly, as the combinations of available
feature-linguistic term pairs grows [47]. The manual selection
of summaries is neither desired nor efficient, as it is a tedious
and time-consuming task. Therefore, we would like to find a
(heuristic) approach that can automatically select an appropri-
ate linguistic summary as an explanation. The consequence of
having such a selection strategy would be to be able to more
easily adapt such a (heuristic) approach based on whatever is
needed from the explanation, which is possibly both task- and
problem-dependent.

From an initial investigation in [7] we already gained
some insights into explanation preferences. Firstly, the truth
value has a high importance when it comes to the selected
explanation and a higher value is preferred over other aspects
of an explanation. Secondly, the strength off the quantifier is
also influential, as stronger ones are preferred (i.e. “almost
all” preferred to “most” preferred to “many”). However, there
is no clear consensus on whether shorter summaries or more
detailed ones containing more feature combinations are pre-
ferred. This might be accountable to individual needs of such
an explanation and will be addressed in the next section.

Through experimentation we can test these insights regard-
ing the preference options for all the mentioned design choices
of the explainable linguistic summaries. Moreover, multi-
criteria or multi-attribute decision-making methods could help
us rank the interesting summaries [48]. These methods are
particularly suited, as they aim to help find a decision when
there are conflicting needs present.

Another approach in the same direction is to employ the
concept of version spaces [49]. A version space V S in our
context is the set of all the linguistic summaries with truth
value T greater than a user-defined threshold. As we have
already discussed, the number of those linguistic summaries
can be big; i.e. the size of V S can be prohibitively large.
However, since the space of all possible linguistic summaries
is a partially ordered set, we can represent the version space
V S with its minimal boundary set and maximal boundary
set. In this way, if a user u needs to know all the most
specific (general) linguistic summaries, the summaries from

the minimal (maximal) boundary set of version space V S
can be employed. If the user needs to know all the plausible
linguistic summaries from V S, the summaries from both
boundary sets of V S can be employed (since any plausible
candidate is bounded by a pair of the most specific and the
most general linguistic summaries).

D. Personalizing

While it is already effective to have a general selection strat-
egy to choose a specific linguistic summary as an explanation,
it is difficult to evaluate how it is perceived by the end user
receiving it. As each person is different, therefore the user
perception can become quite subjective. One can distinguish
between three different groups, novice, domain experts, and AI
experts, as proposed by [50]. Whereas a certain explanation
might be sufficient for a floor worker, it may leave many open
questions for an office worker. Therefore, we propose to put
the end user receiving the explanation in the focus.

Personalizing through Explainable Linguistic Summaries
can be realized in two ways, either during the membership
function definition or when selecting an XLS. To personalize
the membership function, two commonly used approaches are
the use of interval fuzzy sets and type 2 fuzzy sets. Type
2 fuzzy sets enable to include uncertainty in the value of
membership degree [51]. In the work of [52] type 2 linguistic
summaries have already been proposed.

Personalizing for XLS selection depends on the user type,
and is essentially a problem of selecting the most plausible
linguistic summaries for a concrete user u (type). We propose
to solve this problem by learning a version space V Su for
u. The key idea is first to identify the version space V S of
all possible linguistic summaries with truth value T greater
than a user-defined threshold and then identify a personalized
version space V Su (V Su ⊆ V S) that is specific for user u.
This can be realized using two general scenarios. The first
considers active learning of V Su: we first set V Su equal
to V S and then generate sequentially the most informative
linguistic summaries that correspond to half of the elements
of V Su. User u is asked to accept or reject each most
informative linguistic summary, which shrinks V Su twice.
This strategy allows identifying V Su of size 1 with complexity
linear with the number of qualifiers R. The second general
scenario considers similarity-based learning of V Su: we first
identify version spaces of similar cases to the one for which we
generate linguistic summaries and then intersect these spaces
to get the final V Su. If the information about the user type
is unknown, it could be realized by a user providing feedback
or asking for elaboration. This is the next challenge and is
addressed in the next section.

Addressing this personalizing challenge results in having
more catered explanations that support the user efficiently.
They might feel more inclined to actually rely on and utilize
an explanation when it is already more suited to them. Another
aspect is the easier transition between knowledge groups, or
initial evaluation for one. Moreover, due to the categorization
of similar needs, it is possible to gain insights into the



explanatory needs of various groups. With this, a form of meta-
explanation can be formed, explaining why certain groups
need certain forms of explanations. This in turn could, for
example, be used by managers to get a better grasp and
understanding of their team.

E. “Tell me more” explanation

As the last challenge, we consider it important to give the
option to request more details to the generated explanation.
While the template already covers the essence of the explana-
tions, the user might have questions. For this, the linguistic
summary needs to be adaptable to a variety of inquiries.
For example, the user might not understand the strength of
the quantifier and asks for clarification. A possibility here
is to present them the explanation with a different quantifier
so that they can see the impact the different magnitude has
on the truth value. Another option is to compare drop or
add another available feature-linguistic term pair in order to
make the explanation more general or specific, respectively.
Alternatively, the complement of the subset R of feature-
linguistic term pairs can be given instead in order to give a
different viewpoint of the explanation.

As a result, the user feels catered towards and should be
able to fully understand the explanation. With this, they can
learn from the gained insights and grow their knowledge about
the explained topic.

V. DISCUSSION

In the previous section, we have outlined the challenges and
their proposed solutions for developing Explainable Linguistic
Summaries as an XAI tool. However, an important aspect of
developing these solutions is the evaluation with respect to the
end users. All of these challenges will result in aiding the user
to understand the reasoning behind a decision more thoroughly
and to apply the gained knowledge in their intended function.
For this, in-depth user studies should be carried out. It is im-
portant to ask the end user how they perceived the explanations
in terms of various aspects like understandability, usefulness,
trustworthiness, and helpfulness [53], [54]. Moreover, it is
also necessary to objectively test whether these explanations
really have been understood and can be utilized efficiently.
It has been shown that end users thought they understood
the meaning of an explanation, but when put under a test,
it became clear that there has been a misunderstanding of
the presented information in the explanation (cf. [55]). How
exactly such a task can be created might be task and/or
domain dependent and also has to be investigated further. In a
manufacturing company with real-time production this might
be more difficult than in a less dynamic environment.

Additionally, while we believe that text explanations come
naturally to us simply because of their nature, we also
think that there is a potential to combine them with visuals.
Therefore, we do not intend to contrast these two types of
explanations, but rather have them complement each other in
a meaningful way. This solution is for example also advocated
by Reiter [56].

VI. CONCLUDING REMARKS

In this paper, we introduce the concept of an Explainable
Linguistic Summary (XLS), meant as a linguistic summary
serving as an explanation. We discuss the roadmap with the
challenges that the linguistic summaries need to deal with,
to become XLSs. We outline possible solutions and discuss
the consequences. However, we notice that the evaluation
will be the key focus in order to establish a well-defined
methodology for these types of explanations. Future research
will not only follow this roadmap but also investigate how
these types of text explanations can be used complementary
with visual explanations to help understand a certain outcome
even better.
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