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‘Thy Algorithm Shalt Not Bear False
Witness’: An Evaluation of Multiclass

Debiasing Methods on Word Embeddings

Thalea Schlender(B) and Gerasimos Spanakis

Department of Data Science and Knowledge Engineering, Maastricht University,

Maastricht, Netherlands

Abstract. With the vast development and employment of artificial intel-
ligence applications, research into the fairness of these algorithms has been
increased. Specifically, in the natural language processing domain, it has
been shown that social biases persist in word embeddings and are thus in
danger of amplifying these biases when used. As an example of social bias,
religious biases are shown to persist in word embeddings and the need for
its removal is highlighted. This paper investigates the state-of-the-art mul-
ticlass debiasing techniques: Hard debiasing, SoftWEAT debiasing and
Conceptor debiasing. It evaluates their performance when removing reli-
gious bias on a common basis by quantifying bias removal via the Word
Embedding Association Test (WEAT), Mean Average Cosine Similarity
(MAC) and the Relative Negative Sentiment Bias (RNSB). By investi-
gating the religious bias removal on three widely used word embeddings,
namely: Word2Vec, GloVe, and ConceptNet, it is shown that the preferred
method is ConceptorDebiasing. Specifically, this technique manages to
decrease the measured religious bias on average by 82.42%, 96.78% and
54.76% for the three word embedding sets respectively.

Keywords: Natural language processing · Word embeddings · Social
bias

1 Introduction

In recent years, there have been rapid advances in artificial intelligence and the
accompanying development of machine learning applications. With the increased
widespread (commercial) employment of such applications it has become increas-
ingly more vital to ensure their transparency, fairness and equality. Recent inves-
tigations of various application domains have shown that many of these appli-
cations exhibit several social biases endangering their fairness [16]. Social biases
describe the discrimination of certain identity groups based on, for example, their
gender, race or religion. When social biases persist in machine learning appli-
cations, they run the danger of amplifying these biases. For instance, regarding
social bias against discriminated groups, e.g. minorities, it was found that these
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were recognized considerably less in face/voice recognition [6]. To illustrate the
real-world consequences which originate from these biased algorithms, consider
the use of these face/voice applications in sensitive areas such as the justice sys-
tem or medical diagnosis. In the first case, less recognition of minorities could
lead to biased information “the use of [which] could entail an extended and unde-
served period of incarceration” [6, p. 7]. In a medical domain, less recognition
of minorities could result in “a revolutionary test for skin cancer that does not
work on African Americans” [14, 1].

Biases inherent in our society are, thus, perpetuated in the machine learning
models, recorded by the model’s outcomes and, hence, threaten to treat various
groups differently. To rectify the unequal treatment, the origin of biases in artifi-
cial intelligence needs to be examined and, consequently, removed. These biases
in data driven applications may have myriad causes. One cause is the gather-
ing of the data that is primarily done or planned by humans, which causes the
data to be subject to similar biases as humans have. Moreover, the gathering
process favours easily accessible and quantifiable data [15], which may favour
certain societal groups over others. Further, biases are captured in the under-
/over-representation of societal groups in the dataset, which makes the complete
data not representative of the end users anymore [15]. Another origin of bias is
data directly containing sensitive attributes, such as race or religion, or any
proxy features for these. These proxy features may be well hidden, for instance
a societal group may be represented in the post codes of communities. With the
encoding of sensitive information, an algorithm can learn wrong causal inferences
concerning these which can be hard to identify [15].

The origins of bias mentioned above can be present in many representations
of data. To provide an elaborate analysis, this paper will henceforth tend to
textual data solely. To process textual data for an application, the data must be
represented numerically. This is done via word embeddings, which attempt to
capture the meaning and semantic relationships of a word and translate these to
a real valued vector. Since word embeddings are learnt from possibly biased data,
word embeddings themselves may contain biases, which could ripple through an
application. Having outlined why the mitigation of these biases is vital and hav-
ing introduced the domain of biased word embeddings, this paper will review
work on analysis and mitigation of biased word embeddings, before presenting
and evaluating various state-of-the-art post processing approaches to the mit-
igation of the found biases. Specifically, the attempted removal of multiclass
social biases in three word embeddings is quantified on geometrical as well as on
downstream evaluation metrics.

In order to highlight the results, the problem of religious bias is taken as a
novel example for multi-class social bias. By doing so this paper aims to answer
following research questions:

– To what extent are Religious biases, as an example for social bias, present in
widely used word embeddings?

– How do state-of-the-art multiclass debiasing techniques compare
geometrically?
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– How do state-of-the-art multiclass debiasing techniques compare considering
the discrimination of a downstream application?

To address which state-of-the-art debiasing technique performs religious debi-
asing the best, an extensive background on social biases in word embeddings is
given. The evaluation metrics this paper uses are explained, before the debias-
ing techniques examined are illustrated. This paper, then, highlights the need
for religious debiasing by showing its presence in a word embedding. Next, a
common base for the analysis of bias removal is established to compare the debi-
asing methods. Finally, this paper discusses the performance of the debiasing
techniques and via this evaluation, advises the use of one.

2 Background

Social biases have been found in popular, widely used word embeddings such
as GloVe [18] or word2Vec [3,13]. Specifically, gender biases have been found
to persist by creating simple analogies, which have led to the example “Man
is to Computer Programmer as Woman is to Homemaker” [1,3]. This analogy
clearly shows that the word embeddings have captured gender bias with regards
to occupation, which may cause disruption in, e.g., a CV-Scanning application.
Similarly, the multi-class racial bias in word embeddings has led to other biased
analogies [11] being coined. Sweeney and Najafan have also shown that multi-
class bias based on nationality or religion is present in word embeddings, which
endangers specific identity groups to be treated differently [21].

Social biases have, therefore, been proven to likely exist within word embed-
dings. As mentioned before (1), biases in data driven models and, thus, word
embeddings have many causes, especially related to the bias present in the data
used. Papakyriakopoulos, Hegelich, Serrano, and Marco find that biases in word
embeddings are closely related to the input training data [17]. In fact, even when
the text used for training was written for a “formal and controlled environment
like Wikipedia, [it] result[ed] in biased word embeddings” (p. 455, [17]).

A strong cause for bias in textual data is the more frequent co-occurrence
of particular words to the identity terminology of one group rather than the
other(s). Word embedding algorithms typically take co-occurrences as an indi-
cator of context and semantic relationships. Thus, the word embeddings learn
a stronger association between, for example, ‘woman’ and ‘nurse’ than ‘man’
and ‘nurse’. This association, however, is an example of a stereotype, which
should ideally not be captured in the artificial intelligence applications. Garg,
Schiebinger, Jurafsky and Zou confirm that word embeddings “accurately cap-
ture both gender and ethnic occupation percentages” [4, 3636].

The biases within word embeddings can amplify through an application,
causing unfair results, which may influence actions in the real world. This, in
turn, may lead to unequal treatment based on certain sensitive attributes and
actively cause discrimination. Hence, it is vital to establish mitigation methods.

Debiasing methods may tend to different categories of biases. For instance,
debiasing binary biases mitigates the unequal treatment of two groups based on
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a sensitive feature, and joint debiasing mitigates biases based on various sensi-
tive attributes simultaneously. This paper demonstrates a multi-class debiasing,
which deals with bias across more than two groups, by considering three reli-
gious groups, namely: Christianity, Islam, Judaism. The development of debi-
asing techniques is novel research, yet a few state-of-the-art approaches have
been proposed. Following the notion that word embedding biases are a direct
result of bias in the data, Brunet, Alkalay-Houlihan, Anderson, and Zemel have
proposed a technique to track which segment of data is responsible for some
bias [2]. It follows naturally that this can be applied as a debiasing technique
by omitting these segments when training the word embedding model. Most
debiasing techniques, however, concentrate on post-processing pre-trained word
embeddings.

Bolukbasi, Chang, Zou, and Saligrama propose soft and hard debiasing as
binary debiasing methods [1], which Manzini, Lim, Tsvetkov, and Black transfer
into the multi-class domain [11]. Popovic, Lemmerich and Strohmaier expand
these debiasing techniques further into SoftWEAT and hardWEAT, which also
are applicable for joint debiasing [19]. Another joint multiclass debiasing app-
roach is the Conceptor debiasing method by Karve, Ungar and Sedoc [9].

With the increased research into debiasing methods, Gonen and Goldberg
[5] provide a critical view on the effectiveness of debiasing. The removal of bias
in the techniques, such as hard debiasing, relies on the definition of the bias
as being the projection onto a biased subspace. Gonen and Goldberg, however,
believe that this is a mere indication of the presence of bias. Thus, although the
debiasing methods may eliminate the bias projections, the bias is still captured
within the geometry of supposedly neutralized words [5]. Hence, it is important
to consider the quantification of bias removal critically.

In this paper, the multi-class debiasing methods, all mentioned above, namely
Hard debiasing, SoftWEAT debiasing and Conceptor debiasing will be evaluated
on different metrics in an attempt to quantify bias removal from geometrical and
downstream perspectives. Previous work comparing debiasing techniques have
evaluated their performance on merely one geometric metric quantifying bias
[1,9,11], whereas this paper uses two geometric metrics, in addition to utilizing
a downstream bias metric.

3 Methodology

The metrics and debiasing techniques will now be introduced, before an investi-
gation of religious bias, as an example of multiclass social bias, is conducted on
a word embedding. Having established the need for religious debiasing, the bias
removal will be conducted and analysed.

3.1 Terminology

To aid in the explanation of the debiasing techniques and evaluation metrics,
some definitions and terminologies are introduced first.
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– A class C consists of a set of protected groups defined by some criteria, like
religion or race.

– A subclass Sc then refers to a particular protected group within that class,
such as Judaism when considering the religion class.

– An equality set E for a class is a set containing a term for each subclass,
where all terms can be considered to denote an equivalent concept within
each subclass. Thus, for instance, an equality set for C = religion with Sc =
(Christianity, Islam, Judaism) could be (Church, Mosque, Synagogue).

– A target set T is a set of identity terms referring to a particular sub-class,
thus inherently carrying bias. For Christianity this could include: {Church,
Churches, Bible, Bibles, Jesus}.

– An attribute set A contains sets of words referring to several topics, none of
which should, in principle, be linked to the target set of a subclass, but that
a target set of words may be associated to [19]. The aim of the debiasing
methods is to remove this link. Examples for attribute sets are collections of
words considered to be pleasant, or unpleasant, respectively or collections of
words describing notions such as families, arts or occupations.

3.2 Bias Measurements Techniques

To quantify the bias removal, the three metrics introduced below are used. The
first two metrics introduced evaluate the removal geometrically by considering
the cosine distance of target and attribute sets, whereas the third highlights bias
presence via a simple sentiment analysis application.

Word Embedding Association Test (WEAT). The standard evaluation
of bias is the Word Embedding Association Test (WEAT ) as established by
Caliskan, Bryson, and Narayanan. It is widely used, e.g. in [1,19], and it has
been expanded, for instance, to the Sentence Encoder Association Test (SEAT)
[12].

WEAT tests the association between one target and attribute set, relative to
the association of the other target and attribute set in order to examine the null
hypothesis that both target sets are equally similar to both attribute sets and
not exhibiting any bias [3].

To perform WEAT, the mean cosine similarity of the target set T1 to attribute
sets A1 and A2 is compared to the mean cosine similarity of the target set T2 to
A1 and A2. The exact calculations for the test statistic S(T1, T2, A1, A2) and the
effect size d of the two attribute - target set pairs is given below. Let s(w,A1, A2)
be defined as in Eq. 1, where w is a given word vector:

s(w,A1, A2) = meana1∈A1 cos(�w,�a1) − meana2∈A2 cos(�w,�a2) (1)

S(T1, T2, A1, A2) =
∑

t∈T1

s(t, A1, A2) −
∑

t∈T2

s(t, A1, A2), (2)
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The effect size d quantifies how distant these two associations of target and
attribute pairs are. The closer the effect size d is to zero, the less distant the
two associations are and thus, the less bias can be found between the target and
attribute sets [3]. Note that bias here is defined on the relative distances.

d =
meant∈T1s(t, A1, A2) − meant∈T2s(t, A1, A2)

std-devw∈T1∪T2s(w,A1, A2)
(3)

Mean Average Cosine Similarity (MAC). WEAT as proposed by Caliskan
et al. [3] provides a geometric interpretation of the distance between two sets of
target words and two sets of attribute words.

The mean average cosine similarity (MAC ) uses the intuition behind WEAT
and applies this notion to a multiclass domain as proposed by Manzini et al.
[11]. Instead of comparing the associations of one target set T1 and an attribute
set A1, to the association of T2 and A2, MAC considers the association of one
target set T1 to all attribute sets A at one time.

The MAC metric is computed by calculating the mean over the cosine dis-
tances between an element t in a target set T to each element in an attribute set
A, as seen in Eq. 4, in which the cosine distance is defined as cosdistance(t, a) =
1 − cos(t, a). This is repeated for all elements in T to all attribute sets. The
MAC then describes the average cosine distance between each target set and all
attribute sets.

sMAC (t, Aj) =
1

|Aj |
∑

a∈Aj

cosdistance(t, a) (4)

Relative Negative Sentiment Bias (RNSB). The relative negative senti-
ment bias (RNSB) is an approach proposed by Sweeney and Najafan [21] in order
to offer insights on the effect of biased word embeddings through downstream
applications. Its framework involves training a logistic classifier to predict the
positive or negative sentiment of a given word. The classifier is trained on sup-
posedly unbiased sentiment words, which are encoded via the word embedding
to be investigated. Sweeney and Najafan then encode identity terms and predict
their respective negative sentiment probability. These results are used to form a
probability distribution P . Intuitively, unbiased word embeddings would result
in this probability distribution to be uniform, i.e., each class has equal proba-
bility of being classified as of negative sentiment. The RNSB is then defined as
Kullback-Leibler divergence of P from the uniform distribution U [21].

3.3 Debiasing Techniques

These three metrics will be used to quantify the bias removal in the three debi-
asing techniques considered in this paper. Namely, these are Hard debaising,
SoftWEAT and Conceptor debiasing.
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Hard Debiasing. Bolukbasi et al. [1] established two binary debiasing methods,
namely: Soft and Hard debiasing, which Manizini et al. [11] then applied to the
multiclass domain. These approaches mainly rely on two steps: The identification
of a bias subspace, and the subsequent removal of that bias. The main difference
between these two methods is the severity of bias removal: Hard debiasing forces
neutral words to zero in the bias subspace, whereas soft debiasing dampens the
bias subspace components [1].

The bias subspace identification utilizes equality sets Ei. For each set, the
centre of the set is computed and the distance of each term in the equality set to
the centre is considered. The subspace capturing the class is then found by exam-
ining the variance of each term. Bias removal is carried out by a ‘neutralize and
equalize’ approach. The projection of words that are declared neutral onto the
bias subspace is subtracted from their word vector. The identity words, however,
rely on their bias component. Thus, in the equalization step, the terms within
an equality set, are centralized and are each given an equal bias component.

SoftWEAT Debiasing. Borrowing intuition from WEAT [3] and hard-/soft-
debiasing [11], Popovic et al. propose debiasing techniques SoftWEAT and hard-
WEAT [19], which differ in the harshness of bias removal. SoftWEAT expands
the target set of each subclass by considering the n closest neighbours to all
identity terms. Merely this set is then manipulated. To find the linear trans-
formation to be applied, the attribute sets the target set of a subclass is biased
against is found via WEAT and their respective null space vectors are calculated.
The translation of the subclass embeddings is then taken from the null space
vector, which decreases the WEAT score the most. The final transformation is
scalable by hyper-parameter λ.

Conceptor Debiasing. Karve et al. developed the Conceptor debiasing post
processing method [9]. The notion of this method is to generate a conceptor, as
defined by Jaeger [8], to represent bias directions and to subsequently project
these biased directions out of the word embeddings.

A square matrix conceptor C is a regularized identity map, which maps an
input to another – in the debiasing domain, a word embedding to its bias [9].
For the exact mathematical definition of a conceptor readers can refer to [9,10].
Conceptors can be manipulated through boolean logic. Thus, to project out a
bias subspace, one can apply the negated conceptor (representing the bias direc-
tions) to the word embeddings. In addition to this, through the use of boolean
logic, multiple conceptors generated for various class biases can be combined,
enabling joint debiasing [9]. Moreover, a conceptor provides a soft projection [8].
For debiasing this means, that the conceptor dampens the bias directions cap-
tured in it. Hence, the soft projection will alter only some components of some
embeddings, leaving others largely unaltered [7].
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4 Analysis of Religious Bias in Word Embeddings

This section shows the common basis on which the debiasing methods are
applied. Further, it is shown that religious bias persists in a word embedding.

4.1 Data

Each of the debiasing approaches described is based on different types of data:
Conceptor debiasing utilizes a set of unlabelled biased words, Hard debiasing
requires equality sets, and SoftWEAT is based on the target and attribute sets
of WEAT. This paper will attempt to debias against the religion class, specifi-
cally with the subclasses: Christianity, Islam, Judaism. The equality set used for
religious multiclass debiasing in Manizini et al.’s paper [11] is extended by hand
to include 11 equality sets, which are available for downloading1. The attribute
sets used in this paper are inspired from Popovic et al.’s work [19].

Finally, the debiasing methods are applied on three established word embed-
ding representations, namely: Word2Vec2, GloVe3 and ConceptNet4.

4.2 Analysis

Social biases are present in the word embeddings when neutral words are more
strongly associated with one subclass than another. In this section it is shown
what impact these associations have more specifically to each subclass of religion.

In order to quantify captured stereotypes in word embeddings, analogies are
scored, as proposed by Bolukbasi et al. [1]. The analogies are then scored via
Eq. (5), where δ is the similarity threshold and �a,�b, �x, �y are words as given above.
The intuition behind this equation is that an analogy capturing relationships well
should have directions �a −�b and �x − �y approach parallelism.

S(a,b)(x, y) =

{
cos(�a −�b, �x − �y) if ||�x − �y|| ≤ δ

0, otherwise
(5)

Table 1 lists high scoring examples of analogies that are established within
the word2Vec embeddings. To limit the analogies scored, the tested dataset is
compromised of Manzini et al.’s religious stereotype words [11] and Popovic
et al.’s attribute words [19]. As a comparison, the biased analogy established
by Bolukbasi et al. [1] and Manzini et al. [11], in addition to some appropri-
ate analogies, are given with their respective scores. The stereotypical analogies
given exhibit different orientations regarding the religions: for negative (positive)
analogies a negative (positive) term is provided for each religion. Further, mixed

1 https://github.com/thaleaschlender/An-Evaluation-of-Multiclass-Debiasing-Metho
ds-on-Word-Embeddings.

2 https://code.google.com/archive/p/word2vec/.
3 https://nlp.stanford.edu/projects/glove/.
4 http://blog.conceptnet.io/posts/2019/conceptnet-numberbatch-19-08/.

https://github.com/thaleaschlender/An-Evaluation-of-Multiclass-Debiasing-Methods-on-Word-Embeddings
https://github.com/thaleaschlender/An-Evaluation-of-Multiclass-Debiasing-Methods-on-Word-Embeddings
https://code.google.com/archive/p/word2vec/
https://nlp.stanford.edu/projects/glove/
http://blog.conceptnet.io/posts/2019/conceptnet-numberbatch-19-08/


An Evaluation of Multiclass Debiasing Methods on Word Embeddings 149

analogies are possible in which a positive a negative term are paired. Although
it follows that the maximal absolute score of Eq. (5) is 1, in Table 1 one can see
that established analogies like “kitten is to cat, as puppy is to dog”, achieve a
score of 0.38. Thus, when regarding how high appropriate analogies are scored,
biased analogies with an absolute score of higher than 0.15 indicate that these
biased analogies are captured in the word embeddings.

An appropriate analogy concerning religion would be “Muslim is to Islam as
Christian is to Christianity”, which describes the correct correspondence of reli-
gion and its members. However, a similarly high classified analogy is “Christian
is to judgemental as Muslim is to terrorist”. This wrong association of religions
to terrorist and judgemental is an unjust example of a captured stereotype in the
word embedding. The prejudice of Muslims being more strongly associated with
violence and terrorism is deeply embedded in society as proven by Sides and Gross.
They hypothesize and confirm that “Americanswill stereotypeMuslims negatively
on the warmth dimension– that is, as threatening, violent, etc.” [20, p. 5].

Table 1. Examples of top scoring analogies for each Religion pair in Word2Vec. The
union of all attribute set words is tested. As a reference, further analogies are shown.
The analogies are categorised as appropriate, positive-positive (PP), negative-positive
(NP) or negative-negative (NN).

Analogy score Orientation

Appropriate Analogies

Cat is to kitten as dog is to puppy .38332 Appropriate

Muslim is to Islam as Christian is to Christianity .27088 Appropriate

Christian is to Christianity as Jew is to Judaism .26884 Appropriate

Muslim is to Islam as Jew is to Judaism .24883 Appropriate

Christianity is to Church as Judaism is to Synagogue .24054 Appropriate

Analogies Exhibiting Stereotypes

Woman is to homemaker as man is to programmer .26415 NP

Black is to criminal as Caucasian is to police .07325 NP

Christian is to astronomy as Muslim is to terrorist .269664 PN

Christian is to heaven as Muslim is to relatives .262772 PP

Christian is to heaven as Muslim is to terrorist .261527 PN

Christian is to astronomy as Muslim is to relatives .255617 PP

Christian is to judgmental as Muslim is to terrorist .246935 NN

Jew is to rotten as Christian is to conservative .254316 NN

Jew is to hairy as Christian is to conservative .222221 NN

Jew is to cousins as Christian is to trustworthy .219419 PP

Jew is to hariy as Christian is to trustworthy .215475 NP

Muslim is to terrorist as Jew is to clarinet .255492 NP

Muslim is to terrorist as Jew is to greedy .238657 NN

Muslim is to selfless as Jew is to plump .211320 PN

Muslim is to violent as Jew is to symphony .205025 NP
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5 Experiments and Results

The two main sets of experiments are described, conducted and analysed below.

5.1 Experimental Setup

The experiments performed are twofold. The first aims to evaluate the perfor-
mance of bias removal techniques on a common basis. It does this by observing
different quantifications of bias pre- and post the application of the debiasing
methods. The metrics RNSB, WEAT and MAC are calculated for each word
embedding, Word2Vec, GloVe and ConceptNet. We use hard debiasing, Con-
ceptor debiasing with the aperture α = 10 and SoftWEAT with λ = 0.5 and a
threshold of 0.5. After each debiasing method, the metrics are calculated anew.
Thus, it is possible to evaluate the performance of prior and post debiasing on
different word embeddings and debiasing methods in a universal, comparable
manner. Since WEAT and MAC are distance measures, the results collected
here remain stable over multiple runs. However, to calculate the RNSB metric
a logistic classifier is trained on randomly split training and test data. Hence,
variability in the RNSB metric is introduced through the individually trained
classifier. To counteract this, the RNSB is averaged over 20 runs.

Afterwards, a second set of experiments aims to examine the impact of the
SoftWEAT hyperparameters by investigating the impact of hyperparameter λ.
This parameter tunes how harshly debiasing is applied and is named as one of
the strong advantages of SoftWEAT [19].

5.2 RNSB Metric on Word Embeddings

Table 2 shows the RNSB values before and after hard debiasing, Conceptor debi-
asing and SoftWEAT debiasing on word2Vec, GloVe and ConceptNet respec-
tively. The best RNSB scores of each word embedding is highlighted. To statis-
tically analyse whether the RNSB has been improved significantly, a one tailed
t-test is performed. The p values given in Table 2 show that with a significance
of α = 0.05, it can be concluded that each debiasing method improves the mean
RNSB value significantly compared to the non-debiased word embeddings.

Pre-debiasing the word embeddings of ConceptNet carry the least bias,
whereas the GloVe word embeddings carry the most bias, according to their
RNSB score. Hard debiasing appears to debias the embeddings most efficiently,
followed by Conceptor debiasing, whereas SoftWEAT achieves worse results in
comparison. This could be attributed to the fact that SoftWEAT only manipu-
lates a collection of words (the identity terminology and its neighbours), whereas
the other two debiasing approaches manipulate the whole vocabulary.

The RNSB metric aims to evaluate the bias through a downstream sentiment
analysis task. The results show that post debiasing each religion is classified more
equally negative with respect to the other religions. Concretely, these improve-
ments for the three debiasing methods on Word2Vec can be seen in Fig. 1, which
depicts the negative sentiment probability for each religion.
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Table 2. Relative Negative Sentiment Bias after application of debiasing techniques
on Word2Vec, GloVe and ConceptNet

Debiasing techniques Word embeddings

Word2Vec GloVe ConceptNet

RNSB p RNSB p RNSB p

Non-Deb. 0.12339 N/A 0.26033 N/A 0.02276 N/A

Conc. Deb. 0.00682 0.027 0.00024 0.002 0.00775 0.031

Hard Deb. 0.0 0.017 0.00023 0.002 0.0 0.024

SoftWEAT 0.07244 0.032 0.0525 0.002 0.0179 0.035

The RNSB score decreases as the negative sentiment probability for each reli-
gion approaches a sample of the uniform distribution. In Fig. 1, one can compare
each distribution to a fair uniform distribution. Observing this, the non debiased
distribution differs from the uniform distribution considerably, whereas the post
hard debiasing distribution resembles the uniform distribution the most. This is
also indicated by their respective RNSB scores shown in Table 2.

Furthermore, Fig. 1 shows that Islam terminology is most likely to be pre-
dicted as of negative sentiment. This considerable difference is intuitive when
recalling the Muslim and terrorism association captured in the word2Vec embed-
ding, found in the analogies of Table 1. It is also interesting to note that after per-
forming Conceptor debiasing, Islam terminology actually becomes the least likely
to be predicted of negative sentiment. Thus, Conceptor debiasing has changed
the hierarchy of the religions, whereas hard debiasing and SoftWEAT debiasing
dampen the original non-debiased distribution.
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Fig. 1. The negative sentiment probability for Religion terminology from Christianity,
Islam and Judaism before and after post processing methods, namely: ND: no debiasing,
CD: Conceptor debiasing, HD: hard debiasing and SW: SoftWEAT debiasing
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5.3 WEAT and MAC on Word Embeddings

This paper now moves on from the downstream application analysis via RNSB to
the geometric analysis of the bias removal methods via WEAT and MAC. Again,
to identify the impact of each debiasing method, all values can be compared to
the original word embedding prior to any debiasing.

Firstly, the WEAT measurements prior and post the three debiasing meth-
ods are shown in Table 3. To ease the interpretation of the table, the best scores
are bold, whilst scores, which decrease performance to the baseline of the non
debiased word embeddings are italic. With the exception of the SoftWEAT appli-
cation on the ConceptNet embedding, all debiasing methods reduce the WEAT
measurements and thus, appear to debias the word embeddings to a given extent.

The performance of the three debiasing techniques in terms of WEAT scores
is the same as found within the RNSB evaluation. The hard Debiasing technique
performs best, followed by Conceptor debiasing, whereas SoftWEAT’s WEAT
scores are poor in comparison. In fact, when applying SoftWEAT to ConceptNet,
it actually increases the WEAT score, indicating an increase of measured bias.
This poor performance could be attributed to the manipulation of less of the
embeddings in the vocabulary, as mentioned earlier.

Table 3. WEAT and |1-MAC| after application of debiasing techniques on word2Vec,
GloVe and conceptnet - The closer to 0 the better

Debiasing
Techniques

Word embeddings

WEAT scores |1-MAC|
Word2Vec GloVe ConceptNet Word2Vec GloVe ConceptNet

Non-Debiased 0.39469 0.67556 0.76714 0.11787 0.16771 0.00482

Conceptor Debias 0.17112 0.06348 0.30251 0.00436 0.0003 0.0030

Hard Debias 0.00082 0.038215 0.00441 0.11039 0.15603 0.00624

SoftWEAT 0.31639 0.40967 0.83589 0.07766 0.11871 0.01367

In Table 3 the MAC scores are presented. In order to ease comparison, the
MAC values are subtracted from the optimal value 1. Hence, the closer the MAC
values are to 0, the less bias was measured. A similar performance hierarchy of
debiasing techniques found in RNSB and WEAT is expected for the MAC scores.
Again, to ease comparison, bold and italic fonts are used as described above.

Via the one tailed t-test, the corresponding p values to the MAC scores were
calculated. With a significance of α = 0.01, the MAC values are all improved
compared to their non-debiased version, an exception being both SoftWEAT
and hard debiasing when applied to ConceptNet.

Both WEAT and MAC are taken from the notion of measuring bias in cosine
distance. The results of both metrics show that the Conceptor debiasing performs
well, whilst SoftWEAT performs poorly in comparison. It is interesting to note
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that hard debiasing achieves the best RNSB and WEAT scores, yet achieves poor
MAC scores - worsening the MAC score within the ConceptNet embeddings. This
could be due to the fact that WEAT is a relative measure between two religions
and two attribute sets, whereas MAC captures the distance of one religion to all
attribute sets. Hard debiasing may introduce new bias by the harsh removal of
its religion subspace. This bias introduction may then only be captured in the
MAC scores. In fact, when examining the measured mean cosine distance for
each religion to each attribute set in word2Vec, one can see that Hard Debiasing
improves scores for Judaism, but slightly worsens scores for Christianity and
Islam.

In general the results above show that the word embedding ConceptNet car-
ries the least bias as evaluated by MAC and RNSB scores. However, surprisingly,
the WEAT score measured in ConceptNet is the worst of all three. The GloVe
embeddings seem to carry the most bias concerning the RNSB and MAC met-
rics, which is intuitive when considering the common crawl data it was trained
on.

5.4 SoftWEAT Hyperparameter λ Experimentation

Having analysed the general performance of all three debiasing techniques above,
this paper now turns to the evaluation of SoftWEAT, which has performed most
poorly so far. The analysis will examine whether the tuning of the hyperparam-
eter λ may improve the performance within the evaluation metrics used above.

In Fig. 2a it can be seen that the WEAT score monotonically decreases with
increasing values up to a λ of 0.6. From then onwards, the WEAT score steadily
increases again. Popovic et al. [19] report a similar peek in their religious debias-
ing of Word2Vec. It seems that with a λ higher than 0.6, new bias is introduced
by removing one bias too harshly. However, when regarding the |1-MAC| scores
in Fig. 2b, one can see that higher λ values perform better.

When observing the RNSB scores in Fig. 2c, the tendency that higher λ values
lead to a general increase in the RNSB score is shown. One should note, however,
that the absolute increase between the values is in the small range of 0.031. The
variability of the RNSB framework introduced by its anew training of a classifier
at each run in addition to the small range of absolute change in the experiments
explains the variability. Figure 2c shows that a good result is already achieved
at λ = 0. This indicates that the RNSB classifications already benefit from the
identity terminology of a religion and its neighbours being normalised.

To summarize, it seems that larger λ values improve the bias removal in
terms of MAC scores, that a peak value is found in the WEAT scores and that
the RNSB scores worsen marginally with higher λs.
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Fig. 2. The WEAT score, the MAC score subtracted from 1 (|1-MAC|) and the RNSB
score for SoftWEAT debiasing with λ in the range [0,1] and a threshold of 0.5. The
debiasing is performed on Word2Vec.

6 Conclusion

This paper analysed the debiasing methods of word embeddings via multiple
metrics to establish whether a debiasing method could remove religious bias
present in the embeddings. For this, this paper has reviewed work showing that
social biases persist in word embeddings, whilst briefly showing some possible
causes in the data word embeddings are trained on. The investigation of state-
of-the-art multiclass debiasing methods is done on Hard debaising, SoftWEAT
debiasing and Conceptor Debiasing. This paper evaluates their performance not
only on the established WEAT metric but also contributes a performance eval-
uation on the geometric metric MAC and the downstream metric RNSB. By
establishing a common base for the debiasing methods, this paper achieves a
more meaningful comparison across methods. To highlight the need of the bias
removal, religious bias - as an example of social bias - has been shown to persist
in word embeddings by scoring various stereotypical analogies.

It is found that Conceptor Debiasing performs well across all metrics and
word embeddings, whereas SoftWEAT, regardless of hyperparameter tuning,
performs poorly in comparison. Hard debiasing performs well on RNSB and
WEAT scores, however shows shortages when evaluating the removal via MAC -
indicating that bias may not be removed as well as previously thought. Hence, to
recommend a debiasing technique, which performs well in all bias removal quan-
tifications, Conceptor Debiasing is advised. This comes with the added benefit
that this technique is applicable for joint multi-class debiasing and is most flex-
ible in what data it is given to establish its conceptor on.

As this paper focuses on religious biases in traditional word embeddings, fur-
ther experimentation on other biases and more modern contextualized embed-
dings would aid in the generalisation of our conclusions. Finally, this paper calls
for more research into establishing a common debiasing approach. Specifically,
this approach should perform well in geometric and downstream analysis of bias
removal, whilst not decreasing its semantic power. A possible solution could be
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a combination of a post processing method as investigated in this paper, with a
potential pre selection of data to train on to combat implicit bias.
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