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a b s t r a c t

This article proposes a robust framework to evaluate the solvency capital requirement (SCR) of a partici-
pating life insurance with death benefits. The preference for robustness arises from the ambiguity caused
by the market incompleteness, model shortcomings and parameters misspecifications. To incorporate
the uncertainty in the procedure of evaluation, we consider a set of potential equivalent pricingmeasures
in the neighborhood of the real one. In this framework, closed form expressions for the net asset value
(NAV) and for its moments are found. The SCR is next approximated by the Value at Risk of Gaussian
or normal inverse Gaussian (NIG) random variables, approaching the NAV distribution and fitted by
moments matching.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

In the Solvency II regulation (first pillar), the Solvency Capital
Requirement (SCR) is meant to cover one year of deterioration of
the Net Asset Value (NAV). The NAV, that is a market consistent
evaluation of future profits yield by the company. It is evaluated
by the difference between the market value of assets and the
Best Estimate (BE) provisions. The BE is appraised by a market
to model approach, as the expected sum of future discounted
benefits. Whereas, the total market value of liabilities is the sum
of this BE and of the Risk Margin (RM).

However, the Solvency II framework presents some operational
drawbacks. Firstly, due to the complexity of guidelines, SCR and
NAV are evaluated exclusively by Monte Carlo simulations in
most of insurance companies. As underlined in Floryszczak et al.
(2016), programs computing the SCR are black boxes, extremely
demanding in terms of resources and not adapted for decision
making. For this reason, the regulator introduced the second Pillar,
called ‘‘OwnRisk Solvency Assessment’’ (ORSA)which ensures that
the management has a holistic view of risks. In the ORSA, the
capital assessment may substantially differ from the first pillar,
and the insurer has the freedom to develop alternative approaches
to manage risks. Furthermore, the undertaking should ensure that
its assessment of the overall solvency needs is forward-looking,
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including a medium term or long term perspective as appropriate.
Within this context, Bonnin et al. (2014) and Combes et al. (2016)
propose analytical models to pilot the asset–liability management
(ALM) policy of participating policies. This article proposes a new
alternative to these approaches.

The Solvency II regulation also raises interesting theoretical
questions. Firstly, a single insurance claim cannot be hedged on an
individual basis. Instead, insurers rely on the law of large numbers
and pool risks to reduce their exposure to claims. Due to this
incompleteness, multiple equivalent pricing measures exist and
each one reflects the insurer’s risk aversion for unhedgeable risks.
Solvency II recommends to evaluate BE provisions under a risk
neutral measure with realistic assumptions about unhedgeable
risks. But there are no guidelines to determine admissible mea-
sures. A second point concerns themodel risk. The SCR is evaluated
by complex programs and today the potential impact of model
misspecifications on the SCR is not addressed by Solvency II. This
article is a first attempt to incorporate this uncertainty in the SCR
valuation.

However, the uncertainty about the risk neutral measure, pa-
rameters and the model gives rise to a current of research in
the literature that focuses on robustness. A model is qualified as
robust if it takes into account the potential misspecifications. The
theory of Robustness was pioneered in economics by Hansen and
Sargent (1995), ( 2001) or ( 2001). This theory is an alternative
to Bayesian approaches that are typically limited to parametric
versions of model uncertainty. In a robust approach, there is no
need to make any assumptions about the a priori distribution of
parameters and the uncertainty concerns the entire drift function.

https://doi.org/10.1016/j.insmatheco.2017.11.009
0167-6687/© 2018 Elsevier B.V. All rights reserved.
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To formulatemodelmisspecifications, Hansen and Sargent employ
a relative entropy factor. This relative entropy captures the pertur-
bation between the estimated model and the unobservable true
model. Anderson et al. (2003) extend the robust control theory
with the theory of semi-groups. Balter and Pelsser (2015) use
a similar approach and propose a robust pricing method in an
incompletemarket.Maenhout (2004) proposes a robust solution to
the consumption and portfolio problem of Merton (1969). Instead
of explicitly bounding the entropy, a penalty term is introduced in
the infinitesimal generator of the value function. This additional
term penalizes alternative models that are too far away from the
reference model. This approach was extended in Maenhout (2006)
to mean reverting risk premiums. The literature on robustness is
vast and we refer to Guidolin and Rinaldi (2010) for a detailed
review.

This paper contributes to the literature in two main directions.
Firstly, it proposes a robust and simple model to estimate the SCR
of participating life insurances with death benefits. The evaluation
scheme is mainly based on analytical expressions of NAV and
BE, without any recourse to simulations. Our approach is also
compliant with ORSA guidelines and provides a simple method
to estimate prospective SCR. Secondly, this article addresses the
uncertainty surrounding the model specifications. The distance
between the estimated model and the unobservable true specifi-
cation is delimited by an entropic constraint on eligible real and
pricing measures. The bound on the entropy is directly related to
the level of confidence in results produced by the model. The am-
biguity around model assumptions may then be counterbalanced
by adjusting this entropic bound. If we position our work in the
scope of the ORSA, the constraint on entropy may be calibrated so
as to match BE and SCR estimates computed by our model with
those obtained with a complex internal model. Our approach may
also be reconciledwith the rationale of Cochrane and Saa Requejo’s
(2000) Good-Deal-Bound. Their idea is to bound the Sharpe ratios
of all possible assets in the market and thus exclude Sharpe ratios
which are considered to be too large. The idea was streamlined
and extended to models with jumps in Bjork and Slinko (2006) or
models with switching regimes as in Donnelly (2011).

This article is structured in the following way. Section 2 defines
the multivariate Brownian motion driving the financial market in
which the insurance company invested collected premiums. The
model for the human mortality is presented in Section 3. The
following section introduces the specifications of the participating
insurance contract with death benefits. In Section 5, we discuss
the choice of the pricing measure and of the entropic constraint.
Closed form expressions for robust and non-robust best estimate
provisions are next provided. In Section 7, we infer closed form
expressions for the net asset value (NAV) and for its moments.
In Section 8, the SCR is calculated by a Value at Risk of Gaussian
or normal inverse Gaussian (NIG) random variables, approaching
the NAV distribution and fitted by moments matching. Section 9
discusses the problem of ambiguity under the real measure.

2. The financial market

We consider an insurance company that proposes participating
life contracts with a minimal guarantee, and death benefits. Before
detailing the specifications of policies, we firstly introduce the
financial market. We consider d assets driven by a multivariate
geometric Brownianmotion of dimension d. This process is defined
on a probability space Ω , endowed with a filtration (Ft)t under a
real probability measure denoted by P . There is considerable piece
of evidence suggesting that the Brownian motion with constant
drift and standard deviation are not appropriate to model stocks
returns, due to extreme comovements. However, it is analytically
tractable and its shortcomings are compensated in Section 5 by in-
tegrating preferences for robustness. The assets prices are denoted

by S it for i = 0 to d−1 and obey to following stochastic differential
equations:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

dS0t
S0t
dS1t
S1t
...

dSd−1
t

Sd−1
t

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
  

dSSt
SSt

=

⎛⎜⎜⎜⎝
µ0

µ1
...

µd−1

⎞⎟⎟⎟⎠
  

µS

dt

+

⎛⎜⎜⎜⎜⎝
σ00 0 . . . 0

σ10 σ11
. . .

...
...

. . .
. . . 0

σd−1,0 σd−1,1 . . . σd−1,d−1

⎞⎟⎟⎟⎟⎠
  

ΣS

⎛⎜⎜⎜⎝
dB0

t
dB1

t
...

dBd−1
t

⎞⎟⎟⎟⎠
  

dBSt

, (1)

where (B0
t , . . . , B

d−1
t ) are independent Brownian motions under

P . The matrix of diffusion ΣS is constant, positive definite, and
invertible. Using the Itô’s lemma, we can show that the vector of
prices, St = (S0t , S

1
t , . . . , S

d−1
t )⊤, satisfies the following relation:

d ln St =

(
µS −

diag(ΣSΣ
⊤

S )
2

)
dt + ΣSdBS

t .

The asset S0t is the numeraire: the present value at time t of a

cash-flow F paid at time T is equal to EQ
(

S0t
S0T

F |Ft

)
, where Q is

a risk neutral measure. The numeraire is e.g. a short term rolling
bond. In this case, µ0 is the instantaneous interest rate (under
the real measure P). Investments of the insurance company are
continuously rebalanced andproportions invested in each asset are
summarized by the vector θS = (θ0, . . . , θd−1)⊤. The total asset,
denoted by At , is equal to θ ′

SSt and its dynamics is defined by:

dAt

At
= θ⊤

S µSdt + θ⊤

S ΣSdBS
t .

From the Itô’s lemma, we infer that the total asset value is a
lognormal random variable:

At = A0 exp
((

θ⊤

S µS −
1
2
θ⊤

S ΣSΣ
⊤

S θS

)
t +

∫ T

0
θ⊤

S ΣSdBS
t

)
.

Notice that the financial market is incomplete. To underline this
point, let us consider a change of measure

dQµQ

dP

⏐⏐⏐⏐⏐
t

= exp
(

−
1
2

∫ t

0
χ⊤χds −

∫ t

0
χ⊤dBs

)
,

where χ = Σ−1
S

(
µS − µQ1d−1

)
and µQ

∈ R+ is an arbitrary con-
stant. Under QµQ

, the drift of all assets, including the numeraire,
is equal to µQ and discounted assets prices are martingales. This
entails that QµQ

is a risk neutral measure, whatsoever the value
chosen for µQ .1 In practice, actuaries set µQ to the current risk
free rate µ0 but nothing prevents us (in our framework) from

1 The incompleteness of the financialmarket results from the absence of pure dis-

count bond. If a discount bond of maturity T is defined as B(t, T ) = EQ
(

S0t
S0T

|Ft

)
=

exp
(
−
∫ T

t µQ ds
)
, then we can infer from the observation of its price the value of

µQ .
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choosing a different value which corresponds to the expected
return on cash, under Q . This modified rate is adjusted to take into
account the uncertainty about the future evolution of interests. The
consequences of this incompleteness are addressed in Section 5.

3. The mortality risk

The insurance contract plans the payment of a multiple of the
technical provision in case of premature death. The presence of
this risk of mortality is an important source of incompleteness.
Before detailing this point, we introduce amodel for mortality. We
assimilate the decease of an individual of age x to the first jump of
a point process (Nt)t . This process is defined on Ω and its natural
filtration is denoted by (Ht)t≥0. The time of death is a stopping time
noted τ , with respect toHt . The probability of survival till age x+ t
is equal to the next expression:

tpx := P(τ > t) = E
(
I{τ>t}|F0

)
= P(Nt = 0) = E

(
I{Nt=0}|F0

)
,

where I is the indicator variable. The hazard rate of Nt is noted λt .
λt is a hidden stochastic process defined on a filtration (Ot)t . This
filtration carries information that is not observable about λt and
differs then from Ht that contains the visible information about
the individual’s survival. Conditionally to the sample path followed
by λt , Nt is a Poisson process with an intensity λt . The survival
probability (given Ot ) is in this case equal to

P(Nt = 0 |Ot ∧ H0) = E
(
e−

∫ t
0 λsds |Ot ∧ H0

)
= I{τ>0}e−

∫ t
0 λsds.

As Ot is not visible, using nested expectations allows us to infer
that the probability of survival is given by the next expectation:

tpx = E (Nt = 0 |H0)

= E (E (Nt = 0 |Ot ∨ H0) |H0)

= I{τ>0}E
(
e−

∫ t
0 λsds |H0

)
.

We assume that the hazard rate is a random process led by the
following dynamics

λsds =

(
µd(s) −

σ⊤

d σd

2

)
ds + σ⊤

d dBs,

where σd =
(
σd,0, . . . , σd,d

)⊤ is a vector of positive constant.
Bt :=

(
B0
t , . . . , B

d
t

)⊤ is the vector of Brownian motions ruling fi-
nancial markets towhichwe add Bd

t a Brownianmotion driving the
evolution of mortality rates. The drift, µd(s), is a positive function
of time. In numerical illustrations, µd(s) is a Makeham function,
detailed in Appendix.

Given that the hazard rate is Brownian, the intensity λt may
become negative. From a theoretical point of view, this assumption
is then inappropriate. However, calibrating the model to real de-
mographic data reveals that this scenario occurs with a negligible
probability because the standard deviation of mortality rates is
small compared to their mean. To illustrate this point, we report
in Table 1 the means, standard deviations of mortality rates, for
the male French population, over the period 1954–2014. The last
column of this table presents the probability of observing negative
mortality rates under the assumption of normality when the drift
and deviation are set to their historical values. Above 30 years
old, the probability of such an event never exceeds 1 basis point
(0.0001). For a 20 year old man, this probability climbs to 0.0004,
which is still negligible. These figures confirm that working with
Gaussian mortality rate is an acceptable assumption. Luciano et
al. (2017) or Luciano and Vigna (2008) draw the same conclusion

Table 1
This table reports the mean and standard deviation (std) of log-forces of mortal-
ity, measured over the period 1954–2014, for the French male population. The last
column shows the probability of negative mortality rates.

Age Log-forces of mortality

Mean in o/oo std in o/oo P(. ≤ 0) in %

20 1,3223 0,3977 0,044
30 1,5506 0,3991 0,005
40 2,9821 0,403 0,004
50 7,4489 0,4242 0,005
60 16,8335 0,4498 0,005
70 37,5161 0,4939 0,007
80 95,5457 0,524 0,006

whereas Bauer et al. (2010) adopt a similar approach to evaluate
longevity linked securities.

Remark that ourmodel allows for correlation between financial
markets and morbidity if σd,(0:d−1) are not null. Such a dependence
is considered in the article of Deelstra et al. (2016). We infer that
the survival probability is given by

tpx = I{τ>0}E
(
exp

(
−

∫ t

0

(
µd(s) −

σ⊤

d σd

2

)
ds

−

∫ t

0
σ⊤

d dBs

)
|H0

)
= I{τ>0} exp

(∫ t

0
(−µd(s)) ds

)
.

For later developments, we introduce what we call a ‘‘mortality
account’’, SMt , with a growth rate equal to the hazard rate:

SMt := e
∫ t
0 λsds

= exp
(∫ t

0

(
µd(s) −

σ⊤

d σd

2

)
ds +

∫ t

0
σ⊤

d dBs

)
,

SMt is a geometric Brownian motion with the next dynamics

dSMt
SMt

= µd(t)dt + σ⊤

d dBt . (2)

The survival probability can then be rewritten as the expectation
of a ratio of mortality accounts:

T−tpx+t = E
(
SMt
SMT

|Ht

)
.

This reformulation of the survival probability is used in later devel-
opments. To end this section, we mention that the combination of
the financial and insurancemarket is incomplete for three reasons.
The first one is the absence of a risk free asset like a discount
bond. The second one is that the individual’s mortality cannot be
hedged. Finally, the mortality hazard rate is stochastic and also
unhedgeable. The consequence on the incompleteness on pricing
is further discussed in Section 5.

4. Liabilities

Participating life insurances are saving contracts that provide
a minimum guarantee combined with a system of participation
to the appreciation of the total asset. In addition, the capital is
reimbursed if the individual deceases before the maturity of the
contract. The minimum return that is guaranteed is noted g . The
participation is credited at the end of periods of length ∆, till the
expiry of the contract. The participating contract is purchased by
an individual of age x. It pays a lump sum payment LT at expiry T ,
if the insured is still alive:

LT = C
n∏

k=1

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
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where ρ is the participation rate and C is the initial deposit.
The participation to assets appreciation is calculated at times
t1, . . . , tn = T . If the individual passes away at time tj−1 ≤ τ ≤ tj
then the insurance company pays a multiple of the saved capital

Ltj = α C
j∏

k=1

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
at time tj where the multiplier is α ∈ N. Notice that the partic-
ipation in our model is purely financial: it is totally independent
from contingent gains coming from a deviation between the real
and forecast mortality. The Best Estimate (BE) provision of this
contract is the expected sumof future discounted benefits, forecast
in a risk neutral world. For the moment, BE’s are evaluated under
a risk neutral measure Q chosen by the insurer. If we denote by
Ft = Ht ∨ Gt , the augmented filtration that carries the visible
information about the morbidity and financial markets, the BE
provision at time t = 0 is defined by the following expectation:

BEQ
0 := αC

n∑
j=1

EQ

(
I{tj−1≤τ≤tj}

S00
S0tj

×

j∏
k=1

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
|F0

)

+ CEQ

(
I{tn≤τ }

S00
S0tn

n∏
k=1

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
|F0

)
.

We specify in the next section how the risk neutral measure is
determined. For the moment, we consider that Q is perfectly iden-
tified. Ifwe nest this last expectation by the enlarged filtrationOtj∨

F0, the BEmay be rewritten as a function ofmortality accounts, SMt :

BEQ
0 = αC

n∑
j=1

EQ

((
1 −

SMtj−1

SMtj

)
SM0
SMtj−1

S00
S0tj

×

j∏
k=1

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
|F0

)

+ C EQ

(
SM0
SMtn

S00
S0tn

n∏
k=1

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
|F0

)
.

As we do not assume the independence between the mortality
and financial conditions, we cannot isolate factors related to the
morbidity, as usually done in the actuarial literature. However, the
independence between increments of all processes allows us to
rewrite the BE provision as a product of expectations:

BEQ
0 = αC

n∑
j=1

j∏
k=1

EQ

((
SMtk−1

SMtk∧tj−1

S0tk−1

S0tk
−

SMtk−1

SMtk

S0tk−1

S0tk

)

×

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
|F0

)
(3)

+ C
n∏

k=1

EQ

(
SMtk−1

SMtk

S0tk−1

S0tk

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
|F0

)
.

On the other hand, the best estimate provision for a given risk
neutral measure Q at time ti has the following expression

BEQ
i = C

i∏
k=1

S0tk−1

S0tk

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
× (4)⎡⎣α

n∑
j=i+1

j∏
k=i+1

EQ

((
SMtk−1

SMtk∧tj−1

S0tk−1

S0tk
−

SMtk−1

SMtk

S0tk−1

S0tk

)

×

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
|F0

)

+

n∑
j=i+1

j∏
k=i+1

EQ

(
SMtk−1

SMtk

S0tk−1

S0tk

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
|Fti

)⎤⎦ .

Eqs. (3) and (4) clearly emphasize that BE provisions may be rep-
resented as a product of several call options. But before evaluating
them, we have to clarify the choice of the risk neutral measure.

5. Risk neutral measures and pricing of uncertainty

As evoked in previous sections, themarket is incomplete due to
the absence of risk free asset, to mortality and to uncertainty mor-
tality rates. Consequence: there exists then an infinity of equiva-
lent risk measures that may be considered as risk neutral. On the
other hand, the multivariate Brownian motion driving assets and
mortality offers a compromise between analytical tractability and
realism. But important features of assets returns, like skewness,
leptokurticity or non-identically distributed increments, are not
replicated by such a dynamics. To circumvent these drawbacks, we
integrate a preference for robustness in the valuation procedure.
For this purpose, we rewrite the joint dynamics of financial assets
and the mortality account as follows:⎛⎜⎜⎝

dSSt
SSt
dSMt
SMt

⎞⎟⎟⎠
  

dSt
St

=

(
µS

µd(t)

)
  

µ

dt +

(
ΣS 0d−1

σd (0:d−1) σd (d)

)
  

Σ

(
dBS

t
dBd

t

)
  

dBt

. (5)

Any equivalentmeasure Q to the real one, is defined by the follow-
ing Radon–Nikodym derivative

dQ
dP

⏐⏐⏐⏐
t
= exp

(
−

1
2

∫ t

0
Υ T

s Υsds −

∫ t

0
Υ T

s dBs

)
,

where Υs is a d-vector of Ft−adapted processes. Here Υs is as-
sumed constant:Υ = (w0, . . . , wd)wherewi=0,...,d are risk premi-
ums related to each Brownian motion. Under the Q measure, the
vectorWt = (W 0

t , . . . ,W d
t )

⊤ defined by⎛⎜⎝dW 0
t

...

dW d
t

⎞⎟⎠ =

⎛⎜⎝dB0
t

...

dBd
t

⎞⎟⎠+

⎛⎜⎝w0
...

wd

⎞⎟⎠ dt

is a vector of independent Brownianmotions. For any arbitrary r ∈

R and υ ∈ R, if we choose Υ :=

(
Σ−1

S (µS − r1d)
υ

)
then discounted

assets prices Sit
S0t

are martingales under Q . The equivalent measure
defined by this manner is then eligible as risk neutral one.

We insist on the fact that r ∈ R is a parameter definingΥ and is
chosen by the insurer. r is not necessarily set to the current risk free
rate.2 Due to incompleteness, r is an expected rate, adjusted to take
into account the insurer’s risk aversion to an adverse evolution of
interest rates. Under the equivalentmeasure, themortality account
SMt has a drift equal to µM (s) = µd(s) + σ⊤

d Υ whereas all assets
grow at an average rate, r . To summarize, the joint dynamics of
financial assets and the mortality account under Q is defined by:

dSt
St

=

(
r1

µM (s)

)
dt + ΣdWt ,

2 Remember that in our framework, the numeraire is S0 and the current risk free
rate may be assimilated to µ0 .
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where 1 is a d vector of ones. On the other hand, the total asset
satisfies the following relation under Q :

At = A0 exp
((

r −
1
2
θ⊤

S ΣSΣ
⊤

S θS

)
t +

∫ t

0
θ⊤

S ΣSdWs

)
,

where the vector θS = (θ0, . . . , θd−1)⊤ contains portfolio weights.
In theory, any arbitrary value for r is allowed and leads to different
estimates of BE provisions. In practice, r may be assimilated to a
prudent estimate of the average risk free rate. Among all available
measures, a natural choice consists of setting r equal to µ0, plus a
risk premium. However, the degree of uncertainty over r may be
high if we price long term contracts. To take into account the risk
aversion to ambiguity, the best estimate provisions are appraised
by its maximum value reached over a set of equivalent measures
Q . This set is delimited by an entropic constraint of the change
of measure from P to Q . The entropy is a distance that quantifies
the distortion between the real and risk neutral measures. In other
words, to limit the exposure to model and parameters misspeci-
fications, BE provisions are evaluated in the worst case scenario
selected in a subset of risk neutral worlds. The entropic distance is
the expectation under Q of the logarithm of the Radon–Nikodym
derivative dQ

dP

⏐⏐
t and is constrained as follows:

EQ
(
ln

dQ
dP

⏐⏐⏐⏐
t
F0

)
≤

1
2
U2t ∀t ∈ R+, (6)

where U ∈ R+ is a parameter chosen by the insurer and directly
related to its level of risk aversion. The entropic distance and its
boundbothdependon the considered timehorizon. This constraint
is equivalent to impose a bound on the integral

1
2

∫ t

0
Υ T

s Υsds ≤
1
2
U2t ∀t ∈ R+. (7)

Remark that the parameter U is an additional degree of freedom.
Then, it is eventually possible to calibrate it so as to match the
output of our model (e.g. NAV and SCR) with results from a com-
plex internal model. As we consider that Υ is constant: Υ =(

Σ−1
S (µS − r1)

υ

)
, the entropic constraint delimits an elliptic domain

for (µS, υ) in R2 as stated in the next proposition:

Proposition 5.1. The entropy is bounded by a constraint (6), if and
only if

U2
≥ µ⊤

S

(
ΣSΣ

⊤

S

)−1
µS −

(
µ⊤

S

(
ΣSΣ

⊤

S

)−11
)2

1⊤
(
ΣSΣ

⊤

S

)−11
. (8)

In this case, υ−
≤ υ ≤ υ+ where

υ±
= ±

√(
µ⊤

S

(
ΣSΣ

⊤

S

)−11
)2

1⊤
(
ΣSΣ

⊤

S

)−11
−

(
µ⊤

S

(
ΣSΣ

⊤

S

)−1
µS − U2

)
(9)

and if r−(υ) ≤ r ≤ r+(υ) where

r±(υ) =
2µ⊤

S

(
ΣSΣ

⊤

S

)−11 ±
√
D(υ)

2 1⊤
(
ΣSΣ

⊤

S

)−11
, (10)

and

D(υ) = 4
(
µ⊤

S

(
ΣSΣ

⊤

S

)−11
)2

− 4
(
1⊤
(
ΣSΣ

⊤

S

)−11
)(

µ⊤

S

(
ΣSΣ

⊤

S

)−1
µS − U2

+ υ2
)

.

Proof. The constraint on entropy (7) is equivalent to

r2 1⊤
(
ΣSΣ

⊤

S

)−11 − 2rµ⊤

S

(
ΣSΣ

⊤

S

)−11

+

(
µ⊤

S

(
ΣSΣ

⊤

S

)−1
µS − U2

+ υ2
)

≤ 0. (11)

The left hand term in this last equation is a second order polyno-
mial for which the discriminant is

D(υ) = 4
(
µ⊤

S

(
ΣSΣ

⊤

S

)−11
)2

− 4
(
1⊤
(
ΣSΣ

⊤

S

)−11
)(

µ⊤

S

(
ΣSΣ

⊤

S

)−1
µS − U2

+ υ2
)

.

The discriminant is positive if and only if

4
(
µ⊤

S

(
ΣSΣ

⊤

S

)−11
)2

− 4
(
1⊤
(
ΣSΣ

⊤

S

)−11
)(

µ⊤

S

(
ΣSΣ

⊤

S

)−1
µS − U2

)
≥ 4

(
1⊤
(
ΣSΣ

⊤

S

)−11
)

υ2

asΣSΣ
⊤

S is semi positive definite, this last expression simplifies as
follows(

µ⊤

S

(
ΣSΣ

⊤

S

)−11
)2

1⊤
(
ΣSΣ

⊤

S

)−11
−

(
µ⊤

S

(
ΣSΣ

⊤

S

)−1
µS − U2

)
≥ υ2

and we infer the bound (9) on υ . On the other hand, the two roots
of polynomial in the left hand term of (11) are

r±(υ) =
2µ⊤

S

(
ΣSΣ

⊤

S

)−11 ±
√
D(υ)

2 1⊤
(
ΣSΣ

⊤

S

)−11
.□

For any admissible parameters (υ, r), the drift of mortality
rates under the equivalent measure is provided by the following
expression:

µM (s) = µd(s) + σ⊤

d Υ (υ, r)

= µd(s) + σ⊤

d (0:d−1)Σ
−1
S (µS − r1d) + σd (d)υ.

In absence of dependence between the mortality and financial
markets (σ⊤

d (0:d−1) = 0), the set of admissible equivalent mortality
rates is an ellipse centered aroundµd(s).Whereas the set of admis-
sible discount rate under Q (defined by relation (10)), is an ellipse

that is centered around
2µ⊤

S

(
ΣSΣ

⊤
S

)−1
1

2 1⊤

(
ΣSΣ

⊤
S

)−1
1
. This central return may be

interpreted as the expected return of a portfoliowithweights equal
to the marginal contribution of each asset to the total variance of
the market.

We expect that the real value of a contingent claim instrument
that pays a Ft-adapted cash-flow HT at time T is in an interval:

Value ∈

[
min

{υ,r}∈A
EQ
(
S0t
S0T

HT |Ft

)
, max

{υ,r}∈A
EQ
(
S0t
S0T

HT |Ft

)]
(12)

where A is the set of parameters that defines equivalent risk
neutral measures with an entropy bounded by Eq. (6):

A =
{
(υ, r) | υ−

≤ υ ≤ υ+,r−(υ) ≤ r ≤ r+(υ)
}
.

The size of the interval in Eq. (12) measures the model risk and
the uncertainty over parameters. What we call ‘‘robust price’’ of a
contingent claim is precisely themaximum value attained over the
set of eligible equivalent measures:

Robust Price = max
{υ,r}∈A

EQ
(
S0t
S0T

HT |Ft

)
.

If we apply this principle of valuation to provisions, the robust best
estimate is defined by themaximumof non robust BE’s over the set
A:

BEi = max
{υ,r}∈A

BEQ
i i = 0, 1, . . ., T . (13)
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Table 2
The first column reports the parameters µS and Σ defining the assets and mortality, used in all numerical illustrations
of this article. The second column presents statistics related to Σ . We report the standard deviations of S1t=1 , S

2
t=1 , S

M
t=1

and their correlations.

Parameters Value Parameters Value

µS

(
1%
5%

)
Std. Dev.

(
2%
15%
0.10%

)

Σ

(
0.02 0 0

−0.03 0.1470 0
0 0.0001 0.0010

)
Correlation

(
1 −0.20 0.05

−0.20 1 0.05
0.05 0.05 1

)

Fig. 1. The left plot shows the domain of admissible risk neutral returns r , for
the evaluation of contingent claims, when the entropy is bounded by U = 0.75.
The right plot presents the domain of mortality risk premiums,σ⊤

d Υ (υ, r) =

e⊤

d ΣΥ (υ, r), under Q in function of υ . These graphs are obtained with parameters
of Table 2.

We remark that our approach is compatible with the rationale of
Cochrane and Saa Requejo’s (2000) Good-Deal-Bound. Here, the
expected assets return r is located in an interval [r−(υ), r+(υ)]
which is close to Cochrane and Saa-Requejo’s idea that consists of
bounding Sharpe ratios of assets.

To conclude this section, we present some numerical results to
illustrate Proposition 5.1. Fig. 1 shows the domains of r(υ) and
of the risk premium σ⊤

d Υ (υ) added to the mortality rate under Q ,
as a function of υ . Parameters used for this exercise are reported
in Table 2. Given that the constraint on entropy is reformulated
as a quadratic constraint on parameters, domains for r(υ) and
the mortality risk premiums are elliptical. Any pair of parameters(
r, σ⊤

d Υ (υ, r)
)
inside these ellipsoids corresponds to an eligible

risk neutral measure, with an entropy lower than exp
( 1
2U

2t
)
.

6. Evaluation of best estimate provisions

The first part of this section focuses on the evaluation of non-
robust best estimate provisions such as defined by Eqs. (3) and (4).
For a given risk neutral measure Q , the evaluation of provisions
requires to price multiple European call options of the type:

EQ

(
SMtk−1

SMtk

S0tk−1

S0tk

[
ρ

Atk

Atk−1

− eg∆

]
+

|Fti

)
(14)

= EQ

(
SMtk−1

S0tk−1
EQ

(
1

SMtk S
0
tk

[
ρ

Atk

Atk−1

− eg∆

]
+

|Ftk−1

)
|Fti

)

where ti ≤ tk. Whereas for the last period before expiry of the
contract, we have to appraise the following call option:

EQ

(
S0tk−1

S0tk

[
ρ

Atk

Atk−1

− eg∆

]
+

|Fti

)
(15)

= EQ

(
S0tk−1

EQ

(
1
S0tk

[
ρ

Atk

Atk−1

− eg∆

]
+

|Ftk−1

)
|Fti

)
.

In order to price these contingent claims, we define an equivalent
forward measure denoted by F (k). The numeraire that defines this
forward measure is a bond with a payoff linked to the mortality.
This kind of mortality bond pays one monetary unit at time tk if
the individual of age x + t survives till age x + tk and nothing if
the person passes away before. The value of such a bond is the
expectation of the discounted payoff:

SF (k)t = EQ

(
SMt
SMtk

S0t
S0tk

|Ft

)
(16)

= e−

(
r+ 1

tk−t
∫ tk
t µM (s)ds

)
(tk−t)

where t < tk and r is the discount rate underQ . At expiry, the value
of this mortality bond is SF (k)tk = 1. The change of measure toward
F (k) is defined by a Radon–Nikodym derivative:

dF (k)
dQ

|Ft =
SF (k)tk

SMtk S
0
tk

SMt S0t
SF (k)t

. (17)

We may check that this ratio is a martingale and fulfills all the
conditions to be used as a change of measure. On the other hand,
under the equivalent forward measure F (k), we have that

EF (k)

([
ρ

Atk

Atk−1

− eg∆

]
+

|Ftk−1

)

=

EQ
(

SF (k)tk
SMtk S

0
tk

SMtk−1
S0tk−1

SF (k)tk−1

[
ρ

Atk
Atk−1

− eg∆
]

+

|Ftk−1

)
EQ

(
SF (k)tk
SMtk S

0
tk

SMtk−1
S0tk−1

SF (k)tk−1

|Ftk−1

)

=

EQ
(

1
SMtk S

0
tk

[
ρ

Atk
Atk−1

− eg∆
]

+

|Ftk−1

)
EQ

(
1

SMtk S
0
tk

|Ftk−1

) .

This last result allows us to rewrite the expected payoff of the
option defined by Eq. (14) as the product of a discount factor times
the expected cash-flow under F (k):

EQ

(
1

SMtk S
0
tk

[
ρ

Atk

Atk−1

− eg∆

]
+

|Ftk−1

)
=

e−

(
r+ 1

∆

∫ tk
tk−1

µM (s)ds
)
∆

SMtk−1
S0tk−1

×

(18)

EF (k)

([
ρ

Atk

Atk−1

− eg∆

]
+

|Ftk−1

)
.
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So as to calculate the expected payoff in this equation, we need
to determine the dynamics of assets returns under F (k). For this
purpose, additional notations are required. Firstly, we introduce
the following notation:

θ := (θS, 0) = (θ1, . . . , θd−1, 0)

which is the vector of portfolio weights, complemented by zero.
Secondly, we denote by Xt := ln At

A0
, the log-return of the total

asset. The dynamics of Xt under Q is then provided by a stochastic
differential equation (SDE):

dXt =

(
r −

1
2
θ⊤ΣΣ⊤θ

)
  

µX

dt + θ⊤Σ
ΣX

dWt ,

where µX ∈ R and ΣX ∈ Rd+1 are respectively the constant
drift and diffusion coefficients of Xt . We next define a new process,
Yt =: ln SMt S0t

SM0 S00
that is led by the following dynamics under Q :

dYt =

(
r + µM (t) −

(
e⊤

0 + e⊤

d

)
ΣΣ⊤ (e0 + ed)
2

)
  

µY (t)

dt

+
(
e⊤

0 + e⊤

d

)
Σ  

ΣY

dWt

where e0 and ed are d+1 vectors, (1, 0, . . . , 0) and (0, 0, . . . , 1). the
time-varying drift and diffusion coefficients of Yt are respectively
denoted by µY (t) and ΣY . The next proposition is a key result for
evaluating the option (14).

Proposition 6.1. For t ≤ s ≤ tk, the moment generating function
(mgf) of the total asset log-return, Xs, under F (k) is given by the next
expression

EF (k) (eωXs |Ft
)

= exp
(

ωXt +

(
ω
(
µX − ΣXΣ⊤

Y

)
+

1
2
ΣXΣ⊤

X ω2
)
(s − t)

)
(19)

and its dynamics under F (k) is provided by the following SDE:

dXt =
(
µX − ΣXΣT

Y

)
dt + ΣXdWt (20)

=

(
r −

1
2
θ⊤ΣΣT θ − θ⊤ΣΣ⊤ (e0 + ed)

)
dt + θ⊤ΣdWt .

Proof. By construction, the moment generating function of Xs
under F (k) is equal to the next ratio under Q

EF (k) (eωXs |Ft
)

=
EQ
(
eωXs−Ytk |Ft

)
EQ
(
e−Ytk |Ft

) . (21)

Given that ωXs − Ytk conditionally to the filtration Ft , is the differ-
ence between two Gaussian processes:

ωXs − Ytk |Ft = ωXt − Yt +

(
ωµX (s − t) −

∫ tk

t
µY (s) ds

)
+
(
(ωΣX − ΣY ) (Ws − Wt) − ΣY

(
Wtk − Ws

))
.

The last term of this equation is the sum of two independent
normal variables and is then also normal with the following spec-
ifications:

(ωΣX − ΣY ) (Ws − Wt) − ΣY
(
Wtk − Ws

)
∼ N

(
0,
√

(ωΣX − ΣY ) (ωΣX − ΣY )⊤ (s − t) + ΣYΣ⊤

Y (tk − s)
)

.

We infer then that the numerator of (21) is the expectation of a
lognormal random variable:

EQ (eωXs−Ytk |Ft
)

= exp
(

ωXt − Yt + ωµX (s − t) −

∫ tk

t
µY (s) ds

)
× exp

(
1
2

(ωΣX − ΣY ) (ωΣX − ΣY )
⊤ (s − t)

+
1
2
ΣYΣ⊤

Y (tk − s)
)

.

The denominator of (21) is equal to

EQ (e−Ytk |Ft
)

= exp
(

−Yt −

∫ tk

t
µY (s) ds +

1
2
ΣYΣ⊤

Y (tk − t)
)

.

And after simplification, we finally deduce that the moment gen-
erating function of Xt under F (k) is equal to

EQ
(
eωXs−Ytk |Ft

)
EQ
(
e−Ytk |Ft

) = exp
(
ωXt +

(
ωµX − ωΣXΣ⊤

Y

)
(s − t)

)
× exp

(
1
2
ωΣXΣ⊤

X ω (s − t)
)

.

This is also the mgf of a process driven by the dynamics proposed
in Eq. (20). □

From this last proposition, we infer that under the forward
measure F (k) and for any t ≤ tk, the dynamics of the total asset
log-return is given by

d ln
At

A0
=

(
r −

1
2
θ⊤ΣΣT θ − θ⊤ΣΣ⊤ (e0 + ed)

)
dt + θ⊤ΣdWt .

Applying the Itô’s lemma, allows us to establish the following
expression for the total asset under F (k):

At = A0 exp
((

r −
1
2
θ⊤ΣΣT θ − θ⊤ΣΣ⊤ (e0 + ed)

)
t

+ θ⊤ΣWt

)
(22)

and that At is a geometric Brownian motion:

dAt

At
=
(
r − θ⊤ΣΣ⊤ (e0 + ed)

)
dt + θ⊤ΣdWt .

These features are used in thenext proposition to find a closed form
expression of options (14) and (15), that are used later as building
blocks for evaluating the best estimate provisions.

Proposition 6.2. The option (14) is equal to

EQ

(
1

SMtk S
0
tk

[
ρ

Atk

Atk−1

− eg∆

]
+

|Ftk−1

)
= (23)

e−

(
r+ 1

∆

∫ tk
tk−1

µM (s)ds
)
∆

SMtk−1
S0tk−1

×

(
ρe

(
r−θ⊤ΣΣ⊤(e0+ed)

)
∆
Φ (d1(θ )) − eg∆Φ (d2(θ ))

)
where Φ(.) is the cumulative distribution function of a standard
normal variable and with:

d1(θ ) =
ln ρ −

(
g − r −

1
2θ

⊤ΣΣ⊤θ + θ⊤ΣΣ⊤ (e0 + ed)
)
∆

√
θ⊤ΣΣ⊤θ

√
∆

,

d2(θ ) = d1(θ ) −

√

θ⊤ΣΣ⊤θ
√

∆.
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Proof. If we remember Eq. (18), the option (14) is the product
of a discount factor and of the expected payoff under the forward
measure:

EQ

(
1

SMtk S
0
tk

[
ρ

Atk

Atk−1

− eg∆

]
+

|Ftk−1

)

=
e−

(
r+
∫ tk
tk−1

µM (s)ds
)
∆

SMtk−1
S0tk−1

EF (k)

([
ρ

Atk

Atk−1

− eg∆

]
+

|Ftk−1

)
.

The payoff can be reformulated as follows:

EF (k)

([
ρ

Atk

Atk−1

− eg∆

]
+

|Ftk−1

)

= ρEF (k)

([
Atk

Atk−1

− eg∆−ln ρ

]
+

|Ftk−1

)
. (24)

On the other hand, we know from Eq. (22) that the total asset is a
log-normal random variable under the forward measure F (k):

ln
Atk

Atk−1

∼ N

⎛⎜⎜⎜⎝
(
r −

1
2
θ⊤ΣΣ⊤θ − θ⊤ΣΣ⊤ (e0 + ed)

)
  

µA

∆,

√

θ⊤ΣΣ⊤θ  
σA

√
∆

⎞⎟⎟⎟⎠
where µA and σA are respectively the drift and the standard devia-
tion of the total asset log-return. The expectation in the right hand
term of Eq. (24) may then be rewritten by:

EF (k)

([
Atk

Atk−1

− eg∆−ln ρ

]
+

|Ftk−1

)

=

∫
+∞

zinf

(
eµA∆+σA

√
∆z

− eg∆−ln ρ
)

φ(z)dz

= eµA∆

∫
+∞

zinf

(
eσA

√
∆z
)

φ(z)dz −
(
eg∆−ln ρ

) (
1 − Φ

(
zinf
))

whereφ(z) =
1

√
2π

e−
z2
2 is the density of a standard normal variable

and zinf satisfies µA∆ + σA
√

∆zinf = g∆ − ln ρ or

zinf =
(g − µA) ∆ − ln ρ

σA
√

∆
.

Given that(
eσA

√
∆z
)

φ(z) = exp
(
1
2
σ 2
A ∆

)
1

√
2π

exp
(

−
1
2

(
z − σA

√
∆

)2)
the right hand term of Eq. (24) becomes:

EF (k)

([
Atk

Atk−1

− eg∆−ln ρ

]
+

|Ftk−1

)
= eµA∆+

1
2 σ2

A ∆
(
1 − Φ

(
zinf − σA

√
∆

))
−
(
eg∆−ln ρ

) (
1 − Φ

(
zinf
))

.

The standard Gaussian random variable being symmetric, 1 −

Φ
(
zinf
)

= Φ
(
−zinf

)
and the previous expression is then equal to

EF (k)

([
Atk

Atk−1

− eg∆−ln ρ

]
+

|Ftk−1

)

= eµA∆+
1
2 σ2

A ∆Φ

(
−zinf + σA

√
∆

)
−
(
eg∆−ln ρ

)
Φ
(
−zinf

)
= e

(
µA+

1
2 σ2

A

)
∆
Φ (d1(θ )) −

(
eg∆−ln ρ

)
Φ (d2(θ ))

where

d1(θ ) = −
(g − µA) ∆ − ln ρ

σA
√

∆
+ σA

√
∆

=
ln ρ −

(
g − µA − σ 2

A

)
∆

σA
√

∆

d2(θ ) = d1(θ ) − σA
√

∆.

We can conclude that the option (14) admits the closed form
expression (23). □

It is interesting to notice that the participation to profits, cal-
culated with the formula (23), depends on mortality through the
correlation between financialmarkets andmortality. If we remem-
ber the expressions (3) and (4) of best estimate provisions, the
option for the last period is independent from the mortality. The
next corollary reports the analytical expression of this option.

Corollary 6.3. The option for the last period of capitalization, embed-
ded in BE provisions (3) and (4) has a value equal to

EQ

(
1
S0tk

[
ρ

Atk

Atk−1

− eg∆

]
+

|Ftk−1

)
=

e−r∆
(

ρe
(
r−θ⊤ΣΣ⊤e0

)
∆
Φ (c1(θ )) − eg∆Φ (c2(θ ))

)
where Φ(.) is the cumulative distribution function of a standard
normal variable and where:

c1(θ ) =
ln ρ −

(
g − r −

1
2θ

⊤ΣΣT θ + θ⊤ΣΣ⊤e0
)
∆

√
θ⊤ΣΣ⊤θ

√
∆

,

c2(θ ) = c1(θ ) −

√

θ⊤ΣΣ⊤θ
√

∆.

We have now all the elements to evaluate the robust best
estimate provisions such as defined by Eq. (13). However, so as
to rewrite provisions in a concise way, we introduce the following
notations for the options defined by Eqs. (14) and (15):

Ψ 1(r, υ, i, k)

:= EQ

(
SMtk−1

S0tk−1
EQ

(
1

SMtk S
0
tk

[
ρ

Atk

Atk−1

− eg∆

]
+

|Ftk−1

)
|Fti

)
(25)

= e−

(
r+ 1

∆

∫ tk
tk−1

µM (s)ds
)
∆

×

(
ρe

(
r−θ⊤ΣΣ⊤(e0+ed)

)
∆
Φ (d1(θ )) − eg∆Φ (d2(θ ))

)
,

and

Ψ 2(r, i, k) := EQ

(
S0tk−1

EQ

(
1
S0tk

[
ρ

Atk

Atk−1

− eg∆

]
+

|Ftk−1

)
|Fti

)
(26)

= e−r∆
(

ρe
(
r−θ⊤ΣΣ⊤e0

)
∆
Φ (c1(θ )) − eg∆Φ (c2(θ ))

)
.

In these equations, r and υ determine the risk neutral measure, i is
the time index of the reference filtration and k is the index of the
accumulation period. If we remember the expression (3) for the
BEQ

0 at time 0, the robust BE0 is the maximum of provisions over
the set A of admissible parameters:

BE0 = C max
{υ,r}∈A

⎡⎣α

n∑
j=1

j∏
k=1

(
e(g−r)∆−

∫ tk∧tj−1
tk−1

µM (s)ds
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+
(
Ψ 1(r, υ, 0, k)1{k<j} + Ψ 2(r, 0, j)1{k=j}

))
−α

n∑
j=1

j∏
k=1

(
e(g−r)∆−

∫ tk
tk−1

µM (s)ds
+ Ψ 1(r, υ, 0, k)

)

+

n∏
k=1

(
e(g−r)∆−

∫ tk
tk−1

µM (s)ds
+ Ψ 1(r, υ, 0, k)

)⎤⎦ .

Similarly the robust best estimate provision at time ti, just after
crediting the participation, is given by:

BEi = C
i∏

k=1

S0tk−1

S0tk

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
× V (i) (27)

where V (i) is defined as follows:

V (i) := max
{υ,r}∈A

⎡⎣α

n∑
j=i+1

j∏
k=i+1

(
e(g−r)∆−

∫ tk∧tj−1
tk−1

µM (s)ds (28)

+
(
Ψ 1(r, υ, i, k)1{k<j} + Ψ 2(r, i, j)1{k=j}

))
−α

n∑
j=i+1

j∏
k=i+1

(
e(g−r)∆−

∫ tk
tk−1

µM (s)ds
+ Ψ 1(r, υ, i, k)

)

+

n∏
k=i+1

(
e(g−r)∆−

∫ tk
tk−1

µM (s)ds
+ Ψ 1(r, υ, 0, k)

)⎤⎦ .

We can draw a parallel between the robust approach and the
Solvency II regulation. In Solvency II, the total value of liabilities
is the sum of BE and the risk margin. This risk margin is the cost
of capital needed to cover intrinsic risks of the insurance contract.
In the robust evaluation scheme, the value of BE already includes a
risk premium for adverse deviation of these intrinsic risks.

Before concluding this section, we present in Fig. 2 the relation
between the average return r of assets under Q and the non-
robust best estimate provisions of three contracts with different
participation rates and guarantees. The subscriber is a 50 year
old man and the average mortality µd(t) is a Makeham function
detailed in Appendix. The duration of policies is T = 10 years and
α = 1. The invested capital in the contract is C = 100 whereas the
insurer’s investment strategy is (θ1, θ2) = (60%, 40%). The other
characteristics of assets are those presented in Table 2.

The three plots of Fig. 2 reveal an important feature of partici-
pating contracts: the sensitivity of BEQ to r differs widely between
contracts. For the first contract (g = 1% and ρ = 90%), the BE
is inversely proportional to r . For the second and third contracts,
the non-robust BE is a convex function of r that admits a local
minimum. Under certain circumstances, the robust best estimate
provision (which is the maximum of BEQ

i over the set A) is not
necessarily obtained with the lowest admissible r over A. In our
example, this mainly occurs for contracts with a high participation
rate and a negative guarantee. However this type of contract is
currently not proposed by insurance companies.

Fig. 3 exhibits the surface of best estimate provisions for all
admissible pairs (υ, r) ∈ A. We consider two contracts, subscribed
by a 50 year old man, with the same guarantee and participation
rate (g = 1%, ρ = 0.90). The first contract foresees the payment
of the provision in case of death (α = 1). The death benefit for
the second policy is equal to ten times the provision3 (α = 10).
As in the previous example, the duration is ten years, the capital

3 In practice, death allowances are often lower but our purpose is here to clearly
emphasize the role of mortality on the determination of robust BE.

Table 3
Robust best estimate provisions and corresponding pair of parameters (υ, r).

Parameters υrobust rrobust BErobust
g = 1% ρ = 0.90 and α = 1 0 0.14% 109.37
g = 1% ρ = 0.90 and α = 10 0.1734 0.19% 164.96

is C = 100 and (θ1, θ2) = (60%, 40%). The entropic parameter
U is equal to 0.75. The crosses point out the robust best estimate
provisions. These values and the corresponding (υ, r) are reported
in Table 3. For the first contract, the robust provision is computed
with the lowest return available in A, that is r = r−(υ) with
υ = 0. This is not the case for the second contract. The robust
provision is obtained with r(υ) ≥ r−(0) for υ = 0.1734 and with
a risk premium added to the reference mortality table. The robust
BE provision is then not necessarily computed with the lowest r ,
particularly if the death benefit is high compared to the provision.

7. The robust net asset value (NAV) and best estimate (BE)

In the remainder of this work, we assume that the participation
is calculated on a yearly basis (∆ = 1). The net asset value (NAV)
at time 0 is the difference between the total asset and the best
estimate provision. The NAV may be interpreted as the market
value of future incomes earned by the insurance company, which
is also the market capitalization of the firm. The NAV is then a
measure of profitability defined by:

NAV0 := A0 − BE0 (29)

where BE0 is the robust best estimate provision, such as defined
by Eq. (27). According to the Solvency II regulation, the solvency
capital requirement (SCR) corresponds to the economic capital a
(re)insurance undertaking needs to hold in order to limit the prob-
ability of ruin to 0.5%, i.e. ruin would occur once every 200 years.
According to this recommendation, the solvency capital is a per-
centile of the NAV distribution in one year, under the real measure
P . However, the regulator recommends a slightly different mathe-
matical definition which is:

P
(
NAV0 − NAVt1 ≥ SCRreg

0

)
= β (30)

where β = 0.5% is the confidence level. In fact, the SCR defined by
this way is simply an approached value of the 0.5% Value at Risk
(VaR) of the NAV:

P
(
E
(
NAVt1 |F0

)
− NAVt1 ≥ SCR0

)
= β (31)

for a confidence level of β = 0.5% where the expectation is here
evaluated under the real measure P . The solvency capital SCR0
calculated by this last formula would be higher than SCRreg

0 for any
profitable insurance company as on averageE

(
NAVt1 |F0

)
> NAV0

in this case. As the solvency capital defined by Eq. (31) is more
conservative than the one obtained with the regulator’s formula,
we adopt it as definition in the remainder of this article.

The ORSA (Own Risk and Solvency Assessment) is an internal
process for evaluating risks and is a tool of control for the Supervi-
sory authorities. The undertaking should develop for the ORSA its
own processes with appropriate and adequate techniques, tailored
to fit its risk-management systemand taking into consideration the
nature, scale and complexity of the risks inherent to the business.
Recognition and valuation bases for the ORSA may be different
from the Solvency II bases. Furthermore, the undertaking should
ensure that its assessment of the overall solvency needs is forward-
looking, including a medium term or long-term perspective as
appropriate. However, the regulation does not provide detailed
guidelines to evaluate the prospective SCR. In our framework,
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Fig. 2. Example of non-robust best-estimate provisions for different level of r .

Fig. 3. The left and right plots present the surface of BEQ
0 overA for two contracts. The entropy parameter is set to U = 0.75. The red dots pointout the robust best estimates.

applying the same principle as the one used to evaluate SCR0, leads
to the following definition for prospective SCRtj for j ≥ 1:

P
(
E
(
NAVtj+1 |Ftj

)
− NAVtj+1 ≥ SCRtj |Ftj

)
= β. (32)

However, in this case SCRtj is Ftj adapted. This means that at any
times before tj, the SCRtj is a random variable. The exact value of
SCRtj is then unknown before tj. At our knowledge, the distribution
of SCRtj defined in this way is only calculable with Monte Carlo
simulations.We also wonder what is the relevance of this measure
of risk for asset–liability management or to communicate with
shareholders. As authorizedby theORSA, thismotivates us to adopt

a more natural definition for the SCRtj :

P
(
E
(
NAVtj+1 |Ft0

)
− NAVtj+1 ≥ SCRtj

)
= 1 − (1 − β)j+1, (33)

where the confidence level is adjusted year on year. In this ap-
proach, the SCR is the Value at risk for a time horizon tj+1, com-
puted with a yearly confidence level of β . Using this method
presents two advantages. Firstly, the SCR defined by this way is
no more a random variable but a scalar. Secondly, the SCR may
be computed without recourse to simulations, if the probability
density function (pdf) of NAVtj+1 is known. However, this is not the
case for the insurance contract that we study. For this reason, we
approach the NAV by another random variable, fitted by moments
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matching. The first step to deploy this method consists of evaluat-
ing the moments of NAVtj+1 . If the individual is still alive at time tj,
this NAVtj+1 is equal to

NAVtj

= I{τ>tj}

(
Atj − C

i∏
k=1

S0tk−1

S0tk

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
V (j)

)
(34)

where V (j) is defined by Eq. (28). Due to the independence of
increments, the expected NAVtj+1 is rewritten as the difference
between the expected total asset and aproduct of an optionpayoff:

E
(
NAVtj |F0

)
= E

(
SM0
SMtj

Atj |F0

)

− C
j∏

k=1

E

[
SMtk−1

SMtk

S0tk−1

S0tk

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
|F0

]
V (j).

This expectation and the other moments of the NAV are provided
in the next proposition.

Proposition 7.1. If
( n
k

)
=

n!
k! (n−k)! the expected moment of order u

for the NAV at time tj is provided by the following equation

E
(
NAV u

tj |F0

)
=

u∑
m=0

[( u
m

)
(−C × V (j))mAu−m

0

j∏
k=1

[
m∑
l=0

(35)⎡⎣(m
l

) (
eg∆
)m−l

l∑
p=0

[(
l
p

) (
−eg∆

)l−p
(ρ)ph(k, u, l,m, p)

]⎤⎦⎤⎦⎤⎦
where the function h(k, u, l,m, p) is the following expectation under
the real measure:

h(k, u, l,m, p)

= E

⎛⎝SMtk−1

SMtk

(
Atk

Atk−1

)u−m+p
(
S0tk−1

S0tk

)m(
I{

ρ
Atk

Atk−1
>eg∆

}
)I{l̸=0}

|F0

⎞⎠ .

(36)

Proof. Given that
(
I{τ>tj}

)u
= I{τ>tj} for allu > 0, we have that

NAV u
tj

= I{τ>tj}

(
Atj − C

i∏
k=1

S0tk−1

S0tk

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
V (j)

)u

.

Applying the Newton’s binomial theorem to this expression and
taking its expectation under P leads to the following equality

E
(
NAV u

tj |F0

)
= (37)

E

(
u∑

m=0

( u
m

) SM0
SMtj

(
Atj

)u−m

( j∏
k=1

S0tk−1

S0tk

×

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)
(−C × V (j, θ ))

)m

|F0

)
=

u∑
m=0

( u
m

)
(−C × V (j))mAu−m

0 E

⎛⎝SM0
SMtj

(Atj

A0

)u−m

×

( j∏
k=1

S0tk−1

S0tk

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

))m

|F0

⎞⎠ .

On the other hand, the decomposition

SM0
SMtj

(Atj

A0

)u−m

=
SM0
SMt1

(
At1

A0

)u−m

...
SMtj−2

SMtj−1

(
Atj−1

Atj−2

)u−m SMtj−1

SMtj

(
Atj

Atj−1

)u−m

and the independence of increments, allows us to rewrite the
expected product of option payoffs in Eq. (37) as a product of their
expectations:

E
(
NAV u

tj |F0

)
=

u∑
m=0

( u
m

)
(−C × V (j))mAu−m

0

×

j∏
k=1

E

(
SMtk−1

SMtk

(
Atk

Atk−1

)u−m
(
S0tk−1

S0tk

)m

×

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)m

|F0

)
.

Ifwe apply theNewton’s binomial theorem to the last term in these
expectations, we infer that(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)m

=

m∑
l=0

(m
l

) (
eg∆
)m−l

([
ρ

Atk

Atk−1

− eg∆

]
+

)l

and

E
(
NAV u

tj |F0

)
=

u∑
m=0

( u
m

)
(−C × V (j))mAu−m

0

×

j∏
k=1

m∑
l=0

(m
l

) (
eg∆
)m−l E

⎛⎝SMtk−1

SMtk

(
Atk

Atk−1

)u−m
(
S0tk−1

S0tk

)m

×

([
ρ

Atk

Atk−1

− eg∆

]
+

)l

|F0

⎞⎠ .

Given that[
ρ

Atk
Atk−1

− eg∆
]

+

=

(
ρ

Atk
Atk−1

I{
ρ

Atk
Atk−1

>eg∆

} − eg∆ I{
ρ

Atk
Atk−1

>eg∆

}
)
,

we deduce the next equality:([
ρ

Atk

Atk−1

− eg∆

]
+

)l

=

(
ρ

Atk

Atk−1

− eg∆

)l
(
I{

ρ
Atk

Atk−1
>eg∆

}
)Il̸=0

=

l∑
p=0

(
l
p

) (
−eg∆

)l−p
(

ρ
Atk

Atk−1

)p
(
I{

ρ
Atk

Atk−1
>eg∆

}
)Il̸=0

.

And finally, we conclude that

E

⎛⎝SMtk−1

SMtk

(
Atk

Atk−1

)u−m
(
S0tk−1

S0tk

)m([
ρ

Atk

Atk−1

− eg∆

]
+

)l

|F0

⎞⎠
=

l∑
p=0

(
l
p

) (
−eg∆

)l−p
(ρ)pE

⎛⎝SMtk−1

SMtk

(
Atk

Atk−1

)u−m+p

×

(
S0tk−1

S0tk

)m(
I{

ρ
Atk

Atk−1
>eg∆

}
)Il̸=0

|F0

⎞⎠ . □
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In a similar manner, we establish the formula for the moments
of the robust best estimate provisions:

Proposition 7.2. The expected best estimate provision of order u for
the NAV at time tj is provided by the next equation

E
(
BEu

tj |F0

)
= (C V (j))u

j∏
k=1

u∑
l=0

(u
l

) (
eg∆
)u−l

×

l∑
p=0

(
l
p

) (
−eg∆

)l−p
(ρ)ph(k, u, l, u, p) (38)

where the function h(k, u, l, u, p) is defined by Eq. (36).

Proof. Given that
(
I{τ>tj}

)u
= I{τ>tj} for allu > 0, we have that

BEu
tj = I{τ>tj}C

uV (j)u
(

i∏
k=1

S0tk−1

S0tk

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

))u

.

Applying the Newton’s binomial theorem to the NAV expression
(34) leads to the following equality

E
(
BEu

tj |F0

)
=

(CV (j))uE

(
SM0
SMtj

j∏
k=1

(
S0tk−1

S0tk

)u(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)u

|F0

)
.

On the other hand, the decomposition

SM0
SMtj

=
SM0
SMt1

...
SMtj−2

SMtj−1

SMtj−1

SMtj
and the independence of increments, allows us to rewrite the
expectation of the product of option payoffs as the product of their
expectations:

E
(
BEu

tj |F0

)
= (CV (j))u

j∏
k=1

E

(
SMtk−1

SMtk

(
S0tk−1

S0tk

)u

×

(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)u

|F0

)
.

Ifwe apply theNewton’s binomial theorem to the last term in these
expectations, we infer that(
eg∆

+

[
ρ

Atk

Atk−1

− eg∆

]
+

)u

=

u∑
l=0

(u
l

) (
eg∆
)u−l

([
ρ

Atk

Atk−1

− eg∆

]
+

)l

.

Given that:([
ρ

Atk

Atk−1

− eg∆

]
+

)l

=

(
ρ

Atk

Atk−1

− eg∆

)l
(
I{

ρ
Atk

Atk−1
>eg∆

}
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=
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l
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) (
−eg∆
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(

ρ
Atk

Atk−1

)p
(
I{

ρ
Atk

Atk−1
>eg∆

}
)I{l̸=0}

we can conclude that the BE provisions are given by the expression
(38). □

Themoments of the net asset value and of the best estimate pro-
visions both depend upon a function h(.) that admits an analytical
representation:

Proposition 7.3. The expectations denoted by h(k, u, l,m, p) have
the following closed-form expressions:

If l = 0,

h(k, u, 0,m, p) = exp
(
(u − m + p)

(
θ⊤

S µS −
1
2
θ⊤ΣΣ⊤θ

)
∆

− m
(

µ0 −
1
2
e⊤

0 ΣΣ⊤e0

)
∆

)
(39)

× exp
(
1
2

((u − m + p)θ − me0 − ed)⊤

× ΣΣ⊤ ((u − m + p)θ − me0 − ed)
)

× exp

(
−

∫ tk

tk−1

µd(s)ds +
1
2
e⊤

d ΣΣ⊤ed∆

)
.

If l ̸= 0,

h(k, u, l,m, p) = exp
(
(u − m + p)

(
θ⊤

S µS −
1
2
θ⊤ΣΣ⊤θ

)
∆

− m
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1
2
e⊤

0 ΣΣ⊤e0

)
∆

)
(40)
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(
−
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tk−1

µd(s)ds +
1
2
e⊤

d ΣΣ⊤ed∆

)

× exp
(
1
2
γ 2
Y

)
(1 − Φ(xmin − γYρXY ))

where Φ(.) is the cdf of a N(0, 1) and γY , ρXY , xmin are constant and
equal to

γY :=

√
((u − m + p)θ − me0 − ed)⊤ ΣΣ⊤ ((u − m + p)θ − me0 − ed)

√
∆.

ρXY :=

[
θ⊤ΣΣ⊤ ((u − m + p)θ − me0 − ed)

]√
∆

γY
√
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g∆ − ln ρ −

(
θ⊤

S µS −
1
2 θ⊤ΣΣ⊤θ

)
∆

√
θ⊤ΣΣ⊤θ

√
∆

.

Proof. When l = 0, h(k, u, 0,m, p) is given by

h(k, u, 0,m, p) = E

(
SMtk−1

SMtk
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Atk

Atk−1
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S0tk−1
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(41)

and as
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(

µ0 −
1
2
e⊤

0 ΣΣ⊤e0

)
∆

)
× exp

(
−

∫ tk

tk−1

µd(s)ds +
1
2
e⊤

d ΣΣ⊤ed∆

)
× exp

(
((u − m + p)θ − me0 − ed)⊤ Σ

[
Btk − Btk−1

])
we find the relation (39). When l ̸= 0

h(k, u, l,m, p)

= E

(
SMtk−1

SMtk

(
Atk

Atk−1

)u−m+p
(
S0tk−1

S0tk

)m

I{
ρ

Atk
Atk−1

>eg∆

}|F0

)
(42)
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and the function h(.) becomes:

h(k, u,m, p) = exp
(
(u − m + p)

(
θ⊤

S µS −
1
2
θ⊤ΣΣ⊤θ

)
∆

− m
(

µ0 −
1
2
e⊤

0 ΣΣ⊤e0

)
∆

)
(43)

× exp

(
−

∫ tk

tk−1

µd(s)ds +
1
2
e⊤

d ΣΣ⊤ed∆

)

×E

(
exp

(
((u − m + p)θ − me0 − ed)⊤

× Σ
[
Btk − Btk−1

])
I{

ρ
Atk

Atk−1
>eg∆

}|F0

)
.

Under the real measure, the ratio
Atk

Atk−1
is equal to the following

exponential:

Atk

Atk−1

= exp
((

θ⊤

S µS −
1
2
θ⊤ΣΣ

⊤

θ

)
∆ + θ⊤Σ

[
Btk − Btk−1

])
and the condition ρ

Atk
Atk−1

> eg∆ is equivalent to

θ⊤Σ
[
Btk − Btk−1

]
√

θ⊤ΣΣ⊤θ
√

∆
>

g∆ − ln ρ −
(
θ⊤

S µS −
1
2θ

⊤ΣΣ⊤θ
)
∆

√
θ⊤ΣΣ⊤θ

√
∆  

xmin

.

The left hand term in this last inequality is a standard normal
random variable, that we denote by X in the rest of the proof:

X :=
θ⊤Σ

[
Btk − Btk−1

]
√

θ⊤ΣΣ⊤θ
√

∆
.

If we define another standard normal random variable, Y , as fol-
lows

Y :=
((u − m + p)θ − me0 − ed)⊤ Σ

[
Btk − Btk−1

]√
((u − m + p)θ − me0 − ed)⊤ ΣΣ⊤ ((u − m + p)θ − me0 − ed)

√
∆

the random vector is a standard bivariate Gaussian variable(
X
Y

)
∼ N

((
0
0

)
,

(
1 ρXY

ρXY 1

))
.

To lighten developments we introduce the following notation:

γY :=

√
((u − m + p)θ − me0 − ed)⊤ ΣΣ⊤ ((u − m + p)θ − me0 − ed)

√
∆.

that allows us to define ρXY , the correlation between X and Y :

ρXY :=

[
θ⊤ΣΣ⊤ ((u − m + p)θ − me0 − ed)

]√
∆

γY
√

θ⊤ΣΣ⊤θ
.

The expectation in the intermediate expression (43) of h(.) is then
equal to E

(
exp (γY Y ) I{X>xmin}|F0

)
. To evaluate this expectation,

we reformulate the random variables X and Y as a linear combi-
nation of two independent standard normal variables X1 and X2:(
X
Y

)
=

(
1 0

ρXY

√
1 − ρ2

XY

)(
X1

X2

)
.

The independence between X1 and X2 allows us to decompose the
expectation E

(
exp (γY Y ) I{X>xinf }|F0

)
as follows

E
(
exp (γY Y ) I{X>xinf }|F0

)
= E

(
exp

(
γYρXYX1 + γY

√
1 − ρ2

XYX2

)
I{X1>xinf }|F0

)

Table 4
Parameters of the participating policy used to construct Fig. 4.

Parameters Value Parameters Value

g 1% α 1
ρ 90% C 100
x 50 T 10
θ1 60% θ2 40%
A0 110 U 0.75

= E
(
exp (γYρXYX1) I{X1>xinf }|F0

)
× E

(
exp

(
γY

√
1 − ρ2

XYX2

)
|F0

)
. (44)

The second expectation is equal to

E
(
exp

(
γY

√
1 − ρ2

XYX2

)
|F0

)
= exp

(
1
2
γ 2
Y

(
1 − ρ2

XY

))
.

The first expectation in Eq. (44) is given by

E
(
exp (γY ρXY X1) I{X1>xmin}|F0

)
=

∫
+∞

xmin

eγY ρXY xφ(x)dx

where φ(x) is the pdf of standard N(0, 1). After simplifications, we
obtain that

E
(
exp (γYρXYX1) I{X1>xmin}|F0

)
= e

1
2 (γY ρXY )2

∫
+∞

xmin

φ(x − γYρXY )dx

= e
1
2 (γY ρXY )2 (1 − Φ(xmin − γYρXY ))

and finally,

E
(
exp (γY Y ) IX>xinf |F0

)
= e

1
2 γ 2

Y

(
1−ρ2

XY

)
e

1
2 (γY ρXY )2 (1 − Φ(xmin − γYρXY ))

= e
1
2 γ 2

Y (1 − Φ(xmin − γYρXY )) . □

Fig. 4 presents the expected future NAV and BE calculated with
propositions 7.1 and 7.2, for the participating contract having the
specifications reported in Table 4. The upper graphs show the
robust estimates obtained with an entropy parameter U = 0.75.
The lower plots exhibit the non robust BE and NAV, evaluated with
the assumptions that r = µ0 and υ = 0 (which are the natural
assumptions done in practice by actuaries). As we could forecast,
the robust NAV and BE are much more conservative that their non
robust equivalents. However, we will see in the next section that
working with a prudent estimate of the NAV, does not necessarily
raise the solvency capital requirement.

8. Evaluation of the SCR

To calculate the initial and prospective solvency capital require-
ments as defined by relations (30) and (33), we approach the
pdf of the NAV by another random variable denoted by ˜NAV tj for
the period tj. This variable shares the same first moments. Two
distributions are considered to approximate theNAV: the Gaussian
and the Normal Inverse Gaussian (NIG). A similar approach was
implemented in Hainaut (2016) to evaluate the SCR of variable
annuities. For j = 1 to n, the Gaussian law is identified by its mean
and its standard deviation as follows

˜NAV tj ∼ N
(
µ

gaus
j , σ

gaus
j

)
where µ

gaus
j := E

(
NAVtj

)
and

(
σ

gaus
j

)2
:= E

(
NAV 2

tj

)
− E

(
NAVtj

)2
are calculated by Proposition 7.1. The NIG approximation of the
NAV is defined by four parameters

˜NAV tj ∼ NIG
(
µ

gaus
j , α

nig
j , β

nig
j , δ

nig
j

)
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Fig. 4. Upper plots show the average robust expected NAV and BE for the contract with the specifications of Table 4. The lower graph presents the non robust equivalents,
calculated with r = µ0 and υ = 0.

where the parameters α
nig
j and β

nig
j must satisfy the constraint,

α
nig 2
j − β

nig 2
j ≥ 0. If γ

nig
j :=

√
α
nig 2
j − β

nig 2
j , the mean, variance,

skewness and excess of kurtosis of ˜NAV tj are equal to:

E
(

˜NAV tj

)
= µ

nig
j +

δ
nig
j β

nig
j√

α
nig 2
j − β

nig 2
j

, (45)

V
(

˜NAV tj

)
=

δ
nig
j (βnig 2

j + γ
nig 2
j )

γ
nig 3
j

, (46)

S
(

˜NAV tj

)
= 3

β
nig
j

α
nig
j

√
δ
nig
j γ

nig
j

, (47)

K( ˜NAV tj ) = 3
α
nig 2
j + 4βnig 2

j

δ
nig
j α

nig 2
j γ

nig
j

− 3. (48)

If we remember that the skewness and the kurtosis of the NAV are
related to its non centered moments by the relations

S
(
NAVtj

)
=

E
(
NAV 3

tj

)
− 3E

(
NAVtj

)
V
(
NAVtj

)
− E

(
NAVtj

)3
V(NAVtj )

3
2

,

K(NAVtj ) =
1(

V(NAVtj )
)2 (E(NAV 4

tj

)
− 4E

(
NAVtj

)
E
(
NAV 3

tj

)
+6E

(
NAVtj

)2E(NAV 2
tj

)
− 3E

(
NAVtj

)4)
− 3

we can easily compute them by Proposition 7.1 and the parame-
ters µ

nig
j , α

nig
j , β

nig
j , δ

nig
j are obtained by matching the moments of

˜NAV tj on these of NAVtj . The density function of ˜NAV tj , that is de-
noted by gj(y, µ

nig
j , α

nig
j , β

nig
j , δ

nig
j ), has a closed form expression:

g(.) = a(αnig
j , β

nig
j , δ

nig
j )q

(
y − µ

nig
j

δ
nig
j

)−1

(49)

×K1

(
δ
nig
j α

nig
j q

(
y − µ

nig
j

δ
nig
j

))
eβ

nig
j

(
y−µ

nig
j

)

where q(x) =
√
1 + x2, K1(x) is the third order Bessel function and

a(αnig
j , β

nig
j , δ

nig
j ) = π−1α

nig
j eδ

nig
j

√
(αnig 2

j −β
nig 2
j )

.

Once that ˜NAV tj are fitted by moments matching, the current and
prospective solvency capital requirements are determined by rela-
tions (30) and (33). So as to illustrate these developments, Table 5
reports the robust ratios SCRt

E(BEt )
and E(NAVt )

SCRt
computedwith Gaussian

and NIG approximations, for the participating contract specified in
Table 4. These ratios may respectively be interpreted as a measure
of risk and of profitability. We observe that for the first 5 years, the
NIG model produces higher robust SCR’s and lower NAV’s than the
Gaussian approximation. From years 5 to 10, the trend is inverted.

Fig. 5 compares robust and non robust ratios calculatedwith the
actuarial assumption that r = µ0 and υ = 0. The relative expected
NAV on SCR are convex functions of time with a local minimum
between 2 and 4 years, depending upon themodel. The non-robust
NAV ratios dominate the robust ones. Whereas the non-robust
SCR is above the robust one and is an increasing concave function
of expiry, whatsoever the considered approximation. This is an
interesting and surprising feature: adopting a robust method does
not cause an increase of the SCR. The reason is that introducing
robustness leads to a prudent estimate of the NAV. The standard
deviation of the NAV is then lower in absolute terms than if com-
puted with a non-robust approach. As the SCR is proportional to
this standard deviation, the capital requirement is reduced.

To conclude this section, we show that our robust framework
may also be used to optimize the asset allocation. To illustrate
this point, we draw in Fig. 6 the efficient frontiers of investment
strategies in the space of performances,E(NAVt )

SCRt
, and risks, SCRt

E(BEt )
, for
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Fig. 5. Current and forward robust solvency capital requirements and NAV’s for the participating contract with specifications of Table 4.

Fig. 6. Ratios
(

SCRt
E(BEt )

,
E(NAVt )
SCRt

)
t=1,5

for different strategies of investment.

Table 5
Robust SCR and expected NAV (in %) computed with the normal and NIG approx-
imations for the insurance contract with specifications reported in Table 4.

t NIG approximation Gaussian approximation
SCRt
E(BEt )

(%) E(NAVt )
SCRt

(%) SCRt
E(BEt )

(%) E(NAVt )
SCRt

(%)

1 20.89 56.83 16.71 71.04
2 25.21 56.11 21.90 64.61
3 28.02 58.81 25.70 64.12
4 30.20 62.43 28.87 65.30
5 32.08 66.31 31.69 67.12
6 33.82 70.22 34.31 69.30
7 35.48 74.04 36.81 71.36
8 37.11 77.72 39.25 73.50
9 38.75 81.23 41.65 75.56

10 40.41 84.51 44.07 77.50

t = 1 and 5 years. Each point plotted in this plan corresponds to a
policy of investment and the percentage indicates the proportion,

θ2, of the total asset invested in the second security. Robust and
non robust curves are similar but the robust efficient frontiers are
translated to an area which corresponds to lower NAV and SCR
levels. As reported in Table 6, an insurer who aims to minimize
the ratio SCR/BE should invest between 6 and 8% of the total asset
into the riskier asset. With this strategy, the average performance
measured by the ratio E(NAV1)

SCR1
is close to its maximum.

9. Uncertainty about P

In previous developments we take into account the model am-
biguity related to the choice of a risk neutral measure Q . But we
ignore the potential misspecifications under the real measure. The
importance of the uncertainty about parameters and the potential
weakness of the modeling approach under P should not be under-
estimated as the solvency capital is the value at risk of the NAV
under the real measure. In this section, we search to integrate in
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Table 6
Investment strategy that minimizes the ratio SCRt

E(BEt )
for t = 1 year and t = 5 years

(NIG approximation).

% Stocks SCR1
E(BE1)

E(NAV1)

SCR1

Robust 8% 13.23% 0.89
Non robust 7% 15.79% 1.36

%Stocks SCR5
E(BE5)

E(NAV5)

SCR5

Robust 7% 19.92% 0.85
Non robust 6% 21.25% 1.05

our framework the preference for robustness both under P and
Q . With this preference, the agent treats the dynamics (1) and
(2) under the real measure as an approximate model toward the
unknown true state evolution of St and SMt . We consider that the
true real measure, denoted by P̃ , is unknown but somewhere in
the neighborhood of P . To delimit this neighborhood, we bound
the entropy of the change of measure from P̃ to P , defined by the
following Radon–Nikodym derivative:

dP̃
dP

⏐⏐⏐⏐⏐
t

= exp
(

−
1
2

∫ t

0
Γ ⊤Γ ds −

∫ t

0
Γ ⊤dBs

)
.

If µ̃S ∈ Rd is the vector of assets drifts under P̃ and υ̃ ∈ R, then we

define Γ ⊤
:=

(
Σ−1

S (µS − µ̃S )
υ̃

)
. Under P̃ , the mortality account, SMt ,

has a drift equal to µM (s) = µd(s) + σ⊤

d Γ . To summarize, under
the equivalent measure, the joint dynamics of the model is given
by the SDE:

dSt
St

=

(
µ̃S

µM (s)

)
dt + ΣdWt .

As we wish to bound the entropy of this change of measure, a
constraint of the form:

EP̃

(
ln

dP̃
dP

⏐⏐⏐⏐⏐
t

F0

)
≤

1
2
U2
P t,

is added, whereUP is a constant. If we develop the left hand term in
this last equation, the entropic constraint is rewritten as follows:

1
2

∫ t

0
Γ ⊤Γ ds ≤

1
2
U2
P t

or after developments,

(µS − µ̃S)
⊤
Σ−1⊤

S Σ−1
S (µS − µ̃S) + (υ)2 ≤ U2

P (50)

that defines an elliptic domain for eligible (µ̃S, υ)⊤ in Rd+1. How-
ever, this single constraint is not sufficient to delimit the set of
admissible equivalent real measures. Indeed, the vector (µ̃S, υ)⊤
defining P̃ must also satisfy a constraint similar to Eq. (8). To clarify
this point, let us denote by UQ , the constant that delimits the set of
admissible risk neutral measures and that was previously noted U .
It delimits the boundary on the entropy of the change of measure
from P̃ to Q as follows:

EQ
(
ln

dQ

dP̃

⏐⏐⏐⏐
t
F0

)
≤

1
2
U2
Q t. (51)

As shown in the proof of Proposition 5.1, for a given UQ , the next
constraint must be satisfied by µ̃S

U2
Q ≥ µ̃⊤

S

(
ΣSΣ

⊤

S

)−1
µ̃S −

(
µ̃⊤

S

(
ΣSΣ

⊤

S

)−11
)2

1⊤
(
ΣSΣ

⊤

S

)−11

to ensure that the entropic distance between P̃ and Q is lower or
equal to 1

2U
2
Q t . The set of parameters (µ̃S, υ)⊤ defining an eligible

equivalent real measure is defined as follows:

Ã =

⎧⎪⎪⎨⎪⎪⎩(υ, µ̃S)

∈ Rd

⏐⏐⏐⏐⏐⏐⏐⏐
(µS − µ̃S)

⊤
Σ−1⊤

S Σ−1
S (µS − µ̃S) + (υ)2 ≤ U2

P

U2
Q ≥ µ̃⊤

S

(
ΣSΣ

⊤

S

)−1
µ̃S −

(
µ̃⊤

S

(
ΣSΣ

⊤

S

)−11
)2

1⊤
(
ΣSΣ

⊤

S

)−11

⎫⎪⎪⎬⎪⎪⎭ .

Whereas we consider that the solvency capital requirement is in
an interval

SCR ∈

[
min

(υ,µ̃S )∈Ã
SCR(υ, µ̃S), max

(υ,µ̃S )∈Ã
SCR(υ, µ̃S)

]
where SCR(υ, µ̃S) is the Q -robust SCR computed by the procedure
developed in Section 8. The size of the interval measures here
the uncertainty about parameters and the model under the real
and risk neutral measures. What we call the robust P − Q SCR
is precisely the maximum value attained over the set of eligible
equivalent measures:

Robust P − Q SCR = max
(υ,µ̃S )∈Ã

SCR(υ, µ̃S).

The calculation of this robust P − Q SCR is more computationally
intensive as it entails amaximization on Ã of a quantity that is itself
a maximum over A. Table 7 presents the robust P − Q SCR for the
participating contract with specifications reported in Table 4. The
investment strategy is set to (θ1, θ2) = (92%, 8%), which is the
asset allocation thatminimizes theQ -robust SCR for a timehorizon
of one year. To limit the computation time, we use the Gaussian
model. The parameter defining the bound on the entropy of dP̃

dP is
equal toUP = 0.60. The robust P−Q SCR increases from12% to 31%.
The second and third columns of Table 7 contain the parameters
defining P̃ for years 1 to 10. The first three years, the worst case
scenario in Ã corresponds to negative average returns for all assets.
After three years, theworst case scenario totally changes: theworst
average returns are positive and high. Whatsoever the maturity,
the mortality risk premium is small and negative.

10. Conclusions

This article proposes a flexible analytical tool to evaluate the
net asset value and the solvency capital requirement of a partici-
pating life insurance. Themodel also addresses the issues related to
parameters misspecifications and incompleteness of the market. A
preference for robustness is introduced in the valuation framework
by considering a set of equivalent measures, in the neighborhood
of the real measure, delimited by a constraint on the entropy. This
constraint on entropy may eventually be calibrated so as to match
BE and SCR estimates yielded by our model with those obtained
with a more complex internal model. The relative simplicity of
the model allows us to obtain closed form expressions for most of
quantities of interest as BE and NAV moments. On the other hand,
the potential shortcomings induced by the Brownian dynamics are
partly compensated by the robustness of the procedure. Our tool
may also serve to optimize the asset allocation strategy.

We draw several interesting conclusions from numerical illus-
trations. Firstly, the robust BE is not necessarily calculated with
the lower eligible drift under Q . In particular, if death benefits are
significantly higher than provisions, the robust BE are evaluated
with a mortality risk premium. Secondly, using A robust model
leads to a prudent estimate of the NAV. However, this does not
systematically increase the solvency capital requirement. Finally,
when we consider the ambiguity under the real measure P , the
worst case scenario used to evaluate the robust SCRmay vary with
the time horizon.
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Table 7
P − Q robust solvency capital requirements for the contract with specification of Table 4.

t SCRt
E(BEt )

(%) µ̃S (1) (%) µ̃S (2) (%) υ̃ Mortality risk premium

1 12.22 −1.35 4.81 0.0000 0.0001
2 15.36 −1.34 4.54 0.0000 0.0001
3 17.24 −1.33 4.36 −0.0000 0.0001
4 19.01 3.35 5.14 0.0000 −0.0001
5 21.11 3.35 5.19 0.0000 −0.0001
6 23.12 3.35 5.20 0.0000 −0.0001
7 25.08 3.35 5.20 0.0000 −0.0001
8 27.03 3.35 5.20 0.0000 −0.0001
9 28.99 3.35 5.20 0.0000 −0.0001
10 31.00 3.35 5.20 0.0000 −0.0001

Table 8
Belgian legal parameters for modeling mortality rates, for life insurance products,
targeting a male population.

sµ: 0.999441703848
gµ: 0.999733441115
cµ : 1.101077536030
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Appendix. Mortality assumptions

In the examples presented in this article, the realmortality rates
µd(t) are assumed to follow a Gompertz–Makeham distribution.
The chosen parameters are those defined by the Belgian regulator
(‘‘Arrêté Vie 2003’’) for the pricing of life annuities purchased by
males. For an individual of age x, the mortality rate is given by:

µd(t) = aµ + bµcx+t
µ aµ = − ln(sµ) bµ = − ln(gµ) ln(cµ)

where the parameters sµ, gµ, cµ take the values given in Table 8.
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