
 

 

 

Adaptive Plasticity in Perceiving Speech Sounds

Citation for published version (APA):

Ullas, S., Bonte, M., Formisano, E., & Vroomen, J. (2022). Adaptive Plasticity in Perceiving Speech
Sounds. In L. L. Holt, J. E. Peelle, A. B. Coffin, A. N. Popper, & R. R. Fay (Eds.), Speech Perception,
Springer Handbook of Auditory Research (pp. 173-199). Springer. https://doi.org/10.1007/978-3-030-
81542-4_7

Document status and date:
Published: 01/01/2022

DOI:
10.1007/978-3-030-81542-4_7

Document Version:
Version created as part of publication process; publisher's layout

Document license:
Taverne

Please check the document version of this publication:

• A submitted manuscript is the version of the article upon submission and before peer-review. There can
be important differences between the submitted version and the official published version of record.
People interested in the research are advised to contact the author for the final version of the publication,
or visit the DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page
numbers.
Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these
rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above,
please follow below link for the End User Agreement:
www.umlib.nl/taverne-license

Take down policy
If you believe that this document breaches copyright please contact us at:

repository@maastrichtuniversity.nl

providing details and we will investigate your claim.

Download date: 13 May. 2024

https://doi.org/10.1007/978-3-030-81542-4_7
https://doi.org/10.1007/978-3-030-81542-4_7
https://doi.org/10.1007/978-3-030-81542-4_7
https://cris.maastrichtuniversity.nl/en/publications/9ec3ce55-4c47-4e13-bd36-be4d701aa8fc


See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/358787845

Adaptive Plasticity in Perceiving Speech Sounds

Chapter · February 2022

DOI: 10.1007/978-3-030-81542-4_7

CITATIONS

0
READS

143

4 authors, including:

Some of the authors of this publication are also working on these related projects:

Cognitive Neuroscience of Speech production View project

Human auditory pathway View project

Milene Bonte

Maastricht University

94 PUBLICATIONS   2,721 CITATIONS   

SEE PROFILE

Elia Formisano

Maastricht University

256 PUBLICATIONS   14,655 CITATIONS   

SEE PROFILE

Jean Vroomen

Tilburg University

254 PUBLICATIONS   9,268 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Jean Vroomen on 14 March 2022.

The user has requested enhancement of the downloaded file.

https://www.researchgate.net/publication/358787845_Adaptive_Plasticity_in_Perceiving_Speech_Sounds?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/358787845_Adaptive_Plasticity_in_Perceiving_Speech_Sounds?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/project/Cognitive-Neuroscience-of-Speech-production?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/project/Human-auditory-pathway?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Milene-Bonte?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Milene-Bonte?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Maastricht_University2?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Milene-Bonte?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Elia-Formisano?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Elia-Formisano?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Maastricht_University2?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Elia-Formisano?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Jean-Vroomen?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Jean-Vroomen?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Tilburg_University?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Jean-Vroomen?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Jean-Vroomen?enrichId=rgreq-7872b8d5947955a60079397daee228a0-XXX&enrichSource=Y292ZXJQYWdlOzM1ODc4Nzg0NTtBUzoxMTMzNTMyMzExMjI0MzIxQDE2NDcyNjY1NzExNTc%3D&el=1_x_10&_esc=publicationCoverPdf


© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2022
L. Holt et al. (eds.), Speech Perception, Springer Handbook of Auditory 
Research 74, https://doi.org/10.1007/978-3-030-81542-4_7

Chapter 7
Adaptive Plasticity in Perceiving Speech 
Sounds

Shruti Ullas, Milene Bonte, Elia Formisano, and Jean Vroomen

Abstract  Listeners can rely on perceptual learning and recalibration in order to 
make reliable interpretations during speech perception. Lexical and audiovisual (or 
speech-read) information can disambiguate the incoming auditory signal when it is 
unclear, due to speaker-related characteristics, such as an unfamiliar accent, or due 
to environmental factors, such as noise. With experience, listeners can learn to 
adjust boundaries between phoneme categories as a means of adaptation to such 
inconsistencies. Recalibration experiments tend to use a targeted approach by 
embedding ambiguous phonemes into speech or speechlike items, and with con-
tinuous exposure, a learning effect can be induced in listeners, wherein disambigu-
ating contextual information shifts the perceived identity of the same ambiguous 
sound. The following chapter will review current and past literature regarding lexi-
cal and audiovisual influences on phoneme boundary recalibration, as well as theo-
ries and neuroimaging data that potentially reveal what facilitates this perceptual 
plasticity.

Keywords  Recalibration · Perceptual learning · Speech perception · Phonetic 
processing · Lexical processing · Audiovisual speech · Speech-reading

7.1  �Introduction

Speech perception is seemingly easy and automatic to the listener, and for healthy 
young listeners, it requires little to no effort to accomplish in most circumstances. 
While it may appear straightforward, a great deal of variability exists in the quality 

S. Ullas (*) · M. Bonte · E. Formisano 
Department of Cognitive Neuroscience, Faculty of Psychology and Neuroscience, Maastricht 
University, Maastricht, The Netherlands 

Maastricht Brain Imaging Center, Maastricht University, Maastricht, The Netherlands
e-mail: shruti.ullas@maastrichtuniversity.nl; m.bonte@maastrichtuniversity.nl; 
e.formisano@maastrichtuniversity.nl 

J. Vroomen 
Department of Cognitive Neuropsychology, Tilburg University, Tilburg, The Netherlands
e-mail: j.vroomen@tilburguniversity.edu

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

https://doi.org/10.1007/978-3-030-81542-4_7#DOI
mailto:shruti.ullas@maastrichtuniversity.nl
mailto:m.bonte@maastrichtuniversity.nl
mailto:e.formisano@maastrichtuniversity.nl
mailto:e.formisano@maastrichtuniversity.nl
mailto:j.vroomen@tilburguniversity.edu


of the speech signal, which requires the listener to adapt to the novel characteristics 
of the encountered speech. The acoustic signal can differ significantly across speak-
ers, often due to unfamiliar accents, the presence of noise, or speech rate. The lis-
tener is able to easily resolve these inconsistencies and understand what is spoken. 
No two speakers will pronounce a phoneme in the exact same way, and even the 
same speaker may not produce a phoneme identically across multiple instances, yet 
listeners are effortlessly able to recognize what speakers are saying. Auditory qual-
ity can also vary within speakers, perhaps due to a cold or while speaking over the 
phone. Still, the listener is usually able to easily resolve these inconsistencies and 
understand what is spoken. In order to adapt to these irregularities, listeners can 
learn to reshape existing representations of speech sounds and categories to accom-
modate any possible variability.

Acoustics are not the only source of information capable of changing speech 
sound representations, as other contextual cues are also highly influential. Contextual 
features may be just as useful as auditory information, and possibly even more so. 
Winn (2018) introduces some non-acoustic cues that impact what listeners perceive 
to hear, including visual cues, such as the lip movements of a speaker, as well as the 
listener’s own lexical knowledge. These non-acoustic sources can also enable pro-
cesses known as recalibration and lexically guided perceptual learning. Contextual 
information can guide the retuning process of phoneme category boundaries, after 
continuous exposure to speech or videos of speechlike tokens, edited to contain 
ambiguous versions of a phoneme. Listeners can learn to incorporate these ambigu-
ous sounds into the phoneme category itself, particularly when the sounds resemble 
already familiar phonemes.

Norris et al. (2003) termed this effect lexically guided perceptual learning, and 
observed that with the help of lexical knowledge, listeners could learn to adjust a 
perceptual boundary between two phonemes by hearing ambiguous phonemes 
embedded into words. Similarly, Bertelson et  al. (2003) identified a comparable 
effect as recalibration, where listeners utilized visual or speech-reading information 
to adjust the perceptual boundary. The two discoveries were made close in time, and 
while Norris et  al. (2003) used recordings of words as stimuli, Bertelson et  al. 
(2003) relied on video recordings of syllables. Still, while the types of contextual 
information differed between the two studies, the experimental designs and stimuli 
constructions were remarkably similar. Since then, in the literature on lexical influ-
ences, the resulting aftereffect is often referred to as perceptual retuning or pho-
neme adaptation, while the studies on visual/speech-reading influences refer to the 
analogous effect as audiovisual recalibration.

In laboratory settings, recalibration and perceptual learning are typically mea-
sured in two phases, starting with an exposure phase and followed by a test phase 
(see Kraljic and Samuel 2009, for an overview). In the approach used to measure 
lexically guided perceptual learning, exposure stimuli are composed of audio 
recordings of words, whereas in audiovisual recalibration experiments, exposure 
stimuli comprise videos of a speaker’s lip movements while pronouncing a syllable. 
Both types of stimuli contain edited audio, where one particular phoneme is replaced 
with an ambiguous sound halfway between two clear phonemes. For instance, 
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speech stimuli containing /f/ sounds are replaced with a token halfway between /f/ 
and /s/. Listeners are presented with many examples of such edited stimuli in the 
exposure phase, with words such as “half” and “paragraph” edited to remove the 
clear /f/ and replaced with the ambiguous version. Because “half” and “paragraph” 
are real words in English, whereas “halss” and “paragrass” are not, listeners tend to 
perceive the ambiguous token as an /f/. During subsequent test phases, listeners hear 
the ambiguous sounds again, but without any lexical or visual context available, and 
respond with the phoneme they perceive to be hearing. Consequently, listeners 
become more likely to respond hearing the same phoneme that was replaced in the 
previously presented words or videos. In the case of the aforementioned example, 
the listener would now report hearing the ambiguous token as /f/ as well. This 
response pattern is understood to reflect recalibration or perceptual retuning, and is 
a result of the listeners learning to include the ambiguous sound as a part of that 
particular phoneme category.

Listeners in such experiments can also learn to perceive the same ambiguous 
phoneme, with no change in acoustic features, in opposing ways, depending on the 
bias of the surrounding context. A 50–50 /f/-/s/ blend can be learned as either /f/ or 
/s/ depending on the type of exposure the listener has undergone. Again, in the same 
example, if listeners were instead presented with speech stimuli that replaced all /s/ 
sounds with the same ambiguous token (the 50–50 blend of /f/ and /s/), listeners 
would be more likely to perceive the ambiguous sound as /s/ as well. With this 
approach, the contributions of visual and lexical information on speech perception 
can be disentangled from the auditory signal itself, as the exact same ambiguous 
tokens can be learned as different phonemes depending on the contextual cues. 
Perceptual retuning and recalibration studies (Bertelson et al. 2003; Norris et al. 
2003; Krajlic and Samuel 2009) also reveal how flexible the units of speech are, and 
how they can be adapted depending on the surroundings of the listener. These exper-
iments illuminate non-acoustic contributions to speech perception, and what listen-
ers rely on in addition to the acoustic signal itself, which, again, tends to fluctuate 
greatly both within and across speakers.

With the advancement of neuroimaging technologies, the ways in which the 
brain incorporates these perceptual shifts have been explored with greater detail and 
have revealed the areas of the brain likely to be involved in these processes. 
Techniques such as functional MRI (fMRI; see Table  7.1 for abbreviations) and 
electrocorticography (ECoG) recordings have proven especially useful in elucidat-
ing the potential neural mechanisms (Hickok and Poeppel 2007; Mesgarani et al. 
2014). These findings, combined with existing theories of speech perception, are 
useful for understanding how the brain adapts to unclear speech and how the neces-
sary changes may be implemented at the neural level.

This chapter will present an overview of the current literature regarding lexical 
(Sect. 7.2.1) and audiovisual influences (Sect. 7.3.1) on phoneme boundary recali-
bration, as well as some related works on selective speech adaptation (Sect. 7.3.2). 
Changes over time (Sect. 7.2.2), generalization over speakers and sounds (Sects. 
7.2.3 and 7.3.3), and other features (Sect. 7.2.4) will also be discussed, as well as a 
comparison between lexical and audiovisual perceptual learning (Sect. 7.4). 
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Theories and neuroimaging studies that may explain the underlying mechanisms of 
recalibration will also be reviewed (Sect. 7.5), followed by a final conclusion and 
summary (Sect. 7.6).

7.2  �Lexical Knowledge and Auditory Perception

7.2.1  �Introduction to Lexically Guided Perceptual Learning

As mentioned earlier in the introduction (Sect. 7.1), top-down lexical knowledge 
can assist listeners in interpreting unclear speech. To investigate this, some research-
ers have used noise-vocoded or degraded speech stimuli that systematically distort 
frequency and amplitude components of the speech (Davis et  al. 2005). Other 
researchers have studied how listeners adapt to accented speech (Clarke and Garrett 
2004; Bradlow and Bent 2008), how listeners adapt to non-native speech in noise 
(Lecumberri et al. 2010), as well as how lexical knowledge supports understanding 
accented speech (Maye et al. 2008). A review by Holt and Lotto (2008) describes 
the various ways in which listeners can build links between acoustic information 
and linguistic representations. Prior to many of these studies, the discovery of what 
is now known as the Ganong effect (Ganong 1980) established a specific influence 
of lexical information on speech sound perception. Ganong (1980) showed that lis-
teners were likely to report hearing words even when exposed to auditory stimuli 
that were edited to begin with ambiguous sounds. Listeners who heard the word 
“?eep,” where the /?/ sound was acoustically halfway between /d/ and /t/, were 
likely to interpret the stimulus in the form of a word, such as “deep,” rather than 
“teep.” The same held true in the opposite direction, when the same ambiguous 
token replaced /t/ in recordings of words beginning with /t/, such as “?each.” Again, 

Table 7.1  Table of abbreviations

Abbreviation Full name

ECoG Electrocorticography
EEG Electroencephalogram
fMRI Functional MRI
IFS Inferior frontal sulcus
IPL Inferior parietal lobe
ITS Inferior temporal sulcus
MEG Magnetoencephalogram
MTG Medial temporal gyrus
PT Planum temporale
STG Superior temporal gyrus
STS Superior temporal sulcus
SWS Sine-wave speech
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listeners were likely to report hearing a word, such as “teach,” rather than the non-
word version, “deach.” In essence, listeners were not hindered by the unclear audi-
tory information and were still able to infer the intended words.

Extending further from the Ganong effect, the findings of Norris et al. (2003) 
revealed how lexical information could not only affect perception of speech stimuli 
but could also reshape speech sound representations. Native Dutch speakers per-
formed a lexical decision task while listening to audio recordings of Dutch words, 
some of which typically ended in /f/, such as “witlo??” (witlof, meaning chicory) 
and “drui??” (druif, meaning grape), where all /f/ sounds were replaced with an 
ambiguous token halfway between /f/ and /s/. During the following test phase, 
where listeners responded to a continuum of sounds ranging from more /f/-like to 
more /s/-like, they were likely to report a significantly greater number of tokens as 
/f/ sounding. Another group of participants conducted the same lexical decision task 
while hearing words, but in contrast, these words typically contained /s/ (such as 
radijs and relaas, meaning radish and account) and were spliced with the same 
ambiguous token in the place of /s/, and the opposite pattern of results was found. 
These listeners responded to the same continuum of /f/ to /s/ sounds during the test 
phase, and were more likely to report hearing the sounds as /s/. A third control group 
heard pseudo-words containing the ambiguous phoneme to test whether the absence 
of any lexical information could impact subsequent categorization. This group 
showed no bias toward either phoneme during the test phase. An example of the 
pattern of results is shown in Fig. 7.1.

Together, these results built further upon the lexical effect first described by 
Ganong and illustrated how lexical knowledge impacted the participants’ percep-
tion in two ways. First, during the exposure phase, the words containing the ambig-
uous sounds were still perceived as words and nearly indistinguishable from 
unedited words, and replicated the Ganong effect. Then, in the test phase, listeners 
categorized ambiguous sounds of a continuum and were prone to hearing the con-
tinuum sounds resembling the phoneme replaced in the prior exposure phase. That 
is, listeners were likely to perceive the ambiguous token as /f/ after exposure to 
f-final words containing the said token. Thus, phoneme category boundaries were 
found to be flexible, as listeners adjusted the boundary between two phonemes 
using their lexical knowledge. The authors proposed that the results mirrored what 
listeners may be doing in response to an unfamiliar accent, by shifting a category 
boundary to make room for the pronunciation of the newly encountered speaker 
(this will be discussed more in Sect. 7.2.3).

7.2.2  �Perceptual Learning Over Time

Since Norris et al. (2003), later studies of perceptual learning explored the other 
attributes of this effect, such as the duration of time for which the retuning effects 
could last in the listener, as well as if these changes were permanent or if the catego-
ries returned to their previous state. Kraljic and Samuel (2005) used nearly the same 
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approach as Norris et al. (2003), testing native English speakers using words con-
taining either /s/ or /ʃ/ (the “sh” sound in shoe), with items such as eraser and pub-
lisher. After a 25-minute delay, participants were tested on a continuum from /s/ to 
/ʃ/, and their responses reflected the shift induced by the preceding exposure phase 
(i.e., more /s/ responses after /s/-final words, or more /ʃ/ after /ʃ/-final words). Despite 
the delay, the listeners could still retain the newly learned phoneme boundary posi-
tion. Eisner and McQueen (2006) also measured perceptual learning effects in sub-
jects after a longer delay, where participants completed one test immediately after 
exposure, and also returned 12 hours after the exposure to complete the test phase 
again. The exposure phase was slightly altered from the original version by Norris 
et al. (2003) and consisted of words with ambiguous segments, all embedded into a 
short story. The potential confound of sleep was also accounted for, as one group 
waited 12 hours during the day to be retested, while another group waited 12 hours 
overnight, and returned for the second test phase after they had slept. Both groups 
still maintained retuning effects after the 12-hour delay, with or without sleeping. 
Perceptual learning is seemingly unaffected by long gaps between exposure and 
test, which suggests that lexically guided perceptual learning is largely stable over 
the order of hours.

Fig. 7.1  Example graph of perceptual retuning results. After exposure to edited words, partici-
pants are presented with a continuum of sounds ranging from clear /f/ to clear /s/ in a test phase. 
Participants who hear words typically containing /f/ replaced with an ambiguous /f/-/s/ blend are 
likely to report hearing /f/ during the test phase (shown in gray), while participants who heard the 
same sound replacing /s/ in /s/-final words are likely to report hearing more /s (shown in black)
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7.2.3  �Generalization of Perceptual Retuning

Although lexically driven perceptual learning appears to be quite robust, other 
investigators have identified the limitations of such learning. For example, percep-
tual learning tends to be restricted by the stimuli, particularly by the speakers of the 
tokens. The shift in perception resulting from experience with one phoneme pair by 
one speaker may not apply to the same pair produced by a new speaker. Eisner and 
McQueen (2005) had two groups of participants undergo exposure to Dutch words 
containing either an ambiguous /f/ or /s/ spoken by one speaker, but were tested on 
a continuum of /f/-/s/ sounds by a different speaker. Participants did not show the 
retuning effect when tested with the continuum by the novel speaker, so responses 
to the items on the continuum did not show a shift toward any particular phoneme. 
Thus, the authors concluded that the participants treated the sounds contained in the 
exposure stimuli as an idiosyncrasy, so it was tied specifically to the speaker of the 
ambiguous sounds and did not generalize to ambiguous sounds by a different 
speaker.

Kraljic and Samuel (2007) also addressed a possible discrepancy in generaliza-
tion to new speakers based on phoneme types. Listeners who were exposed to words 
containing ambiguous /d/ or /t/ (plosives or stop consonants) sounds could general-
ize retuning to the same tokens of a new speaker during the test phase, translating to 
a shift in categorization responses toward the phoneme replaced in the prior expo-
sure phase (i.e., more /d/ responses after exposure to /d/ words replaced with /d/-/t/ 
blend). However, those who were exposed to words spliced with ambiguous /s/ or 
/ʃ/ (fricatives) could not generalize any retuning to a new speaker, so no shift was 
found in categorization responses during the test phase. Evidently, perceptual learn-
ing may not always be constrained by the speaker, and depending on the type of 
phoneme pair used, it may also be token-specific.

Similarly, generalization to new speakers may also be dependent on the accent of 
the speaker. Kraljic et al. (2008a) compared effects of speaker characteristics on 
perceptual learning, with an idiosyncratic pronunciation versus an accent com-
monly known to the participants. The idiosyncrasy, or speaker-specific version, was 
designed by placing an ambiguous /s/-/ʃ/ sound before any consonants in the word 
stimuli, whereas the accented version only placed the ambiguous sound before an 
occurrence of /tr/ (such as /s/ in string), as is typical of some regional American 
accents. Phoneme boundary retuning was not successful in the latter group that was 
exposed to the tokens typical of the accented speech, but was detected in the non-
accented group. Knowledge of reasonable and unrealistic deviations, which may be 
implicit or explicit, also seem to impact perceptual learning. In contrast, native 
English participants who heard exposure stimuli in English by a speaker with a 
Mandarin accent were more likely to generalize retuning to another acoustically 
similar Mandarin-accented speaker (Xie and Myers 2017), and to a lesser extent to 
speakers whose voices were acoustically more distant. The discrepancy in findings 
between Xie and Myers (2017) and Krajlic and Samuel (2008a) may once again 
reflect differences in learning effects due to the phoneme pair used.
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Just as speaker specificity of perceptual learning is tied to the type of phoneme 
pairs, the same applies to generalization across phoneme pairs within a single 
speaker. Kraljic and Samuel (2006) saw that perceptual learning could generalize 
between pairs of plosives or stop consonants, particularly between /d/-/t/ and /b/-/p/. 
During the exposure phase, listeners heard words containing either an ambiguous 
/d/ or /t/, but during the test phase, they responded to both a /d/-/t/ continuum and a 
/b/-/p/ continuum. Participants were able to extend retuning to the /b/-/p/ continuum 
in the same direction of voicing, or the point in time at which the vocal folds vibrate, 
where /b/ and /d/ are voiced, whereas /d/ and /t/ are unvoiced. Participants who 
heard words with an ambiguous /b/ were more likely to report a greater amount of 
both /b/ along the /b/-/p/ continuum, as well as more /d/ during an additional test 
phase on a continuum of /d/-/t/. Mitterer et al. (2013) also explored phoneme speci-
ficity by creating exposure stimuli using Dutch words ending in an approximant /r/ 
(the /r/ in red) or dark /l/ (the /l/ in pool). Participants showed retuning effects during 
a test phase with a continuum of the versions of /r/ or /l/ they previously heard dur-
ing exposure, but could not generalize to other allophones, or phonetic neighbors of 
/r/ and /l/, such as a trill /r/ (not in American English phonology but similar to the 
t-sound in better) or a light /l/ (the /l/ in leaf). Once again, the specificity of recali-
bration seems to be dependent on the acoustic features of the phoneme pair being 
learned.

Overall, it appears that retuning is often phoneme- and speaker-specific, but con-
tingent on the specific phoneme pair used. Generalization to a new speaker is more 
likely to occur if the phoneme boundary is adjusted between two plosives and not 
between fricatives. Perceptual retuning effects upon plosives or stop consonants are 
also more likely to extend to other plosives, but, again, are unlikely to do so for 
fricatives or approximants. Acoustic similarity also plays an important role as to 
whether retuning effects can be applied to new sounds.

7.2.4  �Other Attributes of Perceptual Learning

Most studies of the lexically guided perceptual learning studies described through-
out Sect. 7.2 are twofold. They typically start with an exposure phase, with words 
containing one particular ambiguous phoneme, presented along with other filler 
words and pseudo-words. Listeners are also often asked to perform a lexical deci-
sion task during this exposure phase, in order to maintain their attention. This is 
followed by a categorization task, or the test phase, on a continuum between two 
clear phonemes with the aforementioned ambiguous phoneme in between. However, 
this design is not always used, and other similar designs can still lead to measurable 
retuning effects. McQueen et al. (2006b) concluded that perceptual learning is not 
dependent on a lexical decision task during the exposure phase. Instead, the lexical 
decision task was replaced with a simple counting task, and learning effects 
remained intact. However, a more recent study by Samuel (2016) suggested that 
targeted distractions during exposure that can prevent access to the lexicon are 
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detrimental to perceptual retuning. In this study, listeners heard two voices only 
separated by 200  ms during exposure, of words containing an ambiguous /s/-/ʃ/ 
phoneme by a male speaker, and irrelevant words by a female speaker, and were 
asked to perform a lexical decision task on the male speaker, or to count the number 
of syllables spoken by the female speaker. Listeners who attended to the female 
speaker showed no recalibration during subsequent testing; however, when the 
voices were separated by 1200 ms, recalibration effects were reinstated. Similarly, 
listeners were also unable to undergo learning in the presence of background noise 
(Zhang and Samuel 2015), suggesting that recalibration cannot be performed auto-
matically and requires attentional resources. But attention alone is also not enough 
to induce retuning, as can listeners still account for potentially transient characteris-
tics of a speaker. In a creative design by Kraljic et  al. (2008b), listeners viewed 
stimuli of a speaker with a pen in their mouth while pronouncing words dubbed 
with an ambiguous phoneme. These listeners did not show retuning during the sub-
sequent test phase, implying that listeners also acknowledge temporary atypical 
pronunciations of a speaker before adjusting phoneme representations.

Attention aside, the prototypical test phase, most often a continuum of sounds 
between two phonemes, is also not a requisite to detect perceptual retuning effects. 
Effects were still preserved when test phase items were replaced with minimal word 
pairs ending in an ambiguous phoneme (McQueen et al. 2006a). Participants were 
then more likely to hear one of the two words of the pair, predicated by the prior 
exposure phase. For instance, after exposure to words with an ambiguous /f/ (such 
as paragraph, ending with an /f/-/s/ blend), participants were likely to hear “knife” 
rather than “nice” when presented with “kni-,” ending in the same /f/-/s/ blend. The 
effect was observed in the opposite direction when listeners were presented with /s/ 
words ending in the ambiguous token during the exposure. In the same example, 
listeners were more likely to hear “nice.”

Even fully intact lexical information is not a necessity for retuning to occur, and 
implicit knowledge of phonotactic information, or the rules within a language 
regarding allowable phoneme combinations, can be sufficient (Cutler et al. 2008). 
Here, exposure stimuli were phonotactically valid pseudo-words containing an 
ambiguous phoneme. Perceptual retuning can also be observed with other known 
phonemes that are acoustically related, such as /θ/ (represented as theta, or the “th” 
sound in thing) in place of /s/ or /f/, in place of the oft-mentioned ambiguous pho-
neme (Sjerps and McQueen 2010). Again, the acoustic or perceptual similarity can 
determine whether retuning is induced or not.

Thus, the exposure and test phases do not necessarily have to follow one particu-
lar procedure for phoneme boundary retuning, but all of the studies discussed within 
Sect. 7.2, as well as most of the classical studies of lexically driven perceptual retun-
ing, have focused on native listeners. More recent works have also studied non-
native listeners, and retuning can take place in these listeners as well. Native Dutch 
speakers with high proficiency in English also showed perceptual learning effects in 
response to English stimuli spoken by a British English speaker (Drozdova et al. 
2015). Native German speakers of Dutch were also observed to undergo retuning 
effects in response to Dutch stimuli, at levels comparable to native Dutch speakers 
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(Reinisch et al. 2013). However, proficiency in the second language can also deter-
mine whether recalibration can occur, as a group of native Arabic speakers with 
lower English proficiency than another group of native Hebrew speakers showed no 
retuning effects with English phonemes, while the latter group did (Samuel and 
Frost 2015).

7.2.5  �Summary of Lexically Driven Perceptual Learning

Section 7.2 summarized the seminal studies as well as some more recent findings 
about lexically guided perceptual learning. These effects are potentially long-lasting 
but may not generalize to new speakers. Non-native speakers are also capable of 
demonstrating learning effects, but this may be mitigated by the listener’s profi-
ciency in the second language. Generalization to new speakers and to other pho-
nemes is mitigated by the type of phoneme category being adjusted. Retuning 
effects may be applied from stop consonants or plosives to other phonemes within 
this classification, but this is less likely for fricatives or approximants. While lexical 
knowledge is primarily driving the subsequent learning, acoustic features still place 
constraints on what can and cannot be extended to other speech sounds.

7.3  �Audiovisual Information and Speech

7.3.1  �Overview of Audiovisual Recalibration

Visual or speech-read information, much like lexical information, can also provide 
clarity when the available acoustics are unclear. Speech-reading can be relied upon 
if noise is present (Sumby and Pollack 1954), and also significantly alter what lis-
teners perceive to hear. McGurk and MacDonald (1976) made the groundbreaking 
discovery that participants who viewed videos of a speaker pronouncing the syllable 
/gaga/, dubbed with audio of the syllable /baba/, perceived an entirely new percept, 
and reported hearing /dada/. Bertelson et  al. (2003) extended this finding, and 
detected aftereffects on categorization responses following exposure to McGurk-
like stimuli. Again, not only did speech-reading influence the perception of incon-
gruent audiovisual tokens, but continuous exposure led to responses biased by the 
visual/speech-reading information. Much like the approach used by Norris et  al. 
(2003) described in Sect. 7.2, participants first underwent an exposure phase, where 
they viewed audiovisual stimuli of a speaker’s lip movements while pronouncing /
aba/, dubbed with audio of an ambiguous phoneme halfway between /aba/ and /
ada/. During a subsequent test phase, participants only heard the audio token of the 
ambiguous phoneme and its two neighbors from a continuum, and were more likely 
to report them as /aba/ sounding. Unlike Norris et  al. (2003), a within-subjects 
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design was used, and the same group of participants also viewed videos of the 
speaker pronouncing /ada/, but dubbed with the same ambiguous token. In this case, 
participants were more likely to report hearing the token as /ada/ during the test 
phase (Fig. 7.2).

In a follow-up experiment, listeners were exposed to congruent stimuli, or clear 
audio of /aba/ combined with lip movements of /aba/, and the same for an audio and 
video combination of /ada/. These unambiguous stimuli showed the reverse effect 
of the recalibration experiment and led to selective speech adaptation (Eimas and 
Corbit 1973). As a result of said selective speech adaptation, participants made 
fewer /aba/ responses to the ambiguous sounds if exposed to clear /aba/ tokens, and 
similarly gave fewer /ada/ responses after exposure to clear /ada/ tokens. This 
response is unlike recalibration, where participants who listen to ambiguous sounds 
during the exposure phase then become more likely to report hearing the phoneme 
being biased for by the lip movements of the speakers (i.e., ambiguous audio cou-
pled with video of /aba/ leading to more /aba/ responses during the test phase). 
Selective speech adaptation will be discussed in more detail in Sect. 7.3.2.

7.3.2  �Audiovisual Recalibration and Selective 
Speech Adaptation

Prior to studies of audiovisual recalibration, a perceptual learning effect known as 
selective speech adaptation was discovered (Eimas and Corbit 1973) and has also 
been helpful for understanding the building blocks of speech perception. 
Recalibration and selective speech adaptation share considerable overlap, especially 
in terms of their experimental design, but are also distinct in their interpretations. 
Both styles of experiments use a similar two-part procedure with an exposure and 

Fig. 7.2  A typical audiovisual recalibration procedure. Exposure phases pair ambiguous phoneme 
blends (such as an /aba/-/ada/ blend) with video of a speaker pronouncing one of the two phonemes 
(/aba/ or /ada/). Following exposure to these videos, listeners are then presented with the auditory 
items (the ambiguous /aba/-/ada/ blend, along with other similar sounds) and asked to respond with 
what they hear
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test phase. Unlike recalibration, which typically uses ambiguous sounds, selective 
speech adaptation relies on exposure to clear sounds. While recalibration experi-
ments lead to an increase in responses of the phoneme indicated by the videos dur-
ing exposure, selective adaptation results in a reduction. For example, listeners 
repeatedly exposed to tokens of a clear /ba/ become less likely to perceiving /ba/ 
when given a categorization task on a /ba/-/da/ continuum. Selective speech adapta-
tion is thought to reflect a fatigue effect, where listeners become desensitized to the 
auditory token during the exposure phase. The listener then becomes more sensitive 
to the acoustic differences in other similar sounds, thereby reports hearing the 
ambiguous tokens as the phoneme opposing the preceding exposure phase. The 
original study of selective speech adaptation (Eimas and Corbitt 1973) relied on 
solely auditory stimuli, but later studies measured the same effects when exposure 
stimuli were coupled with videos of a speaker’s lip movements, as Bertelson et al. 
(2003) reported. These unambiguous, or congruent, audiovisual stimuli also led to 
fewer responses of the phoneme presented in the test phase, as described in 
Sect. 7.3.1.

Selective speech adaptation and recalibration are often discussed together, as 
they both reflect a change in auditory perception, following an exposure phase to 
syllables or speech sounds. Just as the response patterns of the two phenomena go 
in opposite directions, the two differ in numerous other ways as well. Vroomen and 
colleagues have compared an audiovisual form of selective speech adaptation to 
recalibration and have found that the overall buildup and dissipation also tend to 
differ (Vroomen et al. 2006). The number of exposure trials has been found to share 
a log-linear relationship with selective speech adaptation, as the effect was observed 
to increase as exposure trials accumulate, whereas recalibration was found to have 
a curvilinear relationship in relation to the number of exposure trials, as it steadily 
increased until eight exposure trials, but reduced with additional exposure. 
Recalibration and selective speech adaptation are also differentially affected by the 
number of test trials, as audiovisual recalibration effects are short-lived and can be 
present only up until approximately 6 test trials, while selective speech adaptation 
effect can be continuously sustained for up to 60 test items (Vroomen et al. 2004).

Sine-wave speech (SWS) is constructed by starting from clear speech but stripped 
down until approximately three sinusoids that follow the central frequency and 
amplitude of the first three formants remain (Remez et al. 1981). These stimuli are 
often unintelligible unless listeners are explicitly told that the sounds have been 
extracted from actual speech. Vroomen and Baart (2009b) also compared recalibra-
tion and selective speech adaptation in groups that viewed audiovisual SWS tokens 
as speechlike versus non-speechlike. In this experiment, all of the ambiguous and 
clear sounds typical of recalibration and selective speech adaptation studies were 
replaced with SWS versions, so a continuum including and between two clear pho-
nemes was converted into SWS. For exposure phases, these SWS sounds were still 
paired with videos of a speaker’s corresponding lip movements, but were presented 
without video for test phases. One “speech-mode” group viewed ambiguous SWS 
tokens paired with videos, which identified the tokens as /onso/ or /omso/, and 
showed recalibration effects. A “non-speech-mode” group viewed the same stimuli 
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but categorized the ambiguous SWS tokens as “1” or “2,” and did not show a recali-
bration effect, so a “speech mode” did impact any possible recalibration. In contrast, 
for selective speech adaptation, participants viewed videos coupled with endpoint 
SWS tokens (rather than ambiguous), and adaptation effects were observed. In this 
instance, listeners who performed a categorization test on SWS versions of the 
ambiguous tokens heard them as the opposite phoneme to the one biased for by the 
preceding exposure (i.e., hearing more /omso/ after exposure to SWS versions of a 
clear /onso/ paired with video). Selective speech adaptation was still measurable in 
another non-speech-mode group, who underwent the same types of exposure, but 
categorized the subsequent test phase ambiguous sounds as 1 or 2. Essentially, 
selective speech adaptation was unaffected by either set of labels, so speech mode 
had no impact on perception and listeners still adapted accordingly. The awareness 
of speechlike qualities was crucial for successful recalibration, but selective speech 
adaptation was not hindered by this lack of this awareness. While recalibration and 
selective speech adaptation can reshape speech sound representations, based on 
these comparisons, it appears the two may be controlled by distinct but related sub-
strates. The authors concluded that audiovisual recalibration may emerge from 
speech and language networks, while selective speech adaptation is purely a bot-
tom-up process that does not require higher-level feedback. Potential neural mecha-
nisms will be discussed in more detail in Sect. 7.5.

7.3.3  �Specificity of Audiovisual Recalibration

Whether recalibration can be generalized has been addressed with regard to audio-
visual information as well, just as it has with lexical context. While recalibration is 
robust enough to not depend on working memory (Baart and Vroomen 2010), 
audiovisual recalibration tends to be token-specific (Reinisch et al. 2014), as expo-
sure to either visual /aba/ or /ada/ tokens dubbed with ambiguous audio had no 
effect on listeners’ categorization of continua of either /ibi/-/idi/ or /ama/-/ana/ 
sounds during test. Therefore, audiovisual recalibration appears to be constrained 
by the acoustics features, as learning could not extend to other phonemes, or even to 
the same phonemes paired with different vowels. The ear itself can limit recalibra-
tion (Keetels et al. 2016a, b), as the effect was optimal if exposure and test stimuli 
were presented into the same ear, but was diminished for test stimuli presented into 
the opposite ear, and locations in between resulted in a gradient of responses as the 
presentations moved further away from the original ear. The authors argue that this 
is further evidence that recalibration is strongly tied to the token and context, and 
the encoding process even accounts for the exact location of the presented sound 
(neural mechanisms will be addressed further in Sect. 7.5). Notably, listeners also 
have the capacity to recalibrate each ear in opposite directions using the same 
ambiguous sounds, e.g., one ear recalibrated toward /aba/, the other toward /ada/, 
with test sounds presented into the corresponding ears of the exposure phase 
(Keetels et  al. 2015). Thus, phoneme representations may not be completely 
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abstracted from the input received and can retain speaker- and context-specific 
details. Keetels et al. (2015) argue that this could be due to the perceptual system 
striking a balance between generalizing too often and too rarely. If recalibration is 
employed when speech is unclear, then it is may be only necessary to apply the 
newly learned boundary position to other instances that are similar both in acoustic 
and contextual features, so as to not unnecessarily overgeneralize.

While audiovisual recalibration may be restricted in some respects, it is not nec-
essarily specific to the speaker, as listeners can recalibrate to another speaker’s pro-
nunciation of the same phoneme, although to a substantially lesser extent compared 
to the speaker during exposure (van der Zande et al. 2014). Recalibration is gener-
ally maximal in response to the sound used during exposure, which suggests that it 
generally tends to be constrained by the acoustic features of the exposure sound. 
Similarly, audiovisual recalibration is most often tested with consonant contrasts, 
but Franken et al. (2017) have found that recalibration is possible with a vowel con-
trast pair of /e/-/ø/. In addition, recalibration with a vowel pair and multiple speakers 
has also been observed, wherein the gender identity of the speakers combined with 
the visual cue indicated by the speech-reading information influenced listeners’ cat-
egorization responses (Burgering et al. 2020).

The majority of the studies described have also been centered on adults, but 
audiovisual recalibration can also be adopted early in life and has been observed in 
children as young as 8 years old. Van Linden and Vroomen (2008) measured recali-
bration effects in two groups of children and determined that children at 8 years old 
could recalibrate with audiovisual stimuli, but children at 5 years old could not, so 
the ability may be developed within this window of 3 years. Dyslexia does not 
restrict the effect either (Baart et al. 2012), as adults with dyslexia were compared 
with fluently reading adults, and the dyslexic group showed no deficit in their ability 
to recalibrate. Even children with dyslexia are capable of undergoing recalibration 
driven by text (Romanovska et al. 2019), even though children with dyslexia often 
experience difficulties in speech-reading and letter-speech sound mappings 
(Snowling 1980; van Laarhoven et al. 2018).

7.3.4  �Summary of Audiovisual Recalibration

Section 7.3 described audiovisual recalibration, originally described by Bertelson 
et al. (2003), and its various attributes. Later studies by Vroomen and colleagues 
have established the general buildup and dissipation, as well as similarities and dif-
ferences with another perceptual learning effect, called selective speech adaptation. 
Audiovisual recalibration tends to both build up following a few exemplars during 
exposure and diminish with increasing numbers of test items as well. In contrast, 
selective speech adaptation requires much longer exposure phases, but subsequent 
effects can last for longer durations. Recalibration also tends to be token- and 
context-specific, even to the extent that listeners can recalibrate each ear in opposite 
directions. It also does not easily generalize to other speakers, phonemes, or other 
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similar instances of the same phoneme, so it is considerably restricted by the acous-
tic features present during exposure. Nevertheless, it has shown to be utilized by a 
variety of listeners, including children and adults with dyslexia, and remains to be a 
helpful tool for listeners when the auditory signal is inadequate.

7.4  �Comparison of Audiovisual Recalibration 
and Lexical Retuning

Sections 7.2 and 7.3 have discussed audiovisual recalibration and lexical retuning 
separately, but the two processes also share many common attributes. In realistic 
situations, listeners are likely to encounter lexical and visual information simultane-
ously, so it is possible that these two sources may interact while influencing speech 
perception. The designs of the two types of experiments share overlap in many 
respects, with exposure phases consisting of stimuli embedded with ambiguous 
phonemes, followed by forced-choice test phases where the ambiguous sounds are 
presented without lexical or speech-reading contextual cues. Even the response pat-
terns between the two original studies by Bertelson et al. (2003) and Norris et al. 
(2003) paralleled each other, so it may appear that phoneme categories are affected 
comparably by both audiovisual and lexical information. Brancazio (2004) probed 
the influence of lexical and speech-reading information in audiovisual speech per-
ception but found that speech-reading exerted a stronger influence on phoneme cat-
egorization. Audiovisual effects were similar irrespective of faster and slower 
response times, while lexical information showed a weaker effect overall and was 
associated with slower responses.

Based on this, van Linden and Vroomen (2007) proposed that audiovisual infor-
mation may induce recalibration more effectively than lexical cues, and conducted 
a study comparing lexical and audiovisual recalibration to test this hypothesis. Two 
forms of recalibration were compared in native Dutch speakers using a /p/-/t/ pho-
neme contrast. One group was exposed to lexical stimuli, which consisted of audio 
Dutch words typically ending in either /op/ or /ot/ (such bioscoop, or movie theater, 
and idioot, or idiot), with all endings replaced by an ambiguous token halfway 
between /op/ and /ot/. Another group was exposed to audiovisual stimuli, comprised 
of videos of pseudo-words, where lip movements indicated a /op/ or /ot/ ending, and 
were also dubbed with audio of the ambiguous phoneme at the end of the token. 
Participants were also exposed to both /op/- and /ot/-biased stimuli, to explore 
whether they could recalibrate in both directions of the phoneme pair, such that half 
of the exposure blocks would induce a bias toward /p/, and the remaining half were 
biased toward /t/. Test phase judgments indicated that recalibration was indeed suc-
cessful in both groups and in response to both phonemes as well. As the authors 
originally proposed, audiovisual information was largely more effective in produc-
ing recalibration than lexical information. The discrepancy may have resulted from 
the inherent differences in the stimuli and the processing levels affected, as lexical 
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information might only induce a phoneme preference with the help of top-down 
influences, whereas the incoming audiovisual information already contained a 
visual bias toward one phoneme. Theories of top-down and bottom-up processing 
will be discussed in more depth in Sect. 7.5.

In contrast to previous studies on lexical retuning, both audiovisual and lexical 
recalibration dissipated at the same rate. Although audiovisual recalibration has 
been known to dissipate relatively quickly (Vroomen et al. 2007b), other studies 
have found that lexically guided perceptual learning can be long-lasting (Eisner and 
McQueen 2006). Participants in the van Linden and Vroomen (2007) study were 
flexibly adjusting the phoneme boundary back and forth between the two phonemes, 
throughout the duration of the experiment, so the faster dissipation of lexical recali-
bration may have resulted from constant switching between the two phonemes. 
However, this was refuted in a follow-up experiment with a between-subjects 
design, where each group of participants were only exposed to one phoneme-
modality combination, and no improvements to recalibration were found. Still, the 
chosen phoneme pair is also worth noting, as plosives or stop consonants such as /p/ 
and /t/ may be more amenable to adjustment than fricatives (as mentioned in Sect. 
7.2), such as /f/ and /s/ (Kraljic and Samuel 2007). Overall, lexical and audiovisual 
recalibrations seem to be markedly similar, although the pathways supporting them 
may not be identical, and may only overlap.

The two types of retuning also tend to differ in their stability, as lexical retuning 
has been shown to be stable over time, but audiovisual recalibration can be more 
susceptible to decay with the passage of time. After a standard exposure phase, 
participants were tested after a 24-hour gap and effects had dissipated (Vroomen 
et al. 2007a), even if participants were tested both immediately after the exposure 
phase and again 24 hours later (Vroomen and Baart 2009b). Audiovisual recalibra-
tion effects have also been shown to diminish within the test phase, as responses that 
corresponded with the preceding visual exposure (such as /b/ responses after view-
ing /aba/ videos) were maximal at the start of the test phase, but consistently 
decreased as the test phase progressed (Vroomen and Baart 2009b). In contrast, 
lexical retuning effects can be preserved throughout longer testing sessions, often 
containing approximately 30 test items (Kraljic and Samuel 2009), or up to 12 hours 
later (Eisner and McQueen 2006). As mentioned earlier in Sect. 7.2, lexical retuning 
is capable of generalizing to new speakers and certain phonemes, while audiovisual 
recalibration is most often token-specific and may generalize if the critical pho-
nemes are plosives/stop consonants.

More recently, studies comparing audiovisual recalibration and lexical retuning 
within both a single session and the same participants have found that the resulting 
effects were similar between the two, with similar patterns of dissipation as well 
(Ullas et al. 2020a). The simultaneous presentation of both audiovisual and lexical 
information within exposure (i.e., listeners presented with videos of words edited to 
contain an ambiguous final phoneme) also showed effects comparable to audiovi-
sual recalibration alone, suggesting that the combination leads to no benefit in sub-
sequent phoneme boundary retuning as a result of differences in the pathways 
involved in the two forms of perceptual learning (Ullas et  al. 2020b). Overall, 
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lexical retuning and audiovisual recalibration share many similarities in terms of 
how the subsequent effects are exhibited, how the experiments measuring them are 
designed, as well as the resulting response patterns to presentations of ambiguous 
sounds. Both approaches are useful for adapting to speech in noise, even if their 
origins and functions may differ.

7.5  �Theoretical and Neural Explanations of Recalibration

7.5.1  �Theories of Speech Perception

The mechanisms that enable the auditory system to adjust phoneme boundaries are 
often debated. Numerous theories of speech perception have been invoked in expla-
nations of recalibration and perceptual retuning as well. Cutler, McQueen, Norris, 
and colleagues (Norris et  al. 2000) originally proposed a feed-forward model of 
speech perception called Merge and argued that listeners can retune phoneme cate-
gories through a bottom-up abstraction process, which does not rely upon online 
feedback from the lexicon, not unlike the COHORT model which also states that 
word recognition primarily relies on bottom-up processes (Gaskell and Marslen-
Wilson 1997). COHORT presents a modular, unidirectional explanation, where 
word recognition is initiated first by acoustic information, triggering a possible 
“cohort” of matches, and later, other features such as context and semantics allow 
the listener to narrow down the possibilities. Similarly, according to the Merge 
model, top-down feedback during speech recognition and phoneme categorization 
is not essential, so recognition and categorization operate at a pre-lexical level. 
Feedback during categorization could be time-consuming or lead to misinterpreta-
tions of the input, so interactions between lexical and pre-lexical processing would 
not be beneficial. Phonemic decisions can be made based on both lexical and pre-
lexical information but do not necessitate interactions between the processes. Cutler 
et al. (2010) also emphasized that perceptual retuning cannot be explained purely by 
episodic information and that abstraction from such events must be involved as 
well. A more recent model by Norris et al. (2016) has been updated to include pre-
dictions of perception based on Bayesian inference, but still does not rely upon 
online feedback during phoneme processing. Acoustic information and lexical 
knowledge are combined to calculate probable phonemes, but again, the two pro-
cesses are not proposed to interact.

Others have described top-down (Davis et al. 2005; Davis and Johnsrude 2007) 
and bidirectional influences on speech perception (McClelland and Elman 1986; 
McClelland et  al. 2006). A classical, interactive model of speech perception, 
TRACE (McClelland and Elman 1986), derives its name from a structure called 
“The Trace,” a perceptual processing tool. McClelland and Elman proposed that 
top-down feedback modulates connections between three layers, from words, to 
phonemes, down to features. Phoneme identification can be influenced by lexical 
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and speech-reading contexts, and can also be improved through experience. 
According to TRACE, this influence is due to feedback from higher levels of pro-
cessing. Similarly, McClelland et al. (2006) contend that both top-down and bot-
tom-up information streams are essential for speech perception. Phoneme 
representations can be influenced by both lexical and acoustic features, and 
vice versa.

While most classical theories of speech perception have not accounted for the 
role of visual information, more recently, Kleinschmidt and Jaeger (2011) have put 
forth a belief-updating model based on Bayesian inference, by using data from pre-
vious studies of recalibration and selective speech adaptation to calculate probabili-
ties of outcomes. This model, called the Ideal Adaptor Framework, is tailored to 
explain audiovisual recalibration and selective speech adaptation. As described in 
Sect. 7.3.2, audiovisual recalibration and selective speech adaptation are two forms 
of perceptual learning, but their response profiles are in direct contrast. According 
to the Ideal Adaptor Framework, both recalibration and selective speech adaptation 
are described as forms of statistical learning, as a result of exposure to various dis-
tributions of phonemes. Listeners can create speaker-specific models of phoneme 
categories which allow for initial speaker-level adaptation, but can eventually gen-
eralize to more speakers with additional experience and if they are also acoustically 
close. The authors also posit recalibration and selective speech adaptation as two 
response patterns along a continuum ranging from ambiguous to prototypical 
sounds. As mentioned earlier in Sect. 7.2.2, recalibration effects tend to peak after 
approximately eight exposure tokens and slowly diminish with additional expo-
sures, while selective speech adaptation tends to continuously build in a linear man-
ner with increasing exposure. According to the model, recalibration reflects a 
response to ambiguous sounds, but with increasing amounts of exposure tokens and 
as speech sounds become more prototypical, selective adaptation effects can be 
observed.

7.5.2  �Neural Basis of Recalibration and Perceptual Learning

While theoretical frameworks and models have been useful in understanding recali-
bration and retuning, neuroimaging studies have shed additional light on areas of 
the brain where these changes occur and how they might explain the levels of pro-
cessing involved. More general models of speech perception drawn from neuroim-
aging data and primate studies (Scott and Johnsrude 2003; Rauschecker and Scott 
2009) have described the hierarchical and topographic nature of processing in the 
auditory cortex and surrounding areas.

Hickok and Poeppel (2007) proposed the dual-stream processing model of 
speech, with certain features equivalent to those found in visual-processing models. 
According to the model, areas of the brain along a ventral pathway, including medial 
temporal gyrus (MTG) and inferior temporal sulcus (ITS), are geared toward con-
necting phonological and lexical representations, while regions along a dorsal 
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pathway, including parietal-temporal, (pre)motor, and inferior frontal regions, are 
geared toward connecting phonological with sensorimotor and articulatory repre-
sentations. Adank and Devlin (2010) also explored how listeners adjust to record-
ings of unclear sentences and found activation patterns consistent with the Hickok 
and Poeppel (2007) model. Jäncke et al. (2002) also identified structures of the brain 
in the planum temporale (PT) and middle superior temporal gyrus (STG) that are 
specific to phoneme perception. STG and the primary auditory cortex can also 
encode fine-tuned phonetic information (Mesgarani et  al. 2008, 2014), with evi-
dence for speaker-invariant phoneme representations distributed across both of 
these regions (Formisano et al. 2008; Bonte et al. 2014). Other regions implicated in 
categorical perception of speech sounds include the inferior frontal gyrus (Rogers 
and Davis 2017) and the supramarginal gyrus (Raizada and Poldrack 2007; see 
Davis and Johnsrude 2007 for a review).

While these studies paved the way toward delineating a network of regions pos-
sibly implicated in recalibration, they may still be insufficient, as this process relies 
on the integration of both acoustic and contextual information, which are often lexi-
cal or visual. In light of this, Obleser and Eisner (2009) proposed a model of pre-
lexical abstraction based on prior neuroimaging studies of speech perception, 
reminiscent of the Merge model (with similarities to TRACE as well, but this model 
focuses on word recognition and not on abstraction). Pre-lexical abstraction may 
appear to resemble recalibration, but it also implies that the phoneme representation 
can be fully disentangled from the acoustic input and thereby abstracted. Pre-lexical 
abstraction could be implemented probabilistically, primarily along the STG, result-
ing in phoneme likelihoods rather than definitive phoneme identification. Likelihoods 
could be calculated by weighing various acoustic features, first processed by pri-
mary auditory cortex, and could be updated with talker and context-specific infor-
mation. Similarly, Holdgraf et al. (2016) have found evidence for acoustic updating, 
using spectro-temporal receptive field mapping on ECoG recordings of the auditory 
cortex. Responses of cortical populations were observed to have increased sensitiv-
ity to speechlike spectro-temporal features of degraded speech, after exposure to 
intact speech. This sensitivity could reflect how listeners encode rudimentary acous-
tic features that also allow the listener to interpret less intelligible speech, or how 
listeners “fill in the gaps.”

The merits of these models of speech perception can be reexamined in light of 
fMRI studies of recalibration and retuning. Kilian-Hütten et al. (2011b) had partici-
pants undergo audiovisual recalibration using the classic /aba/-/ada/ stimuli while 
fMRI data was collected. It was discovered that a higher-order network of areas in 
and around the auditory cortex, including bilateral inferior parietal lobe (IPL), infe-
rior frontal sulcus (IFS), superior temporal sulcus and superior temporal gyrus 
(STS/STG), and posterior MTG, were all active in recalibration. These areas showed 
overlapping activation during both the exposure phase and the subsequent test 
phase. These regions are also known to be involved in audiovisual integration and 
constructive processes, which would account for their increased activation during 
recalibration. Kilian-Hütten et al. (2011a) were also able to investigate audiovisual 
recalibration using MVPA, or multivariate pattern analysis, a technique using fMRI 
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data to train an algorithm to recognize differences in patterns of brain activity. They 
were successfully able to decode whether a participant perceived /aba/ or /ada/ 
while presented with the ambiguous sounds during the test phase of the same audio-
visual recalibration experiment, solely using the activation patterns. Active clusters 
were found in and around left PT and left Heschl’s gyrus and sulcus, which are typi-
cally viewed as low-level auditory areas, but they may have been influenced by 
information other than rudimentary acoustics features as they effectively predicted 
the percepts that were driven by the visual cue and not the auditory informa-
tion alone.

More recently, Lüttke et al. (2016) investigated a form of adaptation induced by 
McGurk-style adaptors with fMRI. Exposure to McGurk adaptors, or clear auditory 
/aba/ paired with video of /aga/, resulted in the percept of /ada/. These stimuli led to 
an effect much like selective speech adaptation, where follow-up presentations of 
clear auditory /aba/ were incorrectly perceived as /ada/ as a result. This mistaken /
ada/ percept showed closely related neural patterns to those elicited by correctly 
perceived auditory /ada/, and more so than to patterns associated with correct per-
ception of clear /aba/ tokens. Again, neural activations echoed a shift in auditory 
perception due to adaptation through contextual cues.

fMRI has also been used to explore lexically driven perceptual learning and other 
related phenomena. Activation in posterior left STG and STS has been recorded in 
listeners receiving instructions to switch from an acoustic mode to speech mode 
while listening to SWS stimuli (Dehaene-Lambertz et  al. 2005). While stimuli 
remained the same, instructions alone could induce a shift in both perception and 
the resulting activation patterns. Similarly, activity in left pSTS has also been asso-
ciated with identification of nonphonemic, short-term sound categories, while left 
mSTS may store long-term representation of phoneme patterns already known to 
the listener (Liebenthal et al. 2010). Myers and Blumstein (2008) investigated the 
Ganong effect (described in Sect. 1.1), or the impact of lexical knowledge on per-
ception of ambiguous speech tokens. Participants heard auditory items with ranging 
voice onset time (VOT) from gift to kift (i.e., word to nonword) and another con-
tinuum ranging from giss to kiss (from nonword to word). Activity in STG was 
modulated by the lexical effect, such that boundary tokens that were perceived as 
words showed higher activations compared to acoustically similar tokens from the 
other continuum that were not perceived as words. As STG was engaged in both 
phonological and lexical processing, the authors suggested that this was evidence in 
support of top-down models similar to TRACE that accommodate higher-level 
information during processing (Liebenthal et al. 2010).

Similarly, Myers and Mesite (2014) tested participants in a classic lexically 
guided perceptual retuning experiment with the addition of fMRI, alternating 
between exposure phases containing edited words ending in an ambiguous pho-
neme, followed by a forced-choice test phase on a continuum of the same ambigu-
ous sounds. Participants were separated into two groups with the stimuli biased 
toward /s/ for one group, and toward /ʃ/ (the “sh” in shop) for the other. Behavioral 
results indicated a boundary shift, so over the course of the successive test phases, 
participants’ perception of the ambiguous /s/-/ʃ/ phoneme had changed. Increased 
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activity in left IFG and STG was measured with boundary shifted items. These 
items reflected the perceptual shift, and were categorized as the biasing phoneme 
in test blocks following the exposure, but not during the earlier blocks at the start 
of the experiment. Activity both within the auditory cortex and in higher-level cog-
nitive areas suggests that top-down information may have influenced the learning 
process and may also have been responsible for creating connections between pho-
netic information and the speaker. Together, the results of these two studies of lexi-
cal context imply that perceptual learning involves areas responsible for both lower 
and higher levels of information processing in resolving the perception of these 
sounds. However, it remains unclear as to whether the flow of information is sim-
ply feed-forward or not, as the exact timing as to when each region is engaged is 
not yet understood. The authors suggest that initial processing of the unclear sounds 
relies on higher-level executive regions, but once the listener undergoes sufficient 
training and has shifted the perceptual boundary, then regions responsible for lower 
levels of processing, such as STG, can be activated in response to the ambigu-
ous sound.

Combined magnetoencephalogram (MEG) and electroencephalogram (EEG) 
data have also confirmed that activity in STG reduced over time, as participants 
learned to improve in identification of degraded speech sounds combined with 
matching text (Sohoglu and Davis 2016). Furthermore, the results were framed 
within a model of predictive coding, not unlike Bayesian inference, such that the 
listener learns to reduce prediction errors as a consequence of learning. STG is pro-
posed to process acoustic features and receives predictions of phonological catego-
ries from higher-level frontal areas, and predictions are continuously updated with 
experience.

While many of the studies discussed thus far have identified STG to be involved 
in perceptual learning or recalibration, a recent study has also found evidence from 
the cerebellum (Guediche et al. 2015). Listeners learned to identify words distorted 
by noise vocoding, and consequently, cerebellar regions showed changes, as well as 
functional connections to cortical language and auditory regions. Stemming in part 
from this finding, another model of speech adaptation has been proposed, also rely-
ing on a predictive coding mechanism, but supervised by the cerebellum (see 
Guediche et al. 2014, for a complete review). In contrast, some areas of the brain 
may be uniquely engaged by either recalibration or retuning. When compared 
directly using fMRI within the same participants, audiovisual recalibration and lexi-
cal retuning showed largely similar areas of activation, over temporal, parietal, and 
motor cortex areas, although audiovisual recalibration specifically seems to retrig-
ger activation within areas of the visual cortex, despite the lack of visual stimuli 
during the recalibration test trials (Ullas et al. 2020).
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7.5.3  �Summary of Theories of Speech Perception

Section 7.5 detailed various theories of speech perception as well as supporting 
neuroimaging data that propose the channels through which recalibration and per-
ceptual retuning may operate. Proponents of these speech perception theories have 
debated the nature of how phoneme categories can be reshaped, as some argue that 
this is a unidirectional, bottom-up abstraction process (Merge, COHORT), while 
others postulate that both top-down and bottom-up processes contribute (TRACE). 
Theories incorporating distributional and statistical learning, such as the Ideal 
Adaptor Framework (Kleinschmidt and Jaeger 2011), have also been useful for 
understanding how listeners adapt to variability. Neuroimaging data suggest that 
both top-down and bottom-up influences are involved, based on the areas of the 
brain that tend to be active during perception of ambiguous tokens, such as STS/
STG and IFS/IFG. Sophisticated analysis techniques such as MVPA have also been 
useful for pinpointing specific patterns of neural activity associated with the shifts 
in perception, but the directionality of influences upon these percepts remains 
unclear and may require more advanced neuroscientific methods.

7.6  �Conclusion and Future Directions

The literature described throughout this chapter has focused on lexical and audiovi-
sual information as contextual influences on speech perception, as well as their 
dimensions and limitations. Section 7.2 highlighted the seminal findings regarding 
lexical retuning, starting from Norris et al. (2003) and the studies since then that 
have illuminated the strengths and drawbacks. Section 7.3 discussed audiovisual 
recalibration, first described by Bertelson et al. (2003) and expanded upon by others.

These two contextual sources can differ in terms of their impact on perception, 
as lexical information can potentially lead to more stable and longer-lasting shifts in 
perception, while audiovisual information results in adjustments in shorter dura-
tions that are not easily generalizable and are often either (or both) context- and 
token-dependent. The phoneme categories themselves can also impose restrictions, 
as plosives (also known as stop consonants) may allow for generalization to other 
speakers more so than other types of phonemes, such as fricatives or liquids. 
Evidently, contextual cues alone do not drive these phoneme boundary shifts, and 
acoustic information still modulates learning effects to a great extent. Theories of 
speech perception have also been helpful for understanding the basis of phoneme 
boundary adjustments, but disagreements exist with regard to the stages of process-
ing that are thought to be involved.

Although questions remain in the field as to the precise details of retuning, 
researchers continue to pursue the answers with behavioral and neuroimaging stud-
ies. Related works may also shed light upon how exactly these perceptual shifts may 
occur. Recent studies have investigated another related form of text-based 
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recalibration. Reading text of syllables while listening to ambiguous phonemes can 
also contribute to changes in phoneme categorization (Keetels et al. 2016a, b), and 
this has also been tested using fMRI (Bonte et al. 2017). Just as in audiovisual and 
lexical experiments, participants viewed either /aba/ or /ada/ written in text, while 
hearing an ambiguous blend of the two, and participants were able to effectively 
recalibrate depending on the text they viewed (Keetels et al. 2016a, b). In addition, 
fMRI results showed that text-based recalibration was linked to activity in posterior 
superior temporal cortex, and percepts of /aba/ and /ada/ during test could also be 
decoded with MVPA, primarily based on patterns of activity in left posterior STG 
and PT and right STS (Bonte et al. 2017). Functional connectivity was observed 
between IPL and left STG during exposure and may be indicative of higher-order 
influences leading to eventual retuning. While lexical and audiovisual recalibration 
studies have been useful for understanding how listeners adapt to ambiguity in 
speech, this new paradigm illuminates how mappings are acquired between audi-
tory and written representations, and may also have the potential to detect disrup-
tions of reading networks during development, particularly in individuals with 
dyslexia.

Together, these approaches using lexical and audiovisual information, and more 
recently with text, have proven useful in understanding the plasticity of speech 
sounds. These non-acoustic sources of information can not only sway how speech 
tokens are perceived but, moreover, can restructure the units of speech. Evidently, 
these units are malleable and are continuously updated with experience; they are 
susceptible to change even within short windows of time and with relatively little 
input required to do so. This adaptive tool is beneficial for adjusting to speakers, 
noise, or other obstacles that could impede successful speech comprehension, 
although the acoustic features of the input may restrict the extent to which recalibra-
tion can be generalized. Still, stimulus specificity may be advantageous, as a com-
plete overhaul of speech sounds in response to deviations from the norm would be 
impractical. Speech perception theories and neuroimaging studies have highlighted 
the possible processing streams involved, and both lexical and speech-reading influ-
ences appear to share significant similarities in terms of the brain areas being 
recruited. The relative contributions of top-down and bottom-up information in pro-
cessing the acoustic input are still hotly debated, but the continued application of 
advanced neuroimaging techniques, as well as statistical modeling, may aid in 
building a more cohesive picture of perceptual retuning.
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