
 

 

 

Federated learning with uncertainty on the example of
a medical data
Citation for published version (APA):

Dyczkowski, K., Pckala, B., Szkola, J., & Wilbik, A. (2022). Federated learning with uncertainty on the
example of a medical data. In 2022 IEEE INTERNATIONAL CONFERENCE ON FUZZY SYSTEMS
(FUZZ-IEEE) - Proceedings IEEE. https://doi.org/10.1109/FUZZ-IEEE55066.2022.9882862

Document status and date:
Published: 01/01/2022

DOI:
10.1109/FUZZ-IEEE55066.2022.9882862

Document Version:
Publisher's PDF, also known as Version of record

Document license:
Taverne

Please check the document version of this publication:

• A submitted manuscript is the version of the article upon submission and before peer-review. There can
be important differences between the submitted version and the official published version of record.
People interested in the research are advised to contact the author for the final version of the publication,
or visit the DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page
numbers.
Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these
rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above,
please follow below link for the End User Agreement:
www.umlib.nl/taverne-license

Take down policy
If you believe that this document breaches copyright please contact us at:

repository@maastrichtuniversity.nl

providing details and we will investigate your claim.

Download date: 09 Apr. 2024

https://doi.org/10.1109/FUZZ-IEEE55066.2022.9882862
https://doi.org/10.1109/FUZZ-IEEE55066.2022.9882862
https://cris.maastrichtuniversity.nl/en/publications/a1c6805d-6ac7-4c60-a365-e050072b04b7


Federated learning with uncertainty on the example
of a medical data

1st Krzysztof Dyczkowski
Adam Mickiewicz University
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Abstract—This paper describes a federated learning model ca-
pable to process imprecise and missing data. Federation learning
is a technique to solve the problem of data governance and
privacy by training algorithms without exchanging the data itself.
The performance of the proposed method is demonstrated on
medical data of breast cancer cases. Results for different data loss
scenarios and corresponding measures of classification quality are
presented and discussed.

I. INTRODUCTION

Successful training of models in machine learning requires
data of high quality and in large quantity. In many research
areas, collecting such data is difficult. This is very often due to
the specifics of the problem at hand, legal and organizational
constraints. For example, many research centers conducting
medical research collect data about their patients which are
used to build models that allow them to diagnose a given
disease or prepare treatment procedures. In many cases, how-
ever, the data in these centers are too small to generate a
sufficiently universal model or to be reliable for a wider group
of cases. The natural idea would be to centralize the data
and train models on common data, but this is impossible in
many cases due to the sensitivity of the data, lack of patients’
consent for their further transfer, or simply lack of trust in
other research centers. The answer to this kind of problem
is a federated learning model (see [1], [2]). The key idea of
federated learning is to share not data but learned local models,
which, appropriately aggregated and returned to individual
units, would significantly increase the global quality of the
resulting decision systems, while preserving data privacy.

One challenge of machine learning, but also federated
learning is how to process imprecise incomplete data in such a
model, resulting e.g. from lack of data in particular units. The
incomplete data may be missing at random, caused e.g., by a
random loss of some parameters due to failure or improperly
collected data. Alternatively, they can be structurally incom-
plete, because of e.g., the inability to perform certain tests
in one of the centers, working according a different protocol.
In those cases, one could either exclude that center from the
federation, or exclude that missing variable. Both solutions are
not desired, as they exclude potentially useful data from the
distributed data set.

In this paper, we extend the federated learning model with
interval-valued fuzzy sets to use imprecise and/or incomplete
data for training the models. We test our method on medical
data on breast cancer diagnosis.

Representations and investigations in modeling of impre-
cision and uncertainty are still continued since the fuzzy
set theory was introduced [3]. One of the many extensions
of fuzzy sets (FSs), i.e. interval-valued fuzzy sets (IVFSs)
([4], [5]) similar to intuitionistic fuzzy sets (AIFSs) [6] oc-
curred very useful of their flexibility [7]. Interval arithmetic
is successfully used in scientific fields such as uncertainty
theory, or fuzzy systems, to determine the uncertain data and
modeling of uncertain systems. So, diverse applications of
IVFSs for solving real-life problems involving, for example,
pattern recognition, medical diagnosis, or image thresholding
were successfully proposed.

The discussed problem is not limited to medical data but
equally applies to industry, business, etc., where we meet a
similar need for modeling global phenomena and processes
without creating a centralized data set. Specific real problems
pose new challenges for scientists related to the problem of
data disclosure that can only be met by federated learning,
which is a combination of traditional learning methods (super-
vised and unsupervised), data fusion, and aggregation, granu-
lar calculations, collaborative learning, compressing updates,
asynchronous communication, natural language processing or
respect of unbalanced data, non-id data, and so on.

Thus, the paper is focused on two important aspects of con-
temporary decision support systems, i.e. Federated Learning
and modeling various forms of uncertainty. Specifically, the
purpose of our research is to:

1) Propose a federated learning method that can handle
uncertain and/or incomplete data (in the form of interval
fuzzy sets);

2) Improve the performance of local models with missing
data using fusion of third-party models;

3) Propose a method for cross-validating models using data
from different clients.

978-1-6654-4407-1/21/$31.00 © 2021 European Union



II. FEDERATED LEARNING

A. Federated Model

The federated learning model was originally proposed by
google researchers [8], [9], [10]. Their main idea was to build
machine learning models based on datasets that are distributed
across multiple devices. (cf. [1], [11] or [2]).

Federated learning (FL) is a learning paradigm seeking to
address the problem of data governance and privacy by training
algorithms collaboratively without exchanging the data itself
[1], [12]. The core challenges associated with solving the
optimization problem during federated learning, make the
federated setting distinct from other classical problems, such
as distributed learning in data center settings or traditional
private data analyses. These challenges are:

• Communication. Necessary to develop communication-
efficient methods that iteratively send small messages or
model updates as part of the training process, as opposed
to sending the entire dataset over the network. Thus key
aspects to consider are: (i) reducing the total number
of communication rounds, or (ii) reducing the size of
transmitted messages at each round;

• Heterogeneity. The preserving, computational, and com-
munication capabilities of each device in a federated
net may differ due to variability in hardware, network
connectivity, and power. Federated learning methods that
are developed and analyzed must, therefore: (i) anticipate
a low amount of participation, (ii) tolerate heterogeneous
hardware, and (iii) be robust to dropped devices in
the network. Moreover, statistical Heterogeneity is the
challenge;

• Privacy. Mentioned privacy is often a major concern in
federated learning applications. Federated learning makes
a step towards protecting data generated on each device
by sharing model updates, e.g., gradient information,
instead of the raw data.

Different types of federated learning are distinguished in the
literature depending on the characteristics of the local data
used. The most popular ones include:

• Horizontal federated learning, or sample-based federated
(see Figure 1) is used in scenarios where datasets have the
same attributes in each local dataset but different records
(samples);

• Vertical federated learning or feature-based federated
learning (see Figure 2) is used when local datasets have
records that describe the same samples (identifiers) but
have different (partially or completely) different sets of
attributes. Vertical Federated Learning is also referred
to as Heterogeneous Federated Learning, on account of
differing feature sets.

In this paper, we will focus on the horizontal model of
federated learning, although as we will show later in this paper,
in the case of a model with missing whole attributes, such a
model could be considered to have some characteristics of a
vertex model. Figure 3 shows the general architecture of the
federated model. The assumption is that all clients have the

Fig. 1. Horizontal federated learning ([1])

Fig. 2. Vertical Federated Learning (see [1])

same local data structure and use a common machine learn-
ing model. They exchange with the server only coefficients
describing the learned local models and parameters describing
the classification quality. The server performs model aggre-
gation, i.e. appropriate aggregation of coefficients. The server
then returns the new coefficients to the clients. The process
proceeds as follows (see Figure 3):

1) Each client trains its own model on its local data and
passes it to the server;

2) The server aggregates the models;
3) The server returns the new model to the clients;
4) Local models are updated.

The process continues until the obtained quality of local
models is high enough and it is not possible to improve them
(subsequent iterations do not reduce the error function). The
model described in this way is independent of the particular
machine learning algorithm chosen and is based only on the
replacement of the vector/matrix of parameters describing the
model.

In many areas of life, e.g. in industry, medicine, or eco-
nomics, a problem arises when an organization does not have a
sufficiently large set of data to construct a decision / diagnostic
system of appropriate quality. In this case, data from different
organizations must be used, which is related to the problem of
data sharing. To overcome these problems, federated learning



Fig. 3. Federated model architecture (see [1])

is becoming more and more popular, enabling automatic
learning in distributed partners’ distributed networks without
sharing raw data. Federated Learning (FL) is a particular
approach to training Machine Learning (ML) algorithms in
a way that means data remains private. In particular, federated
learning techniques are designed to train machine learning
algorithms on multiple distributed devices or servers, each with
its own local and private data.

This collaborative approach contrasts with traditional ma-
chine learning techniques, which are centralized in nature by
collecting all data samples in one unique dataset before using
them. It also differs from parallel computing techniques that
have been developed to optimize ML computation on multiple
CPUs using a centralized dataset that is broken down into
identically distributed computation subsets.

The research aims to improve the efficiency of systems
supporting federated learning, guaranteeing the privacy of
members, while at the same time resisting attacks and ensuring
fairness between members of the system.

In this paper, we will use the following notation. Let us
assume we have K clients, each client has its own independent
data set {yi, xi1, ...xip} for i = 1, ..., nk, where nk is the
number of instances in client k, and p number of attributes.
Each client trains a set model on its data (nk observations)
in a specified number of internal iterations and provides the
training result in the form of a result vector of the trained
parameters β.

III. FUNDAMENTALS OF INTERVAL-VALUED THEORY

Many approaches and theories for investigating and mod-
eling imprecision have been proposed since fuzzy sets were
originally introduced by Zadeh [3]. For example, interval-
valued fuzzy sets [5], [4] are an effective tool for uncertainty
modeling in many practical issues.

A. Interval-valued fuzzy setting

By LI = {[p, p] : p, p ∈ [0, 1], p ⩽ p} we denoted a
family of intervals belonging to the unit interval. If X ̸= ∅,
then according to the following papers [4], [5], [13] and [14]

we define an interval-valued fuzzy set (IVFS) S in X as a
mapping S : X → LI such that for each x ∈ X

S(x) = [S(x), S(x)]

means the degree of membership of an element x into S.
The family of all IVFSs in X we denoted by IVFS(X).
We assume, reflect an aspect of applications on a finite set
X = {x1, . . . , xn}. In opposite to fuzzy sets, in the case of
the IVFSs, the membership of an element x is not exactly
indicated. We only specify an upper and lower bound of the
possible membership. This is cause the IVFSs spend so useful
for the uncertainty of information. Of course, each fuzzy set S
could be treated as the IVFS such that S(x) = S(x) ∀x ∈ X .
Thus, FS(X) ⊂ IVFS(X), where FS(X) is a family of fuzzy
sets on X .

In this section, we concentrate on relations between arbitrary
IVFSs S(x) and T (x) for any fixed x ∈ X , so let us assume
the following notation
S(x) = [S(x), S(x)] = [s, s], T (x) = [T (x), T (x)] = [t, t].

The best known and often used partial order in LI it is

[s, s] ≤2 [t, t] ⇔ s ⩽ t and s ⩽ t. (1)

In real-life problems we need often to be able to compared
data with uncertainty, e.g. intervals, use some a linear order.
So we must extended the partial order ≤2 to a linear one,
≤Adm, called admissible [15], [16].

B. Aggregation functions

Data aggregation is the process of gathering data and pre-
senting it in a summarized format. The data may be gathered
from multiple data sources with the intent of combining these
data sources into a summary for data analysis. This is a crucial
step since the accuracy of insights from data analysis depends
heavily on the amount and quality of data used. It is important
to gather high-quality accurate data and a large enough amount
to create relevant results. An aggregate function takes as input
a set, a multiset (bag), or a list from some input domain and
outputs an element of an output domain.

The notion of an aggregation function on LI being a
significant concept in numerous applications (e.g. [17], [18] or
[19]). What follows is the description of aggregation functions
connected with ≤2 and ≤Adm. For the input data in the form
of interval-valued fuzzy sets, we can define aggregations as
follows

Definition 1 ([16], [19], [20]). Let n ∈ N, n ⩾ 2. An
operation A : (LI)n → LI is called an interval-valued (I-
V) aggregation function if it is increasing with regard to the
order ≤ (partial or linear), i.e.

∀xi, yi ∈ LI xi ≤ yi ⇒ A(x1, ..., xn) ≤ A(y1, ..., yn) (2)

and A([0, 0], ..., [0, 0]︸ ︷︷ ︸
n×

) = [0, 0], A([1, 1], ..., [1, 1]︸ ︷︷ ︸
n×

) = [1, 1].

The particular case of operation of I-V aggregations is a
representable I-V aggregation function with regard to ≤2.



Definition 2 ([21], [22]). The I-V aggregation function A :
(LI)n → LI is coined representable in a situation when there
exist aggregation functions A1, A2 : [0, 1]n → [0, 1] as follows

A(x1, ..., xn) = [A1(x1, ...xn), A2(x1, ...xn)]

for all x1, ..., xn ∈ LI .

Example 1. The fundamental cases of representable I-V
aggregation functions on LI include two operations ∧ as well
as ∨ on LI with A1 = A2 = min and A1 = A2 = max,
respectively (as for the order ≤2, however not the lexicograph-
ical or Xu-Yager order).
The other examples of representable I-V aggregation functions
concerning ≤2 are the following:

• the representable arithmetic mean
Amean([x, x], [y, y]) = [

x+y

2 , x+y
2 ],

• the α mean
Aα(x, y) = [αx+ (1− α)y, αx+ (1− α)y]
is an I-V aggregation function on LI with regard to the
lexicographical and Xu-Yager order [16] for x, y ∈ LI .

Often discussed in the literature and applied in practice, are
OWA operators introduced by Yager in 1988. The concept of
OWA has been extended to the interval-valued setting (or more
generally, to the type-2 fuzzy sets setting or in the real set),
which was called the uncertain OWA operator and which is the
next generalization of Amean aggregation. The constructions
may be different from point of view used orders. OWA
operators are a particular case of more general aggregation
functions called Choquet integrals. In [23] was introduced
discrete interval-valued Choquet integrals of interval-valued
fuzzy sets based on admissible orders.

In [23], the class of linear orders on LI is used to extend the
definition of OWA operators for interval-valued fuzzy setting
in following way.

Definition 3 ([23]). Let ≤ be an admissible order on LI , and
w = (w1, . . . , wn) ∈ [0, 1]n, with w1 + · · · + wn = 1.
The interval-valued ordered weighted averaging (OWA) op-
erator (IVOWA) associated with ≤ and w is a mapping
IV OWA≤,w : (LI)n → LI , given by

IV OWA≤,w([x1, x1], . . . , [xn, xn]) =

n∑
i=1

wi · [x(i), x(i)],

where [x(i), x(i)], i = 1, . . . , n, denotes the i-th greatest of the
inputs with respect to the order ≤ and w · [x, x] = [wx,wx],
[x1, x1] + [x2, x2] = [x1 + x2, x1 + x2].

Because IV OWA≤,w is not an aggregation function with
respect to ≤2 ([23]), this is the way in which we prefer to use
the linear order to definition.

If LI = [0, 1] or R, then we call IVOWA operator by OWA
operator with natural order.

C. Moore’s calculus

Interval arithmetic was deemed as necessary with the devel-
opment of the theory of uncertainty. It was realized that the use

of uncertain parameters and uncertain data is very important
for the description of reality in the form of a mathematical
model. The most common and most frequently used interval
arithmetic is Moore arithmetic [24], [25]. In Moore arithmetic
basic operations on intervals X = [x, x] and Y = [y, y] are
realized by formulas
• sum, difference and product:

[x, x] + [y, y] = [x+ y, x+ y]

[x, x]− [y, y] = [x− y, x− y]

a ∗ [x, x] = [ax, ax], a ∈ R+

a ∗ [x, x] = [ax, ax], a ∈ R−

[x, x] ∗ [y, y] =

[min(x ∗ y, x ∗ y, x ∗ y, x ∗ y),max(x ∗ y, x ∗ y, x ∗ y, x ∗ y)]

for x, x, y, y ∈ R and x ≤ x, y ≤ y. Some limitations and
drawbacks have been found in the Moore interval arithmetic
such as the excess width effect problem so the alternative
for Moore arithmetic we may used multidimensional interval
arithmetic. The idea of multidimensional arithmetic was de-
veloped by A. Piegat [26], where given value x from interval
X = [x, x] is described using variable γx, γx ∈ [0, 1], as
shown:

Repγ(x) = x+ γx(x− x). (3)

In this notation the interval X = [x, x] is described in the
form:.

X = {Repγ(x) : Repγ(x) = x+ γx(x− x), γx ∈ [0, 1]}.

The variable γx gives the possibility to obtain any value
between the left border x and right border x of interval X .

IV. A FEDERATED LEARNING MODEL WITH UNCERTAINTY

In line with the main challenges in FL we propose a
federated model, where each client has its own independent
data set {Yi, xi1, ...xip} and xip ∈ LI , Yi ∈ {0, 1} for
i = 1, ..., n, n is the number of instances, and p number of
attributes.

Each client trains a set model on its data (nk observations)
in a specified number of internal iterations and provides the
training result in the form of a result vector of the trained
parameters β and ϵ,

yi = β0 + β1xi1 + ...+ βpxip + ϵi

for i = 1, ...nk and βk ∈ R for k = 1, ...p.
The new learning model consists of the following steps (see

Figure 4):
1) Each client trains its own model on its local data and

passes it to the server;
2) Server aggregates the models;
3) Server returns the new model to the clients;
4) Local models are updated;
5) For initial validation, new models are distributed to other

clients on the server where they are tested and model



quality metrics are returned to the client in question. The
client decides whether to continue updating its model for
better quality.

The process continues until the obtained quality of local
models is high enough and it is not possible to improve them
(subsequent iterations do not reduce the error function).

As can be seen, the federated learning scheme has been
extended to include a cross-validation step for local models.
This allows the use of foreign data sets to make decisions
in subsequent iterations of the model without having direct
access to such data and avoiding model overfitting.

Fig. 4. Proposed federated model

In our model, we allow the data to be in interval form and
for there to be gaps in the data. We assume that the data is
normalized and the missing data are presented in the form of
intervals [0, 1].

A. Logistic regression for interval data

As mentioned in an earlier section, the federated learning
scheme thus constructed is independent of the choice of a
particular machine learning model. In the first stage of the
research, we chose one of the simplest models, which is
logistic regression with stochastic gradient descent. For the
experiment, we modify it to operate on interval data.

One iteration of the local learning process follows the
scheme:

1) calculation of the model response for each training sam-
ple according to the sigmoid function:

f(yi) =
1

1 + e−Repγ(β0+β1·xi1+...+βp·xip+ϵi)

for γ ∈ [0, 1] and f : LI → R.
From this step, in each single iteration, we switch from
the interval calculus to the real model using the defined
Rep function in (3). Which allows us to operate on data
in the form of interval-valued fuzzy sets, while receiving
the model in the form of a vector of real numbers.

2) For computation of an error (loss function) between the
computed value and the actual value we assumed:

L(yi) = − log(f(yi)) · Yi − log(1− f(yi)) · (1− Yi),

where Yi - actual output value,
3) Finally, we update of learning coefficients in steps:

βj = βj + α · ▽βjL(yi) · xij ,

β0 = β0 + α · ▽β0
L(yi),

α is learning coefficient and ▽ is gradient for
i = 1, .., nk, j = 1, .., p.

V. EXPERIMENT AND RESULTS

The effectiveness of the proposed federation learning model
with uncertainty was tested on medical diagnostic data.

A. Structure of dataset

The dataset is a Wisconsin (diagnostic) breast cancer
dataset. This is one of the popular datasets from UCI Machine
Learning Repository [27]. Data contains information on 569
medical cases. Features are calculated from a digitized image
of a fine needle aspirate (FNA) of a breast mass. They describe
the characteristics of the cell nuclei present in the image.
Ten real-valued features are computed for each cell nucleus:

• radius (mean of distances from center to points on the
perimeter),

• texture (standard deviation of gray-scale values),
• perimeter,
• area,
• smoothness (local variation in radius lengths),
• compactness,
• concavity (severity of concave portions of the contour),
• concave points (number of concave portions of the con-

tour),
• symmetry,
• fractal dimension (coastline approximation− 1).

For each value, the standard deviation and the mean value of
the trait measurements for the patient are given. On the basis
of both of these values, the value of the interval is constructed:

[mean − standard deviation, mean + standard deviation]

after earlier fuzzyfing both values: "mean-standard deviation"
and "mean+standard deviation", by normalization.

The decision attribute stores information about the diagno-
sis: malignant (0) or benign (1). The dataset consists of 212
malignant objects and 357 benign objects. Since the dependent
variable, the explained variable, takes two dichotomous values
of 0 and 1, the optimal model choice for decision prediction
turned out to be the logistic regression model, which deter-
mines the probability of a given event occurring for the values
of the predictors entered into the model.

To simulate the data sets of a group of clients (two in this
case), the data were randomly divided into two groups with
the decision balance behavior. Then, the data in each client is
then randomly split into a training set and a test set at a ratio
of 90% to 10%.



B. Validation problem
In a federated model, we want to achieve the best possible

global model, i.e., one that achieves high decision performance
across all clients. Therefore, models should be tested not
only on the local data of a given client, but also using the
data of other clients (however without direct access to them).
Therefore, our proposed federated learning model provides this
exchange of model quality information.

Validation is carried out in two stages: during each local
learning phase and also after models aggregation. This allows
each client to decide whether to use the new incoming model
and whether their local model is also effective on foreign
data. Such a scheme allows local models to cross-validate
effectively. The parameters of the learned model are distributed
to other clients across the server where they are tested, and
model quality indicators are returned to the client. Finally, the
client decides whether to update its model strive for the highest
quality global model.

The use of other clients’ data (without direct access to this
data) in the process of validating the effectiveness of a given
model is a proposed new aspect of our federated learning
model.

C. Experimental results of different scenarios of real problems
We checked our model in various real-life scenarios, dealing

with uncertain and missing data, and compared it with the crisp
model (benchmark). During the research of the cases 2)–4) we
assumed ϵi = 0, α = 0.01 and γ = 0.5 (optimal results) of the
algorithm described in Section IV with 100 learning epochs
and in cases 3) and 4) 100 aggregation cycles.

1) Benchmark model: As a benchmark model, we chose
a situation in which the data is complete and without uncer-
tainty. The model was trained on a 90% training set (sum of
customer sets) and tested on a 10% test set. To ensure the
correctness of the learning process, we conducted a 10-fold
cross validation. That is, a standard logistic regression model
without a federated learning model was used.

Reference performance of Benchmark model are presented
on Table I

ACC SENS SPEC PREC
Complete data 0,965 0,972 0,935 0,965

TABLE I
PERFORMANCE OF BENCHMARK MODEL

2) Baseline model: As a baseline, we decided to use a
situation in which both clients have uncertain interval data
with no missing values (complete uncertain data).

That is, a complete interval-valued dataset (no partitioned
for clients) without data gaps (performance based on 10 fold
cross validation) see Table II.

Dataset ACC SENS SPEC PREC
Client 1 0,976 0,977 0,976 0,977
Client 2 0,927 0,982 0,849 0,905

TABLE II
PERFORMANCE OF BASELINE MODEL

3) Scenario 1 with missing whole attribute in the data:
These types of missing data are very common in medical
data and may be due, for example, to the medical unit not
having the equipment to perform the measurements or not
having access to a particular test (e.g. a blood marker). In
our experiments, we assumed that we would perform the
calculation in the absence of one attribute in one client (in
our case client 2). We want to check whether use of the FL
model will allow us to improve the quality of the local model
using the information coming from the second model which
has complete data.

In Table III and in Table IV performance measures for client
1 (with complete data) and client 2 (with missing 1 attribute),
respectively, are presented.

ACC SENS SPEC PREC
Complete data 0,976 0,977 0,976 0,977

TABLE III
PERFORMANCE OF CLIENT 1 LOCAL MODEL (SCENARIO 1)

Missed attribute ACC SENS SPEC PREC
1 0,824 0,953 0,690 0,759
2 0,824 0,930 0,714 0,769
3 0,824 0,953 0,690 0,759
4 0,824 0,953 0,690 0,759
5 0,824 0,953 0,690 0,759
6 0,824 0,930 0,714 0,769
7 0,847 0,953 0,738 0,788
8 0,835 0,953 0,714 0,774
9 0,835 0,953 0,714 0,774
10 0,824 0,930 0,714 0,769

TABLE IV
PERFORMANCE OF CLIENT 2 LOCAL MODEL (SCENARIO 1)

Fig. 5. Performance of client 2 local model (Scenario 1)

4) Scenario 2 with missing random values in different
attributes: This scenario reflects the situation when some
degree of random data is missing, potentially in all attributes.
In real-world conditions, this may result in measurement
equipment malfunctions, improper testing, or human error.
In our experiment, we simulated situations where we have
random missing data distributed in up to five attributes per
record and different levels of missing data: 10%-50% of



Missed attribute ACC SENS SPEC PREC
1 0,895 0,954 0,833 0,862
2 0,895 0,954 0,833 0,862
3 0,900 0,954 0,845 0,873
4 0,895 0,954 0,833 0,862
5 0,894 0,954 0,833 0,866
6 0,894 0,954 0,833 0,866
7 0,900 0,965 0,833 0,865
8 0,906 0,965 0,845 0,876
9 0,900 0,965 0,833 0,868
10 0,900 0,954 0,845 0,8739

TABLE V
PERFORMANCE OF FL AGGREGATED MODEL (SCENARIO 1)

Fig. 6. Performance of aggregated model on client 2 test data (Scenario 1)

values). Also in this case, data was only deleted in one client,
the other had full data

As in the previous scenario first client have full data (in
Table VI result of it’s local model is presented) and second
client have prepared data with different percentage of missing
data (10% – 50%), in Table VII and Figure 7 are presented
results for it’s local model.

% of missing data ACC SENS SPEC PREC
Complete data 0,976 0,977 0,976 0,977

TABLE VI
PERFORMANCE OF CLIENT 1 LOCAL MODEL (SCENARIO 2)

% of missing data ACC SENS SPEC PREC
10 0,871 0,953 0,786 0,820
20 0,776 0,837 0,714 0,750
30 0,788 0,744 0,833 0,821
40 0,753 0,953 0,548 0,683
50 0,729 0,884 0,571 0,679

TABLE VII
PERFORMANCE OF CLIENT 2 LOCAL MODEL (SCENARIO 2)

Results for federated learning model (using standard mean
as aggregation) are presented in Table VIII and Figure 8.
Calculations was made on Client 2 test data.

5) Conclusions: The baseline uncertified model is very
close in performence to the benchmark model which shows
that the methodology used performs very well for full data
(without data gaps).

In scenario one, it is noted that the local model is sensitive
to a small degree to the absence of a single attribute. This may

Fig. 7. Performance of client 2 local model (Scenario 2)

Fig. 8. Performance of FL model on client 2 test data (Scenario 2)

% of missing data ACC SENS SPEC PREC
10 0,894 0,907 0,881 0,889
20 0,883 0,907 0,857 0,870
30 0,877 0,919 0,834 0,851
40 0,865 0,849 0,881 0,875
50 0,824 0,803 0,846 0,829

TABLE VIII
PERFORMANCE OF FL AGREGATED MODEL (SCENARIO 2)

of course be due to the high correlation of some attributes and
the distribution of samples in the test data. In this case, the
federated model slightly improves the classification quality.

The most interesting results were obtained for the second
scenario. The client 2 local model performed very poorly when
the amount of missing data increased. The use of a federated
model allowed for a significant improvement in classification
quality using knowledge from another client.

The use of the federated learning model in both scenarios
allowed the classification quality scores to approach the base-
line model despite the loss of a large portion of the client’s
data in some cases.

VI. SUMMARY AND FUTURE WORKS

This paper presents the first attempt to construct and analyze
the effectiveness of a federated learning model taking into
account uncertainty. This problem still needs a lot of research
and computational problems to be solved, but preliminary



results are very promising. We can mention here the following
conclusions:

1) Very good results were shown for binary medical deci-
sions using logistic regression. Improved/stabilized clas-
sification quality of the model with missing data using
knowledge propagated from other models.

2) Very good comparative results, for federated learning for
a multitude of smaller sets, relative to the results for
learning a uniform set without splitting.

3) Conducted a deeper analysis of the ability to detect
inconsistent (faulty, contradictory) data-sets, based on an
analysis of the adaptability of the local model relative to
the global model (how often the local model is updated
based on an assessment of classification errors, a measure
of the frequency of change can be a measure of the quality
of fit to the global model).

4) Future research should be done on the impact of different
learning methods on different types of data and related
specific problems, e.g., applying classification or combin-
ing classical machine learning with soft computational
methods such as similarity measures, fuzzy clustering,
approximate inference, etc.
In addition, other aggregations such as OWA or IVOWA
for the interval case will be considered in aggregating
model parameters.
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