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1. Introduction
Being a powerful predictive technology, artificial 

intelligence (AI) can be adopted by firms to increase 
efficiency within various processes, one of them be-
ing the hiring practices in human resource manage-
ment (HRM) (Bogen & Rieke, 2018; Gonzalez et al., 
2019; Tambe et al., 2019). As there are a multitude 
of different opinions and concerns about AI imple-
mentation1 in hiring, we aim to focus on one specific 
debate: whether it has the potential to increase or 
reduce discrimination. Discrimination within hiring is 
a long-studied phenomenon, that is often based on 
recruiters’ unconscious, interpersonal bias, and sub-
jective judgements about people based on different 
personal characteristics2. In a larger scheme, discrimi-
nation contributes to inequalities in the labour market 
(Banks & Ford, 2008) by granting access to attractive 
employment opportunities for individuals from over-
represented groups while simultaneously restricting 
the access for other groups. Discrimination also leads 
to skills mismatch and inefficient allocation of resourc-
es (McGowan & Andrews, 2015). AI technology does 
not naturally have preferences for hiring a candidate 
with a certain appearance, a specific name hinting at a 

1. To find out more on the current debate on AI implementa-
tion and its overall effects on labour markets, see the first ai:co-
nomics policy brief.

2. See Box 1 for more in-depth discussion on discrimination in 
labor markets. 

Key Messages: 
	z The inclusion of artificial intelligence (AI) in hiring 

practices can have important implications on the 
extent and magnitude of discrimination in labour 
markets. Persistent bias can further contribute to 
rising inequalities, skill mismatch and inefficient 
labour market outcomes.

	z While AI can potentially reduce discrimination by 
increasing the diversity of successful candidates 
due to its ability to predict and reach objective 
decision-making, this does not hold for each case 
in practice.

	z Under certain circumstances, AI can further exac-
erbate worker discrimination by replicating hu-
man biases and producing unfair outcomes at the 
expense of certain individual groups.

	z Outcomes of AI-based hiring highly depend on 
the specific algorithm design. If a poor algorithm 
design can manifest in poor hiring decisions, it is a 
crucial aspect to factor in when introducing AI to 
the hiring process. 

	z Workers’ perception on the fairness of AI might 
have a stronger influence on the hiring process 
and self-selection of workers than the actual fair-
ness of AI. Worker perception therefore becomes a 
critical ingredient when making informed choices 
about algorithm designs as well as policies for its 
ethical implementation.
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nationality, or a degree from a certain college, among 
others. One of the strongest potential advantages of AI 
technology compared to humans is that, under some 
pre-conditions, it can produce seemingly objective 
and reliable decisions. Algorithms are able to model 
predictions based on masses of data that humans do 
not have the capacity to comprehend in its entirety 
(Agrawal et al., 2019; van den Broek et al., 2021). How-
ever, aspects that remain questionable when consid-
ering introducing AI to the hiring process, are not only 
whether these claims are actually supported by evi-
dence but also how affected people perceive algorith-
mic decision-making (Gonzalez et al., 2022).

In this policy brief we outline the scientific evidence 
on the interplay between AI and hiring outcomes such 
as the quality and diversity of hires. Next to providing 
some evidence of AI’s ability to reduce discrimination 
and allow for favourable hiring outcomes in Section 
2.1, we use Section 2.2 to shed light on a pressing issue 
in the discussion of AI in hiring: AI bias. In Section 3 
we highlight the importance of workers’ perceptions 
of algorithmic decision making and demonstrate the 
potential consequences this might have for individ-
ual- and firm-level labour market outcomes. Lastly, 
in Section 4 we discuss our findings’ implications for 
regulatory frameworks and policies to ensure fairness 
throughout algorithmic hiring processes.

What is discrimination?
Discrimination is the unfair or prejudicial treat-

ment of people and groups based on characteristics 
such as race, ethnicity, gender, religion, disability, age, 
or sexual identity (Section 1, Section 2 Article 1, Gen-
eral Act on Equal Treatment, AGG, 2006; International 
Labour Organization Convention concerning Discrim-
ination in Respect of Employment and Occupation, 
C111, 1958). The unfair treatment is based on the 
fact that two individuals are treated differently based 
upon characteristics that do not contribute to their 
productivity (Section 3 Article 1, AGG, 2006; Becker, 
2010). To demonstrate this concretely, a prejudiced 
recruiter may choose a white candidate over a black 
candidate, despite the latter having a better resume 
or interviewing skills. Researchers have identified 
discriminatory behaviour in the hiring process, find-
ing that white candidates were more likely to receive 

interviews and job offers than black candidates with 
similar characteristics (Bendick et al., 1994). The bias 
can already occur during CV-screening and some 
studies show that switching names that hint toward 
a certain nationality or race could increase interview 
call back rates significantly (Bertrand & Mullainathan, 
2004; Kaas & Manger, 2012; McGinnity et al., 2009). 
The existence of such bias within the hiring process 
can have a significant impact upon individuals’ earn-
ings, their career trajectory, and the development of 
their human capital. Additionally, it is an inefficient 
market outcome due to an inefficient allocation 
of skills which could, potentially hamper economic 
growth (McGowan & Andrews, 2015). These consid-
erations make it crucial to identify how and to what 
extent discrimination exists, at what stage it appears 
and how it can be mitigated.

2. Can AI reduce discrimination?
Research has repeatedly discovered that hiring is 

often subject to discrimination based on candidates’ 
personal characteristics that are actually unrelated 
to their productivity; race or nationality, derived from 
names or appearance, could be such characteristics 
(Becker, 2010; Bendick et al., 1994; Bertrand & Mul-
lainathan, 2004; Kaas & Manger, 2012). Recently, 
researchers have been suggesting the integration of 
AI into the hiring process to overcome discrimination 
caused by unconscious biases of humans (van den 
Broek et al., 2021). Considering that humans only 
have a comparably limited capacity to process infor-
mation from different sources, AI can provide more 
objective knowledge: intelligent hiring algorithms 
draw on large datasets from diverse data sources 

such as CVs, interviews, and social media, enabling 
them to predict which candidate will fit the respec-
tive vacancy the best (Agrawal et al., 2019), thereby 
often exceeding domain experts’ insights (van den 
Broek et al., 2021).

The suitability of AI to the hiring process is reflect-
ed in the recent surge in suppliers offering AI solu-
tions for hiring (Raghavan et al., 2020). AI-based sys-
tems can have different functions at different stages 
of the hiring process, e.g., removing biased wording 
from job advertisements, screening CVs, analysing 
video-interviews, or evaluating the person-job fit 
(Gonzalez et al., 2019; Raghavan et al., 2020). The nu-
merous possibilities of applying AI to the early stages 
of the hiring process emphasize that algorithms have 
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the potential to substantially impact what types of 
candidates end up in the overall pipeline (Bogen & 
Rieke, 2018).

Currently, the prime organisational reasoning to 
implement algorithmic hiring is to increase efficiency 
and optimize recruitment metrics such as: time to 
hire, cost per hire, quality of hire, and employee re-
tention (Bogen & Rieke, 2018; Gonzalez et al., 2019). 
Furthermore, AI’s ability to reduce interpersonal bias 
(van den Broek et al., 2021) contributes to organisa-
tional objectives related to promoting diversity and 
inclusion (Bogen & Rieke, 2018). Practitioners’ jour-
nals such as Forbes (Windley, 2021), Harvard Business 
Review (Chamorro-Premuzic & Akhtar, 2019) and 
Business Insider (Garfield, 2017) have acknowledged 
the benefits of using AI in hiring while promoting a 
cautious approach when it comes to relying on algo-
rithms too much, implying that there are two sides to 
the story. Accordingly, academia has begun to inves-
tigate whether AI actually reduces discrimination in 
hiring or potentially even exacerbates it. The follow-
ing sections elaborate on identified opportunities and 
threats of using AI in hiring.

2.1. AI vs. humans: who achieves better 
hiring outcomes? 
Within the hiring process, CV screening is an area 

that has been identified as a source of discrimination 
(e.g., Bertrand & Mullnaithan, 2004). Two studies 
(Cowgill, 2020; Li et al., 2020) have designed AI algo-
rithms to screen CVs and compared them to human 
performance. Li et al. (2020) view hiring as a bandit 
problem where a decision maker must balance explo-
ration with exploitation. In this context hiring firms 
attempt to balance selecting candidates from groups 
with proven track records (exploitation) against 
sourcing from underrepresented groups (explora-
tion). Current hiring algorithms based on training 
data predict positive outcomes for those groups with 
a proven track record, disregarding candidates from 
groups that might have untraditional backgrounds 
but may still excel in the job. Including this explora-
tion into hiring algorithms may be one step toward 
a more inclusive approach (Li et al., 2020) which is in 
line with the notion of building a more diverse pool of 
candidates (Bogen & Rieke, 2018).

Accordingly, Li et al. (2020) compare human re-
cruiters with three algorithms: two trained by super-
vised learning and one incorporating an increased 
degree of uncertainty, i.e., an “exploration bonus”. 
The findings show that the exploration algorithm 
results in substantially higher shares of underrep-

resented groups in the selection process. Not only 
does this algorithm perform significantly better than 
the human, but it also performs better than the two 
supervised algorithms. An important result to note 
is that both the supervised learning algorithms de-
signed in this study performed weaker than humans 
when it came to select a diverse group of candidates, 
highlighting the potential of algorithms to further 
entrench biases, discussed below in more detail. The 
authors highlight the importance of algorithm design 
to its performance: not all algorithms will perform 
the same, and this is an important factor to consider 
when faced with a market of choices.

In an experimental hiring setting, Cowgill (2020) 
finds that an algorithm selected CVs of candidates 
who were better performing, more likely to pass in-
terviews and more likely to receive job offers. Further-
more, the algorithm increased the number of non-tra-
ditional hires, including women, racial minorities, 
candidates without referrals, from non-elite colleges, 
and those with no prior work experience. Superficial-
ly, it seems the algorithm was trained with similar 
methods (i.e., LASSO and other standard machine 
learning techniques) to the supervised algorithms 
in Li et al. (2020), who found that these algorithms 
could further entrench bias. The contrasting results 
indicate a need for future research to build a consen-
sus on the performance of algorithms. Incorporating 
different algorithmic designs, such as the exploration 
algorithm used by Li et al. (2020), could lead to more 
in-depth analyses and provide more insight into how 
discrimination could be reduced. Furthermore, as 
highlighted by Cowgill (2020), the composition of the 
training dataset could lead to differential results. In 
his models, the author demonstrates how more or 
less statistical noise in decision making could impact 
the results. Therefore, it is of vital importance to repli-
cate the results of such studies using differently com-
posed training data. 

Beyond CV screening, AI could also be used to an-
alyse job suitability tests. These are questionnaires 
sent out prior to selection for recruiters to factor 
into their decisions. Hoffman et al. (2018) test the 
outcomes of such an AI and find positive effects on 
the tenure of successful hires vis-a-vis the previous 
human-led regime. Moreover, they investigate if the 
quality of hires is higher when recruiters follow the 
algorithm’s recommendation or when they active-
ly overrule its recommendations. They show that 
recruiters that overrule the algorithm make worse 
decisions, their selected workers have shorter em-
ployment durations and were not more productive. 
Their study contributes to the evidence that an AI 
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may offer an improvement over a human recruiter: 
not only at identifying better performing candidates 
but identifying a more diverse set of candidates as 
well. The employed algorithm was proprietary (Hoff-
man et al., 2018) and there is little discussion of its 
design, or what method of learning the algorithm 
uses. Revealing the model technology and the data 
utilized to train the model would be necessary for a 
final, objective assessment of the AI technology, as 
discussed above.

2.2. Caution: Not every AI is unbiased 
In the above section we have outlined some cases 

where an AI could improve upon a human decision 
maker and reduce discriminatory outcomes in the 
hiring process. However, we have also demonstrat-
ed that different algorithms can result in different 
outcomes. As highlighted by the supervised learning 
algorithms in Li et al. (2020), there is a risk that an 
algorithm could further entrench bias. Combined 
with this, there exist multiple media stories highlight-
ing the potential for AI algorithms reinforcing bias 
instead of reducing it as well as studies highlighting 
AI bias in other areas, such as facial recognition tools 
(Leslie, 2020). Therefore, this section is devoted to 
uncovering the underlying sources of AI bias, together 
with examples highlighting how AI bias emerges. 

Current AI algorithms rely heavily on training data 
created by humans, and predominantly learn using 
a combination of several statistical approaches ap-
plied to the training data. This method of learning is 
generally labelled machine learning or deep learning 
(OECD, 2019). A recent literature study (Cecere et al., 
2021) identified the root causes of AI bias as mainly 
arising from the use of (i) unrepresentative data and 
training samples, (ii) mislabelled outcomes and (iii) bi-
ased programmers (Cecere et al., 2021; Cowgill, 2020; 
Cowgill & Stevenson, 2020; Cowgill & Tucker, 2020). 
Algorithms are not created intelligent; they have to 
be trained on data before being applied to the real 
world. The algorithm takes this data and assumes 
that it is representative of the real world, and hence 
assumes that its decisions are applicable to both the 
training data and the real world. If the training data 
is biased or unrepresentative, the algorithm could 
naively replicate the selection processes that created 
the unrepresentative data, therefore entrenching the 
bias (Cowgill & Tucker, 2020; Kleinberg et al., 2018). 
Moreover, since AI algorithms tend to be trained, 
and later learn from individuals’ past behaviours and 
characteristics, discrimination is likely to occur in a 
vicious cycle (Cecere et al., 2021). In the context of hir-

ing, if the AI training data had been built on historical 
employment data, which, e.g., contains an implicit 
bias favouring white men over Afro-American and 
Hispanic employees, then the algorithm may detect 
such patterns, and disregard certain groups of appli-
cants. The decision-making could then be in favour of 
the overrepresented group, who is historically more 
likely to be chosen for a job interview (Köchling & 
Wehner, 2020; Tambe et al., 2019). Global tech giant 
Amazon serves as a prime example in this scenario: 
In 2018, the company discovered that its AI-powered 
recruitment system was based on historical job per-
formance data, which was severely male-dominated, 
and in return, contained higher performance scores 
for white men. As a result, trained on that selection 
of information, the algorithm gave higher scores to 
white male applicants, while it was selecting out 
women and candidates with attributes associated 
with women (Tambe et al., 2019). 

Algorithmic distortion can also be linked to mis-
labelling of some outcomes in the training data. This 
might arise due to subjective tastes of human deci-
sion-makers or failed statistical reasoning (Cowgill 
& Tucker, 2020). In a recent study, Obermeyer et al. 
(2019) highlight the importance in choosing relevant 
labels to train the algorithm by documenting impor-
tant algorithmic disparities that take place in the 
healthcare sector. They show that at the same level 
of algorithm-predicted risk, indicating the healthcare 
needs, less healthy black patients received similar 
risk scores to healthier white patients, while in fact, 
they exhibit more severe cases of diabetes, high blood 
pressure, cholesterol, and anaemia. The reason for 
such racial bias is because the healthcare algorithm’s 
prediction is based on healthcare costs rather than 
illnesses, and since less money is spent on black pa-
tients who have the same level of need, the algorithm 
falsely concludes that black patients are as healthy 
as the white patients (Obermeyer et al., 2019). This 
example shows a potential consequence that might 
arise as a result of incorrectly labelled outcomes; 
the training data labels low-cost patients as healthy, 
while in some cases these low costs are due to une-
qual access to healthcare and socio-economic status 
(Cecere et al., 2021; Cowgill & Tucker, 2020; Obermey-
er et al., 2019). 

AI developers and programmers who oversee 
the writing, labelling, and training of the algorithms 
might also have an influence in generating algorith-
mic biases, especially if they lack technical knowledge 
on AI ethics or have significant biases themselves. The 
existence of such “biased programmers” may produce 
unrepresentative training samples, mislabelled out-
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cess, to be unfair, then they may not apply or accept 
an offer for a position. Such self-selection of workers 
can have a negative impact on the hiring organisation 
as the candidate may have led to greater productivity 
gains than an alternative, leading to lower overall 
output and growth. The alternative candidate may be 
so ineffective that they need to be replaced, further 
driving up costs through increased employee turno-
ver and inefficient skill allocation. Secondly, if a can-
didate decides to join an organisation despite having 
misgivings about the hiring process, this could lead 
to a breakdown in trust between the employer and 
the employee. This lack of trust can have an impact 
on job tenure and consequently cause employee turn-
over, which is considerably costly for organisations, 
estimated upwards of $16 billion per year for Ameri-
can companies (Scott, 2017). Therefore, ensuring can-
didates’ satisfaction with the recruitment process and 
trust in the fairness of the hiring decision can be seen 
as a net benefit to organisations.

Given this, it is pertinent to discuss whether indi-
viduals’ perceptions of hiring algorithms are positive 
or negative, and the potential mechanisms behind 
these perceptions. Newman et al. (2020) find that hir-
ing decisions made by an AI are perceived to be less 
fair than identical human decisions. Similarly, Acikgoz 
et al. (2020) show that interviews conducted by an AI 
are perceived to be less fair than ones conducted by 
a human. Adding to this, Gonzalez et al. (2019) find 
that workers have less trust in organisations that use 
algorithms as decision makers in hiring. Gonzalez 
et al. (2022) outline potential mechanisms for the 
trust gap between human and algorithmic decision 
making. Applicants often have limited information 
on how an AI is used in a particular decision-making 
process or may not be able comprehend or process 
such information if it is available. They will then use 
simple mental heuristics to evaluate the relative fair-
ness, potentially drawing upon media stories which 
may promote rather negative outcomes. Applicants 
may also perceive AI decisions to be less fair due to an 
unfamiliarity with AI itself and the decision-making 
process in which the AI is embedded, whilst they may 
have a better understanding of a human based deci-
sion process, thus providing them with more informa-
tion to evaluate the fairness. 

These potential mechanisms may be alleviated 
with greater transparency about the use of AI. Whilst 
a firm may easily be able to explain where in a pro-
cess an AI is implemented and whether it has the 
final decision power, it is more difficult for candidates 
to comprehend on what grounds an AI comes to a de-
cision. Modern AIs are trained using neural networks 

comes, and/or they might fail to pay adequate atten-
tion to available training examples and measures of 
accuracy during the development process (Cowgill & 
Tucker, 2020).

Attempting to investigate the formation and 
prevalence of main sources to AI bias, Cowgill et al. 
(2020) study whether AI bias more likely results from 
biased training data or biased programmers. The 
results of their field experiment demonstrate that 
biased training data is the main contributor to biased 
predictions, and that AI developers are highly repre-
sentative, and might exhibit biases that are trans-
ferred to the algorithms they develop (Cecere et al., 
2021; Cowgill et al., 2020). In short, while each source 
of AI bias is case-specific, the underlying mechanism 
stems from the fact that human biases carry over to 
AI-based approaches. AI algorithms produce discrimi-
natory and biased outcomes if their trained data and 
samples are either inaccurate or biased (Köchling & 
Wehner, 2020; Mujtaba & Mahapatra, 2019). If the 
data consists of some degree of cultural or personal 
bias, then an AI algorithm can inherit and replicate 
the bias, producing unfair outcomes, such as under- 
or overrepresentation of certain population groups. 
The resulting discriminatory outcome therefore raises 
questions on the trustworthiness of AI systems (Lee, 
2018; OECD, 2019).

In light of the above discussions, understanding 
the training data fed to the AI carries great impor-
tance to gauge its ability to reduce or exacerbate dis-
crimination. If an AI is trained on discriminatory data, 
the above evidence points to the fact that it would 
further entrench biases. This suggests that alongside 
the algorithm design choices, the existing data is crit-
ical to assess when choosing an AI tool, as the differ-
ent levels of bias within the training data necessitate 
different algorithmic approaches.

3. Perceptions of algorithmic decisions: 
trust vs. doubt?
While the evidence laid out above reviews AI as 

a tool to reduce discrimination, the use of AI in the 
recruitment process raises other concerns beyond 
discrimination. Although AI can reduce discrimination 
and this reduction can be accurately tested, it may 
still be an inappropriate tool for hiring. One major 
concern is whether individuals who are subjected to 
algorithmic decisions perceive them to be fairer than 
human decisions, irrespective of whether they are ac-
tually fairer or not (Lee, 2018). This human perception 
is important for two reasons, firstly if a candidate per-
ceives an algorithm, and hence the recruitment pro-
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and deep learning techniques, these are opaque tech-
niques as it is not known exactly how an AI comes 
to its decisions. Researchers are working towards ex-
plainable AI (see Arrieta et al., 2020 for a discussion) 
to allow for a deeper understanding of its respective 
decision processes. This is important to develop if AI 
is to become ‘trustworthy’.

4. Policy implications
What are the current regulatory efforts to ensure 

AI is human-centric, trustworthy, and safe? The Eu-
ropean Commission’s (2021) proposal for an AI Act 
classifies the use of AI for recruitment as high risk. 
Under this classification, an AI technology used for 
recruitment is not banned but rather is regulated and 
has to fulfil a number of conditions such as creating 
a risk management system, transparency conditions 
and human oversight. The risk management system 
requires the identification and analysis of the known 
and foreseeable risks, estimation and evaluation of 
these risks, and possible risks identified in post-mar-
ket monitoring (European Commission, 2021). Anoth-
er important aspect being highlighted in this policy 
brief is the potential replication of human bias by AI. 
With respect to other risks addressed in this policy 
brief, transparency requirements demanding that 
users need to be able to interpret the system’s output 
and comprehend its intended purpose, may help to 
alleviate some of the concerns about the perceived 
trustworthiness of the AI. 

One of the primary questions raised in the context 
of the AI Act is whether the costs stifle the innovation 
and use of AI algorithms through an overly heavy 
administrative burden (Czarnocki, 2021). Comple-
menting this view, Ebers et al. (2021) argue that the 
Act’s broad definition of an AI system runs the risk of 
overregulation. Its definition could cover almost every 
single computer programme, leaving programmers, 
operators and users of AI in legal uncertainty. Con-
versely, Ebers et al. (2021) find that in other areas the 
legislation does not go far enough. For high-risk sys-
tems, such as AI in hiring, they argue that a more de-
tailed classification of risk could be necessary to allow 
users to conduct an adequate risk assessment. Finally, 
the regulations’ broad approach runs the risk of un-
dermining national efforts to regulate AI use, and 
may weaken some existing national digital funda-
mental rights protection and affect future attempts 
at regulation (Veale & Zuiderveen Borgesius, 2021). 

The above positions and arguments highlight some 
of the aspects that are currently being discussed in the 
regulation of AI. As that the negotiations of the AI Act 

are currently still ongoing, it is too early to adequate-
ly assess its impact, however, it is an interesting and 
important development that will heavily impact the 
future trajectory of AI in the European Union.

5. Conclusion
The above discussions highlight that AI has great 

potential as a tool to reduce discrimination in hiring. 
They provide suggestive evidence that an AI can in-
crease the diversity of successful candidates whilst 
also leading to better performing candidates overall. 
However, well documented use cases, such as the 
above-mentioned discriminatory recruiting algorithm 
at Amazon, highlight the need to act cautiously. As 
described, the way that AI currently learns, has a 
strong element of human interaction. Whether this 
be in curating the training data used by the AI, label-
ling this data or labelling outcomes, bias can transfer 
from the human to the AI. The AI can consequently 
further entrench biases, maintaining or even exacer-
bating discrimination. The results of the supervised 
algorithms in Li et al. (2020) hint at this possibility, 
with the better performing exploration algorithm 
designed specifically to select a wider range of can-
didates. This highlights the importance of design 
choices to the performance of algorithms: if designed 
poorly, an AI could naively replicate unconscious bias-
es displayed by humans, thus defeating its purpose of 
objective hiring. 

As shown by the research into individuals’ per-
ceptions of AI in hiring, individuals may not trust 
decisions made by an AI, even if those decisions are 
as fair or fairer than those made by a human. This 
result highlights the need for transparency wherever 
an AI is used. Humans tend to mistrust the unknown, 
which leads us to the conclusion that to achieve 
greater acceptance toward and participation in algo-
rithmic hiring, transparency and openness are crucial. 
Whilst the explainability of AI is still in its infancy, 
transparency from users and vendors of AI recruit-
ment tools about the design choices and the training 
data used would help to build trust between humans 
and machines. Technologies do not develop deter-
ministically; AI is not going to instinctively evolve 
to become more or less discriminatory. Within each 
technological trajectory there are numerous choices 
that need to be made about the design and use of 
an artifact. Therefore, AI technologies will be more 
transparent and, thus, more explainable by cautious-
ly made decisions that are explicitly documented in 
detail and made available for the people concerned.
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This policy brief has attempted to shed light on the 
role of AI in hiring and some of the crucial choices 
that can be made with this technology. When design-
ing or using an AI, it is vital to consider the data that 
it is trained on, the method used to train the AI, and 
the selection criteria used. 
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