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A B S T R A C T

Polygraph tests have been used to detect deception for almost a century. Yet for almost as long, the validity of
these tests has been criticized. Over the last decade, the use of brain imaging – most notably fMRI - for the
detection of deception has attracted increased attention. The expectation is that fMRI can overcome – at least
some of - the shortcomings of the polygraph. In this review, we discuss whether this expectation is warranted.
Based on our review of the empirical evidence, we argue that fMRI deception research has boosted the theory
development of deception. But for practical purposes, fMRI research has thus far done surprisingly little to solve
or circumvent the problems than have been associated with deception research for ages.

1. Introduction

The use of brain imaging technology to detect deception has
attracted increased attention over the last decade. Take, for example,
the following case. In 2003, in the United Kingdom, a 42-year-old
woman was convicted of a crime against a child in her care. She served
her prison term, yet continued to profess her innocence, even after she
was released. Four years after the conviction, psychiatrist Sean Spence
administered a deception test based on functional magnetic imaging
(fMRI) to assess her credibility. Whilst in the scanner, the woman was
presented with statements about the incident (e.g., ‘You were innocent
of the charges’) to which she responded by pressing buttons marked
‘yes’ or ‘no’. Based on the neuroimaging data, Spence and colleagues
concluded that her functional anatomical parameters behaved as if she
were innocent [49].

Before we evaluate the validity of deception tests such as the one
described above, it is worth noting that it is not a coincidence that a
medical doctor performed this test. In the earlier days of fMRI research
it were the medical specialists – most notably the psychiatrists and
radiologists - who had both the interest in deception and the access to
fMRI scanners, and they are responsible for much of the early work
(e.g., [25,27]). At a later stage, neuroscientists, legal, and ethical
scholars became involved in the field. In many of their publications,
the ‘new’ fMRI based deception detection is contrasted with the ‘old’
polygraph, and it is implicitly or explicitly assumed that fMRI can
overcome – some of – the shortcomings of the polygraph (e.g.,
[6,25,28,11]).

In this contribution, we discuss whether this expectation is

warranted: Can fMRI based deception detection help to overcome the
shortcomings of the polygraph? We discuss they key difficulties with
polygraph testing. We then evaluate to what extent fMRI based
deception detection has overcome the problems related to polygraph
testing detection. Our analyses will show that fMRI deception research
has boosted the theory development of deception. fMRI based decep-
tion detection, however, faces largely the same problems as lie
detection through the use of a polygraph. For practical purposes,
fMRI research has done surprisingly little to solve or circumvent the
problems than have been associated with deception research for ages.

2. The polygraph and its questioning formats

The polygraph as we still know it today was first introduced in the
1920's by physiologist and police officer John Larsson from the
University of California, Berkley [30]. He developed a machine that
simultaneously measured blood pressure, pulse, respiration, and
palmar sweating, and used this machine in over a 100 cases to evaluate
whether the defendant was telling the truth or not. The polygraphs
used today do not fundamentally differ from the one developed by
Larsson in the 1920s. The lengthy rolls of paper that the physiological
signals were recorded on have been replaced by laptop computers, but
the machines still record multiple physiological signals, typically
cardiovascular measures, respiration and skin conductance.

The physiological signals measured by the polygraph – or by the
fMRI scanner for that matter - can be regarded as an outcome measure.
A meaningful interpretation of an outcome measure fully depends on
the level of control over the independent variable. For example, to
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establish whether a form of treatment is effective, a double blind
placebo controlled trial is preferred. Only under such controlled
circumstances do the treatment and the control groups differ on only
one dimension, namely that of the treatment, and can any change in
outcome measure be attributed to the treatment. In a similar fashion,
the validity of deception detection techniques to a large degree depend
on to what extent the questioning format isolates deception. Before one
can meaningfully discuss the validity of polygraph or fMRI based
deception test, a short evaluation of the most used question formats is
crucial. This is why we will shortly explain the three main question
formats used in research and/or practice, namely the Control Question
Test, the Concealed Information Test, and the Differentiation of
Deception test.

The question format most widely used by law enforcement agencies
worldwide is the Control Question Test (CQT; [45]). In this type of test,
the suspect answers relevant and control questions whilst physiological
reactions are being recorded. The relevant questions refer specifically
to the incident under investigation (e.g., “In the night of Nov, 3, did you
stab X?”). The responses to this question are compared to those elicited
by the control questions. These control questions have a more generic
nature, but also deal with undesirable behavior (e.g., “In the first 25
years of your life, have you ever done anything illegal?”). The rationale
behind the CQT is that for guilty suspects the relevant questions will
pose the biggest threat, and will therefore elicit the strongest physio-
logical responses. An innocent suspect, on the other hand, is thought to
perceive the control questions as most threatening, and these questions
will therefore elicit the strongest physiological responses [42].

Although the use of the CQT is widespread, its merits have been
debated for decades. A full review of this debate is outside the scope of
the current manuscript, and can be found elsewhere (e.g., [2,38,39]).
We focus here on the main criticisms voiced against the CQT. At the
core of the debate surrounding the CQT is the general assumption that
the relevant questions will elicit stronger emotions – and thus larger
responses – only in guilty suspects. Critics argue that this assumption
has no basis in psychological or psychophysiological research, nor is it
convincing in its inner logic [13,22,35]. It is easily imaginable that an
innocent suspect recognizes the relevant questions as most pertinent,
and will therefore show large responses.1 Simply put; the relevant and
control questions differ on a number of dimensions besides deception,
meaning any difference in psychophysiological responding cannot be
solely attributed to deception.

The shortcomings of the CQT were recognized in the late fifties of
the previous century, amongst others by psychologist David Lykken.
Lykken developed an alternative question format, which he named the
Guilty Knowledge Test (GKT; [33,34]). This test is nowadays com-
monly referred to as the Concealed Information Test (CIT; Verschuere,
Ben-Shakhar, & Meijer, 2011). In contrast to the CQT, the CIT does
not measure deception, but attempts to establish whether an examinee
possesses pertinent crime related information. In the CIT, questions
presented to the examinee (e.g., ‘the murder weapon was a′) are
followed by one relevant alternative (e.g., the actual murder weapon:
an ice pick) and several neutral (control) alternatives (e.g., a knife, a
letter opener, a pair of scissors, a piercer) presented in random order.
These neutral alternatives are chosen such that an innocent suspect
would not be able to discriminate them from the relevant alternative.
In contrast, a suspect who is familiar with the details of the crime
would be able to discriminate between the relevant and the neutral
control items, and the relevant items will elicit enhanced physiological
responses such as increased skin conductance, a decrease in respira-
tion, and changes in heart rate [36]. In sum, knowledge is inferred from
systematic stronger responding to the correct alternatives.

The CIT countered some of the main criticisms of the CQT, most
notable the risk of an innocent suspect failing the test (i.e., false
positive outcome). Under the assumption that all alternatives are
equally plausible, an innocent suspect cannot distinguish between the
relevant and the neutral control alternatives, and the false positive rate
is expected to follow the laws of probability [35]. The probability of an
innocent suspect showing – by chance – the largest response to the
correct alternative in one question with five options is expected to be .2.
The probability of this happening in three questions is expected to be
.23 =.008, so less than 1%, and one can set the false positive rate at an
arbitrary low level by using a sufficiently large number of questions
(e.g., 5) and an adequate criterion for inferring guilt (e.g., show the
largest response to the correct alternative on at least 4 out of the 5
questions).

Whereas the CIT can be used to detect an examinee's knowledge of
crime-related details, when it comes to studying the construct of
deception, the test is confounded: knowledgeable participants respond
truthfully on the majority of trials – namely presentation of the neutral
control alternatives that typically constitute 80% or more of the trials -,
while being deceptive only on the minority, i.e., only upon presentation
of the relevant alternative [37]. For the purpose of detecting concealed
information, this is not problematic, as only the knowledgeable
participant can discriminate the relevant from the neutral controls.
But, for the scientific study of deception, the CIT is problematic
because besides to deception, any differences in responding can also
be attributed to a frequency effect.

A third questioning format was developed to specifically study
deception by isolating the deceptive response. This paradigm was
originally developed by John Furedy and his colleagues using skin
conductance (e.g., [14]), and named the Differentiation of Deception
test (DoD). In the DoD, examinees are presented with a series of
questions and are instructed to give truthful answers to half of them
and deceptive answers to the other half. Alternatively, in a more recent
variant of the DoD, participants are asked to answer each question
twice: once truthfully and once deceptively. This test was labeled the
Sheffield Lie Test (e.g., [48]). Because each question is answered both
truthfully and deceptively, the DoD isolated deception to a high degree.

3. From polygraph to brain imaging

The CQT is fundamentally flawed because the relevant and control
question differ on many other dimensions besides deception. The CIT
is a valid test to detect knowledge, but not to study or detect deception.
The DoD does isolate deception to a high degree. It should therefore
not come as a surprise that the fMRI-based lie detection test we started
this article with relied on a variant of the DoD paradigm. In fact, the
rationale for this test (and its conclusion) was based on the findings of
an earlier study by Spence and colleagues [48]. In this earlier study,
Spence invited 10 participants, and presented them with a total of 36
autobiographical statements, such as ‘made your bed’ and ‘taken a
tablet’ while the fMRI scanner registered their brain activity.
Participants answered with key presses labeled ‘yes’ and ‘no’ based
on color-coding (e.g., lie in response to green or red). Results revealed
that lying – compared to truth telling - was associated with activity in
the right ventrolateral prefrontal, left ventrolateral prefrontal and
medial premotor area's. Ventrolateral prefrontal activation had pre-
viously been shown associated with response inhibition [18]. This
pattern – which has been found in many studies since (for reviews see
[15,16]) - led the authors to conclude that deception constitutes an
executive function, including withholding the truth, and response
manipulation and monitoring. In other words, the truthful responding
is the default modus of the brain, and when being deceptive, this truth
needs to be inhibited, and the deceptive response needs to be selected
and executed.

The test of the 42-year-old woman revealed a pattern of brain
activation highly similar to that found in the 2001 study: increased

1 In as case in which one of the authors acted as an expert witness, the suspect had
failed a CQT polygraph test. In court, the suspect noted about the relevant questions:
‘those are the questions you are there for. No wonder the machine goes of. I experienced
innocent stress.’
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activation in the ventrolateral prefrontal and anterior cingulate cortices
when she endorsed the accusers version of the events. This led the
authors to conclude that her functional anatomical parameters behave
as if she were innocent. The logical reasoning behind this conclusion is
as follows: When endorsing the accusation (‘yes, I did it’), her brain
activation showed inhibition. This inhibition means the ‘yes, I did it’ is
a lie. And if ‘yes, I did it’ is lie, she is innocent.

The case above illustrates that in order to go from a pattern of brain
activation to a decision about whether the suspect is deceptive or not, a
number of logical inferences need to be made. As acknowledged by
Spence et al. [49], such inferences pose logical problems. For instance,
the assumption that lying is associated with inhibition came from a
study in which participants came to the laboratory, and lied about past
actions on the spot. For that inhibition was required. But the 42-year-
old-woman was presented with exemplars of an act she had been
denying for years. Would it be possible that she had indeed harmed the
child, but years of practice made her false denial the default response?
Although up to now, it remains unclear whether such a reversal can
indeed take place ([19,20,51,53], 2015; [54]), the logical consequences
of such a reversal are interesting. If the lie, rather than the truth,
becomes the default response, activation in brain regions associated
with inhibition now denotes the truth. Consequently, inhibition con-
current with ‘yes, I did it’ now denotes she is guilty. This example
serves to point out that there is no unique brain area associated with
deception. In essence, the logical inference problem is highly similar to
the problem underlying the CQT: deception may be associated with
emotion but that does not mean emotion by definition signals decep-
tion. Likewise, deception may be associated with inhibition, but this
does not mean inhibition by definition signals deception.

The use of brain imaging technology to study and detect deception
is not limited to the DoD test format. Also, the CIT has been used in
combination with brain imaging. This includes fMRI studies (see [15]
for a review), but also studies using the P300 component of the event
related potential. Specifically, two groups of researchers [12,46]
introduced this measure of brain activity to detect concealed informa-
tion, using the CIT protocol, exchanging respiration and skin con-
ductance measures for measurement of brain activity as measured with
the Electro Encephalogram (EEG). Their starting point was the widely
known phenomenon that a deviant stimulus in a train of non-deviants
(e.g., a series of tone in which 1 out of 5 has a low pitch) elicits a larger
positive brainwave elicited approximately 300 ms after stimulus pre-
sentation, the so-called P300 component [10]. In a CIT, the correct
alternative (e.g., murder weapon) becomes the equivalent of the low
tone only for guilty suspects, meaning a P300 to the correct alternative
indicates knowledge. It should be noted that both P300 and skin
conductance seem to reflect the same psychological process, namely
attention towards a significant stimulus [23,40,50]. In essence the
P300 based CIT uses the same question format, measures the same
psychological process, but switched from skin conductance to P300 as
the dependent measure.

In sum, the CQT has exclusively been used in polygraph testing.
Neuroscience based recordings (e.g., EEG and fMRI) have employed
both the CIT and the DoD, but those two question formats have also
been successfully employed with polygraph measures.

4. Establishing accuracy

For forensic techniques, it is of crucial importance to know the error
rate. Studies investigating these error rates can be classified into two
categories: laboratory studies and field studies. Laboratory studies offer
full control of who is deceptive and who is not. Deception can be
manipulated by, for example, having participants engage in a mock
theft, lie about a playing card, or about their autobiographical
information.

When we look at the published laboratory studies, P300 CIT studies
typically report individual classification accuracy rates, but only a few

fMRI studies report to what extent they could correctly distinguish
between deceptive and truthful participants. In the CIT, four studies
assessed the accuracy of fMRI using both knowledgeable and unknow-
ledgeable participants [8,17,41,43]. Collectively, these studies yield a
weighted average ROC value of .94 [37]. For comparison, skin
conductance yielded an ROC of .85, and P300 of .88 (See Table 1).
To what extent results from such laboratory studies generalize to the
real world remains questionable. So even though the estimation of CIT
accuracy is the highest for fMRI, it is based on a very small number of
studies, the fewest participants, it lacks independent cross validation,
and should therefore be treated with caution. A conservative inter-
pretation of these findings would be that there is indication that fMRI
based concealed information testing can achieve an accuracy similar to
that of polygraph measures. For the DoD, only one study reported both
sensitivity and specificity.2 Kozel et al. [24] found an area under the
Receiver Operating Characteristic curve (ROC) of .79.3

The alternative to laboratory studies, that typically lack ecological
validity, is to use field data. Although such data has been collected
under real life circumstances, it has another important disadvantage; it
is hard to establish with 100% certainty whether the suspect was really
deceptive or not – the ground truth. Importantly, this ground truth
should be independent of the test outcome. If not, the accuracy will be
an overestimation of the real accuracy. Take, for example, a confession
as a measure of ground truth. If a deception test determines who will be
questioned (those who failed the test) and who will not (those who
passed the test), confessions will only be elicited in those fail the test.
False negative negatives will be excluded from such a sample, as those
who pass the test will not be questioned. False positives will be
excluded assuming that innocents who fail the test will not (falsely)
confess. This way even a test that performs at chance level will show
high accuracy when tested against confessions [21]. Moreover, this
problem is not limited to confessions. Dependence between test out-
come and ground truth may also be present in other measures of
ground truth. Investigative authorities may, for example, invest more
resources in crime scene analysis once a suspect fails a test. This
selection bias is similarly problematic in medical diagnostic proce-
dures. For example, when the validity of a diagnostic procedure (e.g.,
an MR scan to detect liver cirrhosis) is established by comparing its
outcome to that of an autopsy, but these autopsies are only performed
following a positive test outcome [4]. In this example, all false negative
outcomes would remain undetected, as no autopsy is performed.

So far, fMRI deception studies have been limited to laboratory
studies. [29] called for clinical trials of fMRI deception tools. But
without an a-priori specification of how these trials will deal with
independently determining ground truth, such trials will result in a

Table 1
Overview of the accuracy of the different measures in the CIT.
Source: Adapted from [37].

Measure n ROC

SCR 3863 .85
ERP 646 .88
fMRI 134 .94

Note: n = total number of participants; ROC = area under the ROC curve; SCR = skin
conductance response; ERP = event-related brain potentials; fMRI = functional magnetic
resonance imaging.

2 We exclude here the studies that computed sensitivity and specificity based on within
subject comparison. See Meijer et al. [37].

3 ROC curve (a) represents the detection efficiency regardless of any specific cutoff
point (for a detailed description of generating ROC curves in CIT experiments, see [31]).
The area under the ROC curve ranges between 0 and 1, such that an area of 0.5 means
that the two distributions (i.e., the detection score's distributions for guilty and innocent
examinees) are indistinguishable (i.e., detecting whether an examinee is deceptive or not
will be at chance level). An area of 1 means that there is no overlap between the two
distributions and thus a perfect classification is possible.
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similar discussion that has plagued CQT polygraph testing for decades.

5. Threats to accuracy

Two other points relating to accuracy of (neuroimaging based)
deception detection procedures warrant attention. First, one of the
factors associated with accuracy are countermeasures.
Countermeasures refer to deliberate attempts by the examinee to alter
the physiological responses, and thereby obtain a truthful test outcome.
Polygraph measures are relatively easy to elicit, for example by
imagining an emotional event [26]. It should therefore not come as a
surprise that tests based on such measures can be circumvented by
eliciting a reaction to the control question in the CQT, the control
options in the CIT, or the truth condition of the DoD [3]. More recent
research has shown that countermeasures can also be effective against
neuroimaging measures. A P300, for example, is elicited by any
stimulus that is deviant. Research showed that if the participant
attaches meaning to the different neutral control alternative (e.g., by
wiggling their toe), these neutral options also become significant, and
diagnostic accuracy decreased [32,47]. Ganis et al. [17] demonstrated
that comparable countermeasures also worked in an fMRI setting and
reduced CIT detection accuracy from 100% to only 33% (see also [52]).

A threat specific to the CIT is that false negatives can be caused by
the fact that a knowledgeable suspect does not remember the pertinent
information (e.g., [7]). For example because it was forgotten, or
because it was never encoded. False positives, on the other hand, can
be caused by information leakage; the suspects is aware of the pertinent
information, but because this information leaked in a previous inter-
view or through the media. Like polygraphic measures, both P300 and
fMRI measures have been shown sensitive to such leakage effects
[43,56].

6. Neuroscience based deception detection: better than the
polygraph?

Neuroscience based lie detection has attracted great attention.
Numerous authors posed the question whether such tests are better
than the polygraph test. We have explained that before a meaningful
answer to this question can be formulated, the questioning format
needs to be defined. The CQT polygraph test is fundamentally flawed,
not because the peripheral physiological measures are poor indices of
emotion, but because the relevant and control question differ on many
dimensions besides deception. At a superficial level, one can argue that
neuroscience based deception detection is indeed better than the
polygraph, simply because it does not employ the flawed CQT ques-
tioning format.

Like there is no unique physiological response associated with
deception, there is no unique brain region associated with deception.
Decisions are determined by logical inferences: deception is inferred
from cognitive control (e.g., inhibition) in the DoD, and knowledge is
inferred from attentional orienting in the skin conductance or P300
based CIT. Logical inferences allow for logical errors, regardless of
whether the dependent measures are recorded with a polygraph or with
an MRI scanner. Moreover, to the extent that the polygraph and fMRI
measures tap similar psychological mechanisms [23,50], only limited
incremental validity can be expected. Although we have limited our
review to P300 and fMRI measures, similar reasoning applies to other
neuroimaging methods such as positron emission tomography (e.g.,
[1]) and functional near infrared spectroscopy [9].

Just like polygraph measures, fMRI and P300 measures are
susceptible to countermeasures, meaning that the use of neural
measures has not solved this issue. Critiques voiced towards the CIT
are mainly of a practical nature, for example that the test can only be
used in a small number of cases [44]. Such critiques cannot be
countered by switching to neuroscientific measures. And for practical
purposes, more easy and cost effective measures such as skin con-

ductance should be preferred.
We realize that the pictured painted may per perceived as pessi-

mistic. Let us therefore end on a positive note. Historically, the field of
deception research has been plagued by a lack of theory development
(NRC, 2003). Starting early this century, neuroimaging studies – and
especially the fMRI studies – have introduced theoretical concepts of
cognitive control, and played an important role in the development of
the contemporary cognitive approach to deception detection [5,55]. Yet
for practical purposes, it has done little to solve problems that have
plagued deception research for decades. The logical inference problems
associated with deception research are solved by introducing proper
controls in the questioning format, not by new introducing new
technology.
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