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Summary: Emotion aware cross-modal domain adaptation in video

sequences

Christos Athanasiadis

October 27, 2022

In his “Treatise of Human Nature”, David Hume argued that: “ Reason is, and ought
only to be the slave of the passions!!”.

Emotion detection and recognition play a fundamental role in humans, especially in our ev-
eryday social engagement, when we are experiencing social behaviors (for example, in relationship
maintenance). Moreover, they can prove really useful when addressing people in public (for in-
stance, during a political debate or discussion). Not only do emotions play an important role in
everyday life and social interactions of each person, but also they are crucial in human perception
and cognition. Therefore, developing an automatic interface to rationalize about human emotions
could prove to be very helpful, especially to those people that lack the ability to properly recognizing
other people’s emotions.

At the same time, developing intelligent systems that are capable of recognizing emotions is
an important, but a rather challenging task. Humans experience a wide range of emotions when
interacting with an interface. Previous research has provided firm evidence that emotions vigorously
affect motivation and hence play a crucial role when users interact with interfaces (such as learning
or video games, for instance). However, it was not until recently that modern technology started
to embody users’ affect analysis and not only use their conventional interaction methodology with
systems (such as button clicks, feedback, etc.).

In this dissertation, a study of emotion recognition by employing sensorial modalities (such as
auditory signals) with an insufficient amount of data is performed. Domain adaptation approaches
are applied to leverage emotion-related information with great availability (such as facial expres-
sions) and transfer this knowledge to emotion cues with less available information to increase their
emotion recognition performance. In particular, we shed light on the audio-visual cross-modal re-
lationship. Having a system performing emotion recognition from modalities such as audio (with
limited access in audio features), the task is to leverage availability in face datasets (where there
are more available data) with the purpose of enhancing the classification efficiency.

The main pillars of this research concern the implementation of metric learning and generative
models to facilitate the task of cross-modal domain adaptation between audio and face within
the affect context. Furthermore, an extensive study in the ways that temporal dynamics between
audio and face modalities could contribute to domain adaptation is employed. Finally, we facilitate
also the inverse task that is to perform face-based emotion recognition by eliciting auditory source
information.
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